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Abstract

The thermal properties of solid, linear macromolecules are accessible through heat capacity measurements from about 10 K to the glass transition. By measuring and collecting data on over 150 polymers, a data bank was established and used as a base for detailed correlation with an approximate frequency spectrum for the polymers. Besides assessment of the entropy at zero kelvin of disordered polymers, this heat capacity knowledge has helped in the elucidation of partial phase transitions and conformationally disordered crystal phases. A link has also been established to measurements of mobility through solid state nuclear magnetic resonance. Most recently heat capacity measurements have been linked to full dynamic simulations of crystal segments of 1900 chain atoms. Questions of disorder and anharmonicity can thus be analyzed. The work is summarized as the Advanced THERmal Analysis System, ATHAS.
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In order to describe the heat capacities of linear macromolecules the Advanced Thermal Analysis System was developed. Several steps are necessary before an approximation of the heat capacity in terms of its vibrational spectrum can be made. First, one finds that linear macromolecules do not normally crystallize completely, they are usually semicrystalline. The restriction to partial crystallization is caused by kinetic hindrance to full extension of the molecular chains which, in the amorphous phase, are randomly coiled and entangled. Furthermore, in case the molecular structure is not sufficiently regular, the crystallinity may be further reduced, or even completely absent so that the molecules remain amorphous at all temperatures. Copolymers offer typical examples.

The first step in the analysis must thus be to establish the crystallinity dependence of the heat capacity. Polyethylene, the most analyzed polymer, is treated first. The fact that polyethylene, \([(\text{CH}_2-)_n]\), is semicrystalline implies that the sample is metastable, i.e. not in equilibrium. Thermodynamics requires that a one-component system like polyethylene can have only two phases in equilibrium at the melting temperature (phase rule).

One way to establish the weight-fraction crystallinity, \(w_c\), is from density measurements (dilatometry). The equation is given as Fig. 1. A similar equation can be derived for the volume-fraction crystallinity, \(v_c\). Plotting the measured heat capacities of samples with different crystallinity often results in a linear relationship. Such plots allow the extrapolation to crystallinity zero, to find the heat capacity of the amorphous sample, and to crystallinity 1.0, to find the heat capacity of the completely crystalline sample, even if these limiting cases are not experimentally available.

Figures 2 and 3 illustrate the experimental heat capacities for polyethylene. A number of other polymers are described in the ATHAS Data Bank. The curves in Fig. 2 show linear crystallinity dependence. For the fully crystalline sample \((w_c = 1.0)\) there is a \(T^3\) temperature dependence of the heat capacity up to 10 K (single point in the graph), as is required for the low-temperature limit of a 3-dimensional Debye function. This \(T^3\)-dependence is not very extended, at 15 K it is already lost. This trend of heat capacity is caused by an adherence to a quadratic increase in number of vibrators of increasing frequencies, \(\nu\). This trend is adhered to for increasingly shorter ranges of frequency in the sequence diamond, graphite, polyethylene. The amorphous polyethylene \((w_c = 0)\) seems, in contrast, never to reach a \(T^3\) temperature dependence of the heat capacity. Note that the curves of the figure do not even change monotonously with temperature.
As the temperature is raised, the crystallinity dependence of the heat capacity becomes less, and is only a few percent between 50 to 200 K. In this temperature range the heat capacity is largely independent of the physical structure. Glass and crystal have almost the same heat capacity. This is followed again by a steeper increase in heat capacity as the amorphous polymer undergoes the glass transition at about 240 K. Figure 3 shows the crystallinity dependence just above the glass transition. It is of interest to note that the fully amorphous value from this graph agrees well with the extrapolation of the heat capacity of the liquid from above the melting temperature (414.6 K) which leads to 28.5 J/(K mol).

Finally, Fig. 4 shows that above about 260 K, melting of small, metastable crystals causes an abnormal, nonlinear deviations in the heat capacity versus crystallinity plot. The measured data are indicated by the heavy lines in the figure. The thin lines indicate how continued additivity would look. The points for amorphous polyethylene at the left of the figure represent the melt and agree with the extrapolation of the measured heat capacities from the melt. All heat capacity contributions above the thin lines must thus be assigned to nonequilibrium melting.

The data in Figs. 2-4 permit now an extrapolation of the measured heat capacities to the completely crystalline and to the fully amorphous states. The results of such extrapolations are shown in Fig. 5. The heat capacities in Fig. 5 are characterized for the crystalline sample by a $T^3$ dependence up to about 200 K. This is followed by a change to a linear temperature dependence.
capacity of the glassy polyethylene shows large deviations from the heat capacity of the crystal at low temperature. At these temperatures the absolute value of the heat capacity is so small that it does not show up in the figure. After a long range of almost equal heat capacities of crystal and glass, the glass transition is obvious at about 240 K. In the melt, the heat capacity is linear over a very wide temperature region.

This quite complicated temperature dependence of the macroscopic heat capacity must now be explained by a microscopic model of thermal motion. Neither a single Einstein function [4], nor any of the Debye functions [3] have any resemblance to the experimental data. It helps in the analysis that the vibration spectrum of crystalline polyethylene is known in detail from calculations using force constants derived from infrared and Raman spectroscopy [2]. Such spectrum is shown in Fig. 6.

Using a different Einstein function for each vibration [4], one can compute the heat capacity by adding the contributions of all the various frequencies. The heat capacity of the crystalline polyethylene shown in Fig. 5 can be reproduced above 50 K by these data within experimental error.

Below 50 K the experimental data show increasing deviations, an indication that the computation of the low-frequency, skeletal vibrations cannot be carried out correctly at present [5].

With the knowledge of heat capacity and frequency spectrum, one can discuss the actual motion of the molecules in the solid state. Looking at the frequency spectrum of 6, one can distinguish three separate frequency regions. The first region goes up to approximately 2x10^{13} \text{ Hz}. One finds vibrations that account for two degrees of freedom in this range. The motion involved in these vibrations can be visualized as a torsional and an accordion-like motion of the CH₂-backbone, as illustrated in sketches 1 and 2 of Fig. 7. The torsion can be thought of as a motion that results from twisting one end of the chain against the other about the molecular axis. The accordion-like motion of the chain arises from the bending motion of the C-C-C-bonds on compression of the chain, followed by extension. These two low frequency motions will be called the skeletal vibrations. Their frequencies are such that they contribute mainly to the increase in heat capacity from 0 to 200 K.

The next group of frequencies starts to contribute to the heat capacity at a somewhat higher temperature. The gap in the frequency distribution is responsible for the levelling of the heat capacity between 200 and 250 K. The absolute level of the plateau is of the proper order of magnitude for two degrees of freedom, i.e. about 16-17 J/(K mol) or 2R.

All motions of higher frequency will now be called group vibrations, because these vibrations involve oscillations of relatively isolated groupings of atoms.
Fig. 7. Approximate vibrational modes in crystalline polyethylene.

along the backbone chain. In the first set of group vibrations, between 2 and 5$\times$10$^{13}$ Hz, one finds five degrees of freedom. These oscillations involve mainly the bending of the C-H bond and the C-C-stretching vibration. The sketches 3-6 in Fig. 7 illustrate the approximate C-H-motions of the bending vibrations. The first type of motion involves the symmetrical bending of the hydrogens (3). The bending motion is indicated by the arrows. The next type of oscillation is the rocking motion (4). In this case both hydrogens move in the same direction and rock the chain back and forth. The third type of motion in this group, listed as number 5, is the wagging motion. One can think of it as a motion in which the two hydrogens come out of the plane of the paper and then go back behind the plane of the paper. The twisting motion (6), finally, is the asymmetric counterpart of the wagging motions, i.e. one hydrogen comes out of the plane of the paper while the other goes back behind the plane of the paper. In addition to these bending motions of C-H, there is a motion in the same frequency region that is involved with the stretching of the bond between two adjacent carbon atoms (sketch 9). This stretching of a C-C-bond has a much higher frequency than the torsion and bending involved in the skeletal modes. Although it looks like a skeletal vibration, it is not coupled sufficiently along the chain to result in a broad frequency distribution. These five vibrations are the ones responsible for the renewed increase of the heat capacity starting at about 300 K. Below 200 K their contributions to the heat capacity are small.

Finally, the CH$_2$-groups have two more degrees of freedom, the ones that contribute to the very high frequencies above 8$\times$10$^{13}$ Hz. These are the C-H-stretching vibrations. There is a symmetric and an asymmetric one, as shown in the bottom sketches 7 and 8 of Fig. 7. These frequencies are so high, that at 400 K their contribution to the heat capacity is still small. Summing all these contributions to the heat capacity of polyethylene, one finds that up to about 300 K mainly the skeletal vibrations contribute to the heat capacity, above 300 K, increasing contributions come from the group vibrations in the 2-5$\times$10$^{13}$ Hz region and, if one could have solid polyethylene at about 700-800 K, then one would get the additional contributions from the C-H-stretching vibrations, but polyethylene crystals melt before these vibrations are excited significantly. The total of nine vibrations possible for the three atoms of the CH$_2$-unit, would, when fully excited, lead to a heat capacity of 75 J/(K
mol). At the melting temperature, only half of these vibrations are excited, \(C_v\) is about 38 J/(K mol).

Only for few other polymers is so much information on the vibrational frequency spectrum available.[5] In case the vibrational spectrum is not available, one may want to try to calculate vibrational spectra from heat capacities, a process called an inversion of the heat capacity. Because the heat capacities are not very sensitive to the detailed frequency spectrum, only a relatively coarse approximation of the spectrum can be obtained in this way. It is not even certain, that the inversion leads mathematically to a unique frequency spectrum.

The analysis of heat capacity of a given homopolymer starts, thus, with the evaluation of the experimental crystalline and amorphous heat capacities over as wide a temperature range as possible. For amorphous polymers the glassy and liquid heat capacities are directly measurable. For crystallizing polymers, the crystalline and amorphous heat capacities may have to be extrapolated, as illustrated on the polyethylene example in Figs. 2-4. Only in rare cases are almost completely crystalline polymers samples available (as for example, for polyethylene, polytetrafluoroethylene, polymeric selenium, and polyoxyethylene).

The CH₂-bending and -stretching vibrations increase the precision, some of the group vibrations.

Next, the experimental heat capacity at constant pressure, \(C_p\), is converted to \(C_v\) using standard thermodynamic relationships or approximations.[6] The total experimental \(C_v\) is then separated into the part due to the group vibrations and the part due to the skeletal vibrations. The heat capacity due to the group vibrations is calculated from an approximate spectrum of the group vibrations as listed for the polyoxymethylene \([\text{CH}_2-\text{O-}]_x\) and the polyethylene in Figs. 8 and 9.[7] The CH₂-bending and -stretching vibrations are similar for both polymers. To increase the precision, some of the group

\[
\begin{align*}
\text{(1)} & \quad C_v = N \left( \frac{\theta_J}{\theta_J - \theta_L} \right) [D_L(\frac{\theta_J}{T}) - D_L(\frac{\theta_L}{T})] \\
\text{(2)} & \quad C_v(\text{skeletal}) = C_v(\text{total}) - C_v(\text{group vibrations})
\end{align*}
\]

Fig. 8. List of group vibrations of poly(oxymethylene).

Fig. 9. List of group vibrations of polyethylene.

Fig. 10. Equations for the computation of heat capacity from a box distribution of vibrations.
vibrations that spread over a wider frequency ranges were approximated by box-distributions. The heat capacity contribution is computed with the help of two one-dimensional Debye functions [3], as represented by Eq. (1) in Fig. 10. The lower frequency limit is given by $\theta_L$, the upper one by $\theta_U$. The figure on the right shows the corresponding frequency distribution. Subtracting of all heat capacity contributions of the group vibrations from the measured $C_v$ yields the experimental, skeletal heat capacity contribution [Eq. (2)].

The last step in the ATHAS analysis is to assess the skeletal heat capacity. The skeletal vibrations are coupled in such a way that their distribution stretches to zero frequency (acoustical vibrations). In the lowest frequency region one must, in addition, also consider that the vibrations couple intermolecularly because the wavelengths of the vibrations become larger than the molecular anisotropy caused by the chain structure. As a result, the detailed molecular arrangement is of little consequence at the lowest frequencies. A three-dimensional Debye function, derived for an isotropic solid [3] should apply in this frequency region. For diamond such function was shown to apply up to about $2 \times 10^{13}$ Hz. Only above that frequency did the detailed atomic structure become of importance for the spectrum. For graphite, this limit of the applicability of the three-dimensional Debye function occurred already at $0.5 \times 10^{13}$ Hz. For linear polyethylene, finally, the spectrum in Fig. 6 limits the $\nu^2$-dependence to less than $0.2 \times 10^{13}$ Hz. To approximate the skeletal vibrations of linear macromolecules one should thus start out at low frequency with a three-dimensional Debye function and then switch to a one-dimensional Debye function. Such an approach was suggested by Tarasov [8]. The skeletal vibration frequencies were separated into two groups, the intermolecular group between zero and $\nu_3$, characterized by a three-dimensional $\Theta$-temperature, $\theta_3$, and an intramolecular group between $\nu_3$ and $\nu_1$ (characterized by a one-dimensional $\Theta$-temperature, $\theta_1$). Equation (3) in Fig. 11 shows the needed computation and reveals that by assuming that the number of vibrators in the intermolecular part is $\theta_3/\theta_1$, one has only two adjustable parameters in the equation. The distribution is fitted to the experimental heat capacities at low temperatures, to get $\theta_3$, and at higher temperatures, to get $\theta_1$. Computer programs for the fitting over the whole temperature range are available [9]. For polyethylene and polyoxymethylene the best fit was obtained for the $\Theta$-temperatures shown in Fig. 11. These values are not too different from the end of the $\nu^2$-dependence of the actual frequency spectrum. A more detailed discussion of the correspondence of frequency spectrum computed and fitted to heat capacity is given in Ref. [5].
With the table of group vibration frequencies, the two \( \theta \)-temperatures and the number of skeletal vibrators, \( N \), it is now possible to calculate \( C_v \), and

\[
\begin{array}{ll}
\text{Heat Capacity of Solid Polyethylene} & \\
(\text{J/(K mol)}]) & \\
\text{experimental heat capacity} & \\
\text{group vibration } C_v & \\
\text{skeletal vibration } C_v & \\
\text{total } C_p & \\
\text{total } C_v & \\
\end{array}
\]

**Fig. 12.** Computed heat capacities of polyethylene using ATHAS.

with help of the expressions for \( C_p - C_v \), also \( C_p \). Figure 12 shows such calculation for polyethylene (top diagram) and for a whole series of aliphatic polyoxides (bottom diagram). In the top diagram the contribution of the skeletal vibrations and the contribution of the group vibrations are shown separately. The experimental data, finally show the good experimental fit to heat capacity at constant pressure, \( C_p \).

Since group vibrations are not affected much by their chemical environment, it becomes now possible from the table in Fig. 8 not only to compute the heat capacity of polyoxymethylene, but also of all other aliphatic polyoxides, as shown in the Fig. 13. The abbreviations are to be translated as follows:

- \( \text{PO8M} \) = Polyoxyoctamethylene \( [O-(\text{CH}_2-)_8]_x \)
- \( \text{POM04M} \) = Polyoxymethyleneoxytetramethylene \( [O-\text{CH}_2-O-(\text{CH}_2-)_4]_x \)
- \( \text{PO4M} \) = Polyoxytetramethylene \( [O-(\text{CH}_2-)_4]_x \)

**Fig. 13.** Heat capacities of the aliphatic polyoxides computed by the ATHAS. For abbreviations see the listing in the text.
PO3M = Polyoxytrimethylene \([O-(CH_2-)_3]_x\)
POMOE = Polyoxymethyleneoxyethylene \([O-CH_2-O-(CH_2-)_2]_x\)
POE = Polyoxyethylene \([O-(CH_2-)_2]_x\)
PM = Polyoxymethylene \([O-CH_2-]_x\)
PE = Polyethylene (polyethylenes) \([CH_2-]_x\)

The more detailed analysis of the heat capacities of the solid, aliphatic polyoxides is summarized in Fig. 14. The top graph shows the deviations of the calculations from the experiment as expressed by the equation:

\[
\Delta = \frac{[C_p(\text{computed}) - C_p(\text{experimental})]}{C_p(\text{experimental})}
\]

Figures 15 and 16 indicate that the \(\theta_1\) and \(\theta_3\) values are changing continuously with chemical composition. It is thus possible to estimate \(\theta_1\) and \(\theta_3\) for intermediate compositions, and to compute heat capacities of unknown polyoxides or copolymers of different monomers without reference to measurement.

Similar analyses were accomplished for more than 150 macromolecules. The data on \(N\), \(\theta_1\) and \(\theta_3\) together with the ranges of experimental \(C_p\)-data are collected in the ATHAS Data Bank.[2] The precision of these computed heat capacities is in general better than \(\pm 5\%\).

The strict additivity of the heat capacity contributions of the group vibrations and the continuous change in \(\theta_1\) with chemical composition led to the
development of addition schemes for heat capacities. As long as the contributions of the backbone groupings that make up the polymer are known empirically, it is reasonable to estimate the heat capacity of unknown polymers and copolymer from these contributions. Detailed tables can be found in Refs. [10] and [11].

The heat capacities of liquids are much more difficult to understand.[9] The motion involves now also large-amplitude rotations and translations. Since in the liquid state polymers are usually in equilibrium, measurements are more reproducible, as is shown on the example of polyoxymethylene in Fig. 17.[12]

![Graph showing heat capacity measurements](image1)

**Fig. 17.** Direct print of 36 heat capacity measurements on liquid polyoxymethylene.[13]

The graph is a direct copy of 36 runs of differently treated polyoxymethylene samples. The almost vertical approach of some of the curves to the liquid heat capacity is caused by the end of melting of crystallized samples.

![Graph showing experimental data](image2)

The addition scheme helps, next, to connect larger bodies of data. Figure 18 shows the experimental data for the liquids for the same series of polyoxides as shown in Fig. 13 for the solid state. The equation in the top of the graph represents all the thin lines, the thick lines represent the experimental data. The equation for \( C_p^a \) was arrived at by least square fitting of all experiments. Again, the ATAS Data Bank [3] gives a listing for available data on other polymers.

The application of the ATAS has produced not only a large volume of heat capacity data on solid and liquid homopolymers, helpful in the determination
of the integral thermodynamic functions, but it is also of help in the separation of nonequilibrium enthalpy and heat capacity effects. Figures 19 and 20 show two typical examples. At the top, the measured and computed heat capacities of polytetrafluoroethylene are reproduced.[14] As in the case of the polyoxides, it is also possible to predict heat capacities of all less fluorinated polyethylenes.[15] The measured sample was almost completely crystalline, but it is obvious from the graph that there are two rather broad endotherms superimposed on the heat capacity curves. The room-temperature transition is particularly broad. It represents a crystal-to-condis-crystal transition.[16] Without the computed heat capacity as a base line, it is impossible to separate the heat of transition quantitatively from the heat capacity.

Figure 20 is even more complicated. In this case the macromolecule is the random copolymer poly(oxybenzoate-co-oxynaphthoate),[17] a polymer, designed to be used in composites. The graph shows a rather small endotherm and a rather broad, possibly two-stage glass transition that stretches over more than 100 K. Without precise computation of the liquid and solid heat capacities, it would not have been possible to identify the glass transition and provide important characteristics for the practical application of the polymer.
To describe heat capacities of copolymers, it is naturally impossible to measure each and every composition. The trend of the heat capacities in the solid as well as the liquid states to be additive with respect to composition, allows to make estimates of the heat capacities of the copolymers (see also the ATLAS empirical addition schemes, Refs. [10] and [11]).

Figure 21 shows the additivity of the heat capacities of poly(styrene-co-1,4-butadiene). These measurements were done many years ago by adiabatic calorimetry and it was possible later to derive the heat capacity of the copolymers from their molar composition and the heat capacities of the constituent homopolymers. [18] As indicated in the equation, it is also possible to add more than two components. A conspicuous feature of the polybutadiene and the copolymer heat capacities is the increase of the temperature of the glass transition with styrene composition. The glass transition of pure polystyrene occurs at 373 K. Comparing now the measured heat capacity with the heat capacity calculated from the addition scheme, one finds an error between 0 and 4% from 10 K to the beginning of the glass transition. But even above the glass transition temperature the additivity works well. The errors are less than 5%. Note that for the addition scheme the contributions of both components, the butadiene as well as the styrene, must be taken as their liquid heat capacities as soon as the copolymer glass transition temperature has been exceeded. Position and breadth of the glass transition has to be predicted from other considerations.

To conclude the treatment of heat capacities, there is a brief mention of the heat capacity of liquid selenium. The heat capacity for many liquid, linear macromolecules increases linearly with temperature, despite the fact that one expects an exponential increase in $C_V$ from the vibrational contributions of the C-H-bending and stretching vibrations. To understand this observation, one has to remember that a decreasing heat capacity contribution with temperature results in the framework of the hole theory from
the holes in a liquid. An approximate calculation of the hole contribution to the heat capacity can be made using a two energy state model. A maximum in heat capacity occurs close to the glass transition temperature. The subsequent decrease seems to be able to compensate much of the vibrational increase in heat capacity for a considerable temperature range.[19] Looking now at the heat capacity of the monatomic, liquid selenium, one finds that there are no group vibrations to produce the exponential increase in $C_p$ and, indeed, the heat capacity of the liquid Se decreases with temperature. The decrease in $C_p$ is nonlinear, and at high temperature, $C_p$ increases again. These changes in heat capacity with temperature are specific to Se, and an explanation is given in the graph at the bottom of Fig. 22.[20] Curve 1 represents the experimental data. Curve 2, the vibrational contributions as derived from the crystalline vibrational spectrum. The difference between curves 1 and 3 represents the special contribution to the heat capacity that arises from the ring-chain equilibrium, i.e. from a chemical reaction. The melt of selenium consists of very long macromolecules $(\text{Se}-)_x$ and rings of mainly $\text{Se}_8$ composition. The two components are in a temperature-dependent equilibrium and the difference between curves 1 and 3 is an estimate of the heat of reaction per kelvin of temperature increase for this process.[20] Finally, the difference between curves 3 and 4 is an estimate of the heat capacity due to the hole equilibrium. It decreases with temperature, as expected. The agreement between curves 4 and 2 is, finally, a measure of the quality of the model that was chosen for the interpretation of the change of heat capacity with temperature.

From the addition scheme of heat capacities[10,11] it is possible to deduce the heat capacity of another, hypothetical, monatomic polymeric chain, namely $(\text{O}-)_x$. Its heat capacity is estimated by subtracting the $(\text{CH}_2-)_a$ contribution to the heat capacity from the total heat capacity of the polyoxides which are shown in the bottom graph of Fig. 22. As in the Se heat capacities, the heat capacity of $(\text{O}-)_x$ decreases with temperature. This decreasing heat capacity with temperature increase is also obvious from the summary equation of Fig. 18

Figure 23 illustrates the ultimate result of thermal analysis of two crystalline linear macromolecules.[21] Two isomers of 1,4-polybutadiene are analyzed. All data were extrapolated to 100% crystal-

![Fig. 23. Entropy of cis- and trans-1,4-polybutadiene, as computed from the heat capacity, by integration of $C_p/T$ from 0 K and addition of the appropriate entropies of transition.](image-url)
Unity, and equilibrium. Then the entropy was computed, adding the transition entropies at the expected equilibrium temperatures. Clearly, the trans-isomer melts in two steps, while the cis-isomer melts in a single step. The intermediate phase of the trans-isomer, the mesophase, has conformational disorder and represents a new class of crystals (condis crystals) that was discovered by quantitative thermal analysis.[16, 22] While the largest contribution to the entropy is caused by the vibrations, the transitions cause

A final topic concerns the influence of the crystalline segments on the amorphous portions of the molecules. Abrupt changes. In the condis crystalline state of trans-1,4-polybutadiene, conformational disorder and motion is introduced without loss of positional and orientational order. Melting to the isotropic state is only complete after the second transition at $T_i$.

Advanced thermal analysis adds also one more dimension to the analysis of the glass transition. It permits the quantitative evaluation of $\Delta C_p$, the change in heat capacity at the glass transition. An empirical rule which suggested that $\Delta C_p$ is about 11 J/(K mol) for small mobile units (beads) and two or three times as much for larger beads could be verified for many macro-molecules.[2] Based on this empirical observation one can use $\Delta C_p$ as a materials characterization parameter. Mesophases as identified in Fig. 23 show often a similar $\Delta C_p$ for every mobile bead that loses its mobility at the corresponding glass transition.[16]

The behavior of block copolymers and the discovery of rigid amorphous polymers, the amorphous portions of molecules that are restrained by crystals, are discussed as a final application of ATHAS. In block copolymers of decreasing compatibility there is no way to separate the different blocks into macroscopic, separate homopolymer phases. The parts of the molecules can, at best, separate into microphases since all junction points between the different blocks must be located at the interface. The phase size is then dependent on both concentration and chain length of the respective components. Because of the small size of the phases and attachment between the components, an asymmetric broadening of the glass transitions of the components is observed. A detailed analysis of the block copolymer poly(styrene-co-α-methylstyrene) is, for example, given in Ref. [23]. With decreasing block size the low temperature glass transition of the polystyrene blocks is increasingly broadened towards the higher glass transition of the poly(α-methylstyrene) blocks. At the glass transition of the polystyrene blocks the interface remains glassy due to the

"A microphase has phase dimensions of less than one micrometer."
higher transition temperature of the second component. The reverse is true at the upper glass transition. Here the interface is made to the already liquid polystyrene and the asymmetric broadening goes to the low-temperature side. The degree of broadening can even be calibrated with an approximate structure parameter. The top DSC traces in Fig. 24 show a substantial amount of broadening for three di- and tri-block copolymers. The overall mass percentage of α-methyl styrene is given in parentheses next to the sample abbreviation in the figure.

In blends, such asymmetric broadening is expected only on quenching to an unstable dispersion of phase regions of small sizes. Compatible blends of homopolymers show also some broadening of the glass transition when compared to the homopolymer. The reason for this latter broadening must lie in the mixing that is limited in polymers to the neighbors next to the chain. No mixing can occur along the chain. There a noticeable broadening, even if the second component is a low molecular mass component.

In semicrystalline polymers the crystals are separated into microphases. In Fig. 20 it is shown that, similar to block copolymers, this can cause extreme broadening of the glass transition. In addition, it can lead to an outright increase in the glass transition, as is shown in Fig. 25. Here data are given for poly(oxy-1,4-phenyleneoxy-1,4-phenylene-carbonyl-1,4-phenylene) (PEEK).[24] The glass transition temperature of quenched, fully amorphous PEEK is 419 K. On fast crystallization at a low temperature, \( T_c \), the glass transition is not only broadened, but also raised to 430 K. As higher crystallization temperatures are chosen, the interface is less strained and \( T_g \) decreases as shown in the graph.

In addition to these shifts in \( T_g \) and broadening, a quantitative analysis of \( \Delta C_p \) shows that there is a decrease in \( \Delta C_p \) beyond that expected from the crystalline content. Since it was proposed above that \( \Delta C_p \) is a characteristic constant for any given material, this decrease in \( C_p \) must be an indication that some of the amorphous part is hindered to such a degree that is rigid, i.e. it possesses the lower heat capacity of the glass instead of the higher heat capacity of the liquid. Figure 26 illustrates the change of the rigid amorphous fraction with cooling rate for semicrystalline poly(thio-1,4-phenylene), poly(phenylene sulfide) or PPS.[25] The abscissa of the plot is given in terms of the natural logarithm. On fast cooling, the crystals are poor and have a very large surface area. These are the conditions to produce a large fraction of rigid amorphous polymer. On slow cooling, the rigid amorphous fraction decreases.
For each individual polymer the conditions and amount of rigid amorphous fraction seems to be different. For poly(oxy-2,6-dimethyl-1,4-phenylene)[26] and poly(butylene terephthalate),[27] for example, the rigid amorphous fraction can be practically 100%, while for more mobile molecules, such as poly(ethylene oxide) the interaction between crystal and amorphous fraction seems to produce only a moderate upward shift in $T_g$ without effect on $\Delta C_p$. Again, this characterization, important for the industrial application of macromolecules materials, can best be carried out by advanced thermal analysis, ATHAS.
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The one-dimensional Debye function is:

$D_1(\Theta/T_1) = (T/\Theta_1) \int_0^{(\Theta/T)} [(\Theta/T)^2 \exp(\Theta/T)]/[\exp(\Theta/T) - 1]^2 d(\Theta/T) \quad \Theta = \hbar \nu / k$

For tables of the one-dimensional Debye Function see:


The two-dimensional Debye function is:
\[ D_2(\theta/T_2) = 2(T/\theta_2)^2 \int_0^{\infty} [(\theta/T)^3 \exp(\theta/T)]/[\exp(\theta/T) - 1]^2 d(\theta/T) \]

For tables of the two-dimensional Debye Function see:

The three-dimensional Debye function is:
\[ D_3(\theta/T_3) = 3(T/\theta_3)^3 \int_0^{\infty} [(\theta/T)^4 \exp(\theta/T)]/[\exp(\theta/T) - 1]^2 d(\theta/T) \]

For tables of the three-dimensional Debye Function see:


The Einstein function is:
\[ E(\theta/T_E) = [(\theta/T)^2 \exp(\theta/T)]/[\exp(\theta/T) - 1]^2 \]


A universal approximation was shown to be:
\[ C_p - C_v = 3R A_o C_p T/T_m \]

with \( T_m \) representing the melting temperature, and \( A_o = 3.9 \times 10^{-3} \) (K mol)/J.
