But the additional enhancement of the thermal stability expected due to the increased miscibility in IPN's synthesized under high pressure was not observed (Figures 22 and 23). In other words, the weight loss was independent of synthesis pressure.
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ABSTRACT: Miscibility and critical phenomena were studied on the polymer system of deuterated polystyrene and hydrogenated poly(vinyl methyl ether) by the small-angle neutron scattering technique. The phase diagram was constructed with "light" and "neutron" cloud points as well as spinodal points. It shows a well-known behavior of a lower critical solution temperature. The agreement between the "light" and "neutron" cloud points is fairly good for all compositions. The correlation length, the statistical segment length, and the Flory-Huggins activity parameter were obtained as functions of temperature and composition by employing Gennes’ scattering equation for polymer blends. The activity parameter showed not only a temperature dependence but also a composition dependence. Comparison of the activity parameter with the lattice fluid theory shows that the composition dependence of the activity results from the lattice fluid nature of the system, i.e., the compressibility and the thermal expansion of the system.

I. Introduction

After the discovery of miscible polymer blends,1 their study has been of great interest. The miscibility has usually been discussed in terms of the Flory–Huggins interaction parameter χ or the second virial coefficient A2. In these studies, small-angle neutron scattering (SANS) is one of the most powerful methods for obtaining the χ-parameter because of the high contrast between labeled and unlabeled species. Zimm analyses have usually been done making the analogy of polymer–solvent systems,2 which is only valid for dilute systems. Recently, the theory has been extended to apply to concentrated polymer–polymer mixtures,3-7 where the concentration dependence of the χ-parameter became apparent.8,9 Prior to SANS experiments, the concentration dependence of the χ-parameter had been observed by 1950.10 Koningsveld et al. used this concentration dependence to explain their light scattering experiment results in polymer–solvent systems11 and later polymer–polymer systems.12 Although the existence of the lower critical solution temperature (LCST) was explained by introducing the equation of state theory13,14 and the lattice fluid theory,15,16 the concentration dependence of the χ-parameter has not been well understood. The correlation length is also a measure of the miscibility and plays an important role in the vicinity of the critical point.

We have reported a novel method for obtaining the cloud point in a polymer blend by SANS,17 the "neutron"
cloud point, which might be particularly useful for the isotopically labeled systems.

In this paper we first construct the phase diagram for deuterated polystyrene and hydrogenated poly(vinyl methyl ether) in terms of the "neutron" cloud point method as well as the conventional "light" cloud point, and we explore the reversibility of the phase separation and the phase annihilation by the neutron cloud point measurements. The spinodal points are also observed as a function of composition by the correlation length approach. Second, we explore the critical concentration fluctuations by means of the temperature dependence of the correlation length and the susceptibility (the Rayleigh ratio at zero angle). Third, the average statistical segment length that is affected by the polydispersity of the component is discussed as a function of temperature and composition. Finally, the concentration dependence of the experimental (or apparent) $\chi$-parameter is compared to the lattice fluid model.

II. Theory

For describing the concentration fluctuation in the reciprocal space, it is convenient to use the Rayleigh factor $R(q,T)$ at a scattering vector $q$ and temperature $T$, which is identical with the differential scattering cross section $(\partial\Sigma/\partial q)$.

\[ R(q,T) = \frac{I(q,T)}{I_0 V_i} q^2 \]

(1)

where $I(q,T)$ is the scattered intensity at $q$ and $T$. $I_0$, $p$, and $V_i$ are the incident beam intensity, the sample-to-detector distance, and the irradiated volume, respectively. $\lambda$ and $\theta$ are respectively the wavelength of the neutron and the scattering angle. In the case of two-component systems, the Rayleigh factor $\mathcal{R}(q,T)$ due to the concentration fluctuation is related to the osmotic compressibility of the system and given by the Einstein fluctuation theory\(^\text{20}\)

\[ \mathcal{R}(q = 0, T) = K \frac{RT C_B}{(\partial \Pi_B/\partial C_B) T} \]

(3)

\[ \mathcal{R}_c(q = 0, T) = KRT C_B^2 \kappa_\Pi \]

(4)

where $K$ and $R$ are constants that depend on the nature of radiation used and the gas constant. $\kappa_\Pi$ is the osmotic compressibility and defined as follows:

\[ \kappa_\Pi = \frac{1}{C_B} \left( \frac{\partial \Pi_B}{\partial C_B} \right)^{-1} \]

(5)

where $C_B$ and $\Pi_B$ are the concentration of the B component in g/cm\(^3\) and the osmotic pressure of the A component, respectively. At the critical point $\kappa_\Pi$ becomes infinite and $\mathcal{R}(q,T)$ also does. We assume that the contribution of the concentration fluctuations can be extracted from the observed Rayleigh factor $\mathcal{R}_{obsd}(q,T)$, which consists of the density fluctuations, $\mathcal{R}_c(q,T)$, as well as the concentration fluctuation

\[ \mathcal{R}_c(q,T) = \mathcal{R}_{obsd}(q,T) - [\phi_A \mathcal{R}_A(q,T) + \phi_B \mathcal{R}_B(q,T)] \]

(6)

where $\mathcal{R}_c(q,T)$ is the Rayleigh factor for pure component $i$ with volume fraction of $\phi_i$.

In the case of neutron scattering, $K$ is given by\(^\text{4}\)

\[ K = N (m_B^* m_i^*)^2 \]

(7)

where $N$ is Avogadro’s number, and $a_i^*$ and $m_i^*$ are the reduced scattering length and the reduced molecular weight per segment of component $i$ and are given by

\[ a_i^* = \left( \frac{u_0}{u_i} \right) a_i \]

(8)

\[ m_i^* = \left( \frac{u_0}{u_i} \right) m_i \]

(9)

where $\phi$ and $\gamma$ are the scattering length per mole of monomer of $i$ and the monomer molecular weight of $i$, respectively. $u_0$ and $u_i$ are respectively the molar volume of the reference unit cell and of segments of $i$. $K$ is dependent on the choice of the reference component. Therefore, we often use another constant defined as

\[ k_N = N \left( \frac{a_i^*}{a_B^*} \right)^2 = \frac{m_B^*}{u_0^2} K \]

(10)

which is independent of the choice of the reference volume.

Dilute Limit. In the limit of dilute solution, $\Pi_A$ is described by\(^\text{21}\)

\[ \Pi_A = RT[(C_B/M_B) + A_2 C_B^2 + ...] \]

(11)

and therefore we obtain the well-known Zimm equation

\[ KC_B/R_c(0,T) = (1/M_B) + 2A_2(T)C_B \]

(12)

where $M_i$ is the molecular weight of $i$ and $A_2(T)$ is the second virial coefficient, which can be described by the mass density $\rho_i$ and the reduced polymerization index $y_i$ as follows:

\[ A_2 = \frac{y_i}{\rho_i^2} - y_i \chi \]

(13)

where $\chi$ is the Flory–Huggins interaction parameter. $y_i$ is defined by

\[ y_i = \left( \frac{\rho_i}{\rho_0} \right) z_i \]

(14)

where $z_i$ is the polymerization index of the component $i$.

Concentrated Mixture. In the case of a concentrated mixture we cannot start with eq 11 because it neglects the higher terms of the virial expansion with respect to $C_B$. Three approaches to the description for the scattering function from polymer blends are now available, i.e., the modified Zimm equation, the de Gennes scattering function, and the extended Ornstein–Zernike theory, and they are identical in some respects. We will review them in the Appendix and only describe the final results in the following sections.

Modified Zimm Equation. Stein et al.\(^\text{4}\) extended the Zimm equation (eq 12) in terms of the Flory–Huggins theory. The free energy of mixing per unit volume is given by

\[ \Delta G = \frac{RT}{\nu_0} \left[ \frac{\phi_A}{y_A} \ln \phi_A + \frac{\phi_B}{y_B} \ln \phi_B + \chi \phi_A \phi_B \right] \]

(15)

The scattering factor can be expressed (see Appendix) as

\[ \frac{K m_B^*}{R_c(0,T) \nu_0} = \frac{1}{y_A \phi_A} + \frac{1}{y_B \phi_B} - 2 \chi \]

(16)

or

\[ \left\{ \frac{K}{R_c(0,T) \nu_0} \phi_A \phi_B [1 - C_B / \rho_B] \right\} C_B = \frac{1}{M_B} + 2A_2 C_B \]

(17)

Equations 16 and 17 allow us to estimate the $\chi$-parameter for any composition.

de Gennes’ Scattering Function. de Gennes\(^\text{3}\) derived a scattering function for polymer blends based on the random phase approximation. Higgins et al.\(^\text{5}\) extended this technique to the two-component system in which one component is a mixture of deuterated and hydrogenated...
polymers. Higgins et al. have also removed the restriction of the equal segmental volume assumption.

By following de Gennes approach (see Appendix) for polymer blends with a mean field type of potential \( U \) between the A and B kind of monomers at a given volume fraction \( \phi \), the scattering Rayleigh factor can be obtained as

\[
\frac{1}{\mathcal{R}_c(q,T)}^k_N = \frac{1}{v_A^2x_A\Phi_A D(u_A)} + \frac{1}{v_B^2x_B\Phi_B D(u_B)} - \frac{2U_0}{v_A^2v_B^2} \tag{18}
\]

If we make an identification with eq A-4 at \( q \to 0 \), then eq 18 becomes

\[
\frac{1}{\mathcal{R}_c(q,T)}^k_N = \frac{1}{v_A^2x_A\Phi_A D(u_A)} + \frac{1}{v_B^2x_B\Phi_B D(u_B)} - \frac{2\chi}{v_0} \tag{19}
\]

where we used the relation \( U = v_Bv_B/v_0^2 \).

It should be pointed out that the first and second derivatives of \( \chi \) with respect to \( \phi \) were assumed to be negligible relative to \( \chi \) in eq A-4. However, this assumption is not necessary in this approach. All we have to assume is that the random-phase approximation is valid at all compositions and that a mean field potential \( U \), which may be a function of \( \phi \), can still be found for that composition. In other words, the parameter \( U \) or \( \chi \) we used here includes the contributions from \( \delta \chi/\delta \phi \) and \( \delta^2 \chi/\delta \phi^2 \) terms. Therefore, this is not strictly identical with the original definition of the Flory–Huggins \( \chi \)-parameter, which is purely enthalpic. Equation 19 is the central result of this section and is identical with eq 16 and the modified Zimm equation (eq 17) obtained from Flory–Huggins theory when \( q = 0 \). When \( q \) is small, e.g., \( u_i < 1 \), one can rewrite eq 19 as

\[
\frac{1}{\mathcal{R}_c(q,T)}^k_N = \frac{1}{18\Phi_A\Phi_B} \left[ \frac{1}{v_A^2x_A\Phi_A} + \frac{1}{v_B^2x_B\Phi_B} - \frac{2\chi}{v_0} \right] + \frac{1}{18\Phi_A\Phi_B} \left[ \Phi_A\Phi_B \left( \frac{b_A^2}{v_A^2x_A\Phi_A} + \frac{b_B^2}{v_B^2x_B\Phi_B} \right) \right] q^2 = \frac{2}{v_0}(x_S - \chi) + \frac{1}{18\Phi_A\Phi_B} \frac{b^2}{v_0} q^2 \tag{20}
\]

The polydispersity effect was first considered in the polymer–solvent system by Brinkman and Hermans\(^2\) and later applied to the polymer–polymer case by Joanny\(^,1\) and eq 20 is modified as

\[
\frac{1}{\mathcal{R}_c(q,T)}^k_N = \frac{1}{18\Phi_A\Phi_B} \left[ \frac{1}{v_A^2x_A\Phi_A} + \frac{1}{v_B^2x_B\Phi_B} - \frac{2\chi}{v_0} \right] + \frac{1}{18\Phi_A\Phi_B} \left[ \Phi_A\Phi_B \left( \frac{\langle z_A^2 \rangle x_A}{v_A^2x_A\Phi_A} + \frac{\langle z_B^2 \rangle x_B}{v_B^2x_B\Phi_B} \right) \right] q^2 = \frac{2}{v_0}(x_S - \chi) + \frac{1}{18\Phi_A\Phi_B} \frac{b^2}{v_0} q^2 \tag{22}
\]

\[
x_S = \frac{1}{2} \frac{1}{\langle z_A^2 \rangle x_A - \langle z_B^2 \rangle x_B} \tag{23}
\]

\[
\frac{b^2}{v_0} = \Phi_A\Phi_B \left( \frac{\langle z_A^2 \rangle x_A}{v_A^2x_A\Phi_A} + \frac{\langle z_B^2 \rangle x_B}{v_B^2x_B\Phi_B} \right) \tag{24}
\]

where \( \langle z_i \rangle_x \) and \( \langle z_i \rangle_z \) are the weight and the \( z \)-average polydispersity indices.

In the following sections the polydispersity effect will be taken into account, particularly for the estimation of \( x_S/v_0 \) and \( b^2/v_0 \). Equation 20 or 22 can be written in the Ornstein–Zernike form for small \( q \)

\[
\mathcal{R}_c(q,T) = \mathcal{R}_c(0,T) / (1 + \xi(T,\phi) q^2) \tag{25}
\]

\[
\mathcal{R}_c^{-1}(0,T) = (2/v_0)(x_S - \chi) \tag{26}
\]

\[

\xi(T,\phi) = \frac{\frac{b^2}{36}}{\Phi_A\Phi_B} \left( x_S - \chi \right)^{-1} \frac{\Phi_A\Phi_B}{36} \left( \frac{x_S}{v_0} - \frac{\chi}{v_0} \right)^{-1} \tag{27}
\]

where \( \xi(T,\phi) \) is the correlation length at temperature \( T \) and at composition \( \phi = \phi_A \).

In the vicinity of the phase separation temperature, \( \mathcal{R}_c(0,T) \) and \( \xi(T,\phi) \) may have scale forms as often observed in critical fluctuation phenomena\(^24\)

\[
\mathcal{R}_c(0,T) = \mathcal{R}_c^{\ast} \epsilon^{-\gamma} \tag{28}
\]

\[
\xi(T,\phi) = \xi_0(\phi) \epsilon^{-\nu} \tag{29}
\]

where

\[
\epsilon = |(T_T - T_{sp})/T_{sp}| \tag{30}
\]

where \( T_{sp} \) is the spinodal temperature.

### III. Experimental Section

**Materials.** Deuterated polystyrene (PSD) and hydrogenated poly(vinyl methyl ether) (PVME) were obtained from Polymer Laboratories, Stow, OH, and Scientific Polymer Products, Webster, NY, respectively. The characteristics are listed in Table I. The molecular weights were obtained by GPC. The poly(vinyl methyl ether) was kept under vacuum before use to avoid moisture. The mass density \( \rho \) was obtained in terms of the density gradient tube method at room temperature.

**Sample Preparation.** The prescribed components were dissolved in toluene and then cast into films. After being dried under vacuum at 70 °C for a week and then at 110 °C for a day, the films were compression-molded at 80–110 °C into disks of 19-mm diameter and 1.7-mm thickness and then mounted in a brass cell covered with 0.025-mm-thick copper shims. Samples were coded based on the weight percentage of PSD; e.g., D10 is PSD/PVME 10/90 wt %. Table II shows the list of the samples with the volume fraction of PSD (\( \phi_{PSD} \)) as well as with \( x_S/v_0 \) obtained from eq 23.

**Small-Angle Neutron Scattering Experiments.** Both the temperature-scanning SANS and the static measurements were conducted with the SANS facility at the National Bureau of...
cooling process has the same response in $I_{tot}$. The difference between the heating and cooling paths might be due to the time lag of the heat transfer between the sample and the heat bath. Only D20, D25, and D50, which are close to or on the critical composition, showed irreversible behavior. The physical meaning of $I_{tot}$ is discussed in a previous paper. The different behavior suggests that the phase separation occurs in a different manner. In the case of the critical composition (i.e., D25) phase separation occurs by spinodal decomposition, which allows a rapid domain growth from the range of SANS to that of light scattering in more or less a few minutes. Well-developed domains have insufficient time to melt to the homogeneous mixture during the cooling process. On the other hand, in the case of the composition far away from the critical composition (e.g., D10 and D50), phase separation occurs by the nucleation and growth mechanism, whose kinetics are rather slow compared with that of spinodal decomposition. Therefore, in the latter system, domains do not grow too much in a given time, thus easily melting to the original homogeneous mixture by cooling. Although similar hysteresis was observed by Nishi et al. by the turbidity measurement with visible light, the interpretation of the reversibility requires further studies.

It should be noted that even a well phase-separated sample could be transformed back to the original homogeneous mixture by annealing at a temperature below the phase separation temperature for about half a day. The annealed sample gave exactly the same neutron cloud point as that of the virgin sample. Although this result seems in conflict with that of Reich et al. by light scattering and optical microscopy, it is probably due to the time scale of annealing and the sample dimensions, particularly the difference of the thickness.

The neutron cloud points were carefully compared with the conventional "light" cloud point $T_{cp}$ listed in Table III and shown in Figure 6 as well as the spinodal points. The agreement between the two kinds of cloud points was fairly good although it might be expected that there is a significant difference between the two cloud points due to the kinetic effect on the cloud-point measurement. Because it could take time for domains or concentration fluctuation to grow from the SANS range to the light scattering range, the cloud point could depend on the heating rate.

It is worthwhile to note that the cloud point is very sensitive to moisture as well as to the residual solvent. We observed more than ten degrees of depression of $T_{cp}$ due mainly to moisture in our particular PS/PVME system.

**Correlation Length Approach.** Figure 2 shows the Rayleigh factor of D50 at different temperatures as a function of $q$, in which the Rayleigh factor increases markedly in the low-$q$ regime with temperature. Employing the Ornstein–Zernike–Debye assumption (OZD) (eq 25), one can obtain a linear $1/R(q,T) vs. q^2$ relation.
ship, as shown in Figure 3, the Rayleigh factor at zero angle $R_c(q = 0,T)$ and the correlation length $\xi$. The experimental $q$ range ($q > 0.007 \text{Å}$), however, was not small enough to apply the Ornstein–Zernike–Debye equation ($q < 0.007 \text{Å}$) because $q$ must be smaller than $1/R_m$, where $R_m$ is again the radius of gyration of the $i$th component. Therefore, we modified our analysis to remove the error due to the mismatching of the $q$ range between the OZD assumption and this experiment.

Equation 19 can be written as

$$
\frac{k_N}{R_c(q,T)} \approx H\left(q_0 \frac{b^2}{v_0} \right)
$$

(31)

where

$$
H\left(q_0 \frac{b^2}{v_0} \right) = \frac{1}{v_A^2 \phi_A R_D(u_A)} + \frac{1}{v_B^2 \phi_B R_D(u_B)} - \frac{2\chi}{v_0}
$$

(32)

$$
u_i' = \frac{2\nu_i}{6} \left(\frac{b^2}{v_0}\right) q^2
$$

(33)

By conducting a nonlinear regression on eq 31 with respect to $\chi/v_0$ and $b^2/v_0$, we obtained the solution $(\chi/v_0, b^2/v_0)$. Then $R_c(0,T)$ and $\xi(T)$ can be obtained from eq 16 and 27. It is impossible to estimate $\chi$ and $b^2$ without $v_0$ because $v_0$ is a necessary lattice volume to give correct dimensionality. As we can see in eq 32 and 33, experiments give only the ratio $\chi/v_0$ and $b^2/v_0$, which are invariant with respect to $v_0$. Figure 4 shows an example of the linear and nonlinear regression on the reciprocal Rayleigh factor $1/R_c(q,T)$ as a function of $q^2$ based on the OZD equation and the de Gennes equation, respectively. The circles show the experimental data, most of which are out of the “small-$q$ range”. The obtained $R_c(q = 0,T)$ and $\xi(T)$ are listed in Table IV. The relative errors due to employing the OZD equation could be up to 20% for both $R_c(q = 0,T)$ and $\xi(T)$.

In the vicinity of the spinodal temperature the correlation length $\xi(T,\phi)$ is proportional to $|T - T_{sp}|^{\xi}$.

$$
\xi^{-1/\nu} \sim |T - T_{sp}|
$$

from eq 29. The mean field assumption gives $\nu = 1/2$; therefore

$$
\xi^{-2} \sim |T - T_{sp}|
$$

The spinodal temperature was obtained from the plot of $\xi^{-2}(T,\phi)$ vs. $T$, as shown in Figure 5. The obtained spinodal points were plotted as a function of $\phi$ in Figure 6 together with the cloud point, $T_{cp}$. The spinodal temperature is close to $T_{cp}$ when $\phi \ll \phi_c$ and is far above it when $\phi \approx \phi_c$ or $\phi \gg \phi_c$, where $\phi_c$ is the volume fraction of the critical composition.

### Critical Exponents

The concentration fluctuation of a polymer mixture is often discussed in terms of its critical exponents similar to the binary liquid case. Schelten et al.\textsuperscript{18} obtained $\nu = 0.492 \pm 0.017$ and $\gamma = 0.997 \pm 0.085$ for
polystyrene-poly(vinyl methyl ether) blends, which are very close to the values of the mean field prediction ($\nu = 0.5$ and $\gamma = 1.0$). Figures 7 and 8 show typical plots of log $\xi$ vs. log $\epsilon$ and log $R_\epsilon(0)$ vs. log $\epsilon$ for D50, which give $\nu = 0.49 \pm 0.04$ and $\gamma = 0.98 \pm 0.07$. Experimental exponents for all compositions are listed in Table V, which support, again the validity of the mean field assumption.

**Statistical Segment Length.** From the nonlinear regression on eq 31 the average statistical segment length can be obtained as a function of composition and temperature by assuming Gaussian chain statistics as shown in Figure 9. Taking account of the experimental error, which would be up to $\pm 0.5$ Å, one can conclude there is only a very small dependence on temperature and no dependence on composition of the average statistical segment length $b(\epsilon) = (\delta b^2)^{1/2}$. This negligible temperature dependence of $b$ might result from the effects of the volume expansion and the shortening of the persistence length with temperature. The absolute value of $b$ depends on $v_0$ and is $7.7$ Å when $v_0 = 74.7$ cm$^3$/mol ($= (\nu_{PS/PVME})^{1/2}$).

One can get the statistical segment length for PS and PVME from the ratio between the root-mean-square end-to-end distance $\langle r_0^2 \rangle^{1/2}$ and the square root of the molecular weight, $c = \langle r_0^2 \rangle^{1/2}/M_0$, thus giving $b_{PS} = 6.8$ Å and $b_{PVME} = 6.9$ Å. We assumed here $b_{PSD} = b_{PS}$, where PSH denotes hydrogenated poly-styrene. Substituting these numbers and the heterogeneity index of molecular weight, $\langle M_{psd} \rangle / \langle M_p \rangle$, into eq 24, one gets the average statistical segment length $b$, which is $8.5$ Å and is only slightly larger than the experimental result. This agreement shows not only the validity of Joanny's theory on polydispersity but also the accuracy of the experiments.

**$\chi$-Parameter Analysis.** Table VI shows the $\chi$-parameters of PS/PVME at room temperature (around 25 °C) obtained by several workers by means of the SANS technique. There are two definitions of $\chi$, the $\chi$ per unit volume $\chi/v_0$ and that per lattice volume $\chi$. Jelicic et al. chose dilute systems and used the Zimm equation to evaluate $\chi$, and they found a molecular weight dependence

<p>| Table V |
| Critical Exponents |</p>
<table>
<thead>
<tr>
<th>code</th>
<th>$\nu$</th>
<th>$\xi_0$ Å</th>
<th>$\gamma$</th>
<th>$R_\epsilon(q = 0)$, cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D10</td>
<td>0.529 ± 0.18</td>
<td>17.9</td>
<td>1.06 ± 0.23</td>
<td>3.71</td>
</tr>
<tr>
<td>D20</td>
<td>0.504 ± 0.03</td>
<td>12.9</td>
<td>1.01 ± 0.06</td>
<td>3.53</td>
</tr>
<tr>
<td>D25</td>
<td>0.471 ± 0.04</td>
<td>13.6</td>
<td>0.94 ± 0.08</td>
<td>4.67</td>
</tr>
<tr>
<td>D30</td>
<td>0.595 ± 0.06</td>
<td>8.88</td>
<td>1.19 ± 0.12</td>
<td>2.30</td>
</tr>
<tr>
<td>D40</td>
<td>0.496 ± 0.04</td>
<td>11.5</td>
<td>0.99 ± 0.07</td>
<td>4.29</td>
</tr>
<tr>
<td>D50</td>
<td>0.490 ± 0.04</td>
<td>10.1</td>
<td>0.98 ± 0.07</td>
<td>3.60</td>
</tr>
<tr>
<td>D60</td>
<td>0.518 ± 0.01</td>
<td>8.76</td>
<td>1.04 ± 0.03</td>
<td>2.54</td>
</tr>
<tr>
<td>D80</td>
<td>0.518 ± 0.02</td>
<td>9.85</td>
<td>1.03 ± 0.03</td>
<td>2.11</td>
</tr>
</tbody>
</table>

<p>| Table VI |
| Comparison of $\chi$-Parameters of PS/PVME Obtained by SANS at Room Temperature |</p>
<table>
<thead>
<tr>
<th>wt % PS (or PSD)</th>
<th>$\chi/v_0 \times 10^4$, mol/cm$^3$</th>
<th>$\chi \times 10^2$</th>
<th>remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-3.67</td>
<td>-2.74</td>
<td>this work</td>
</tr>
<tr>
<td>20</td>
<td>-3.21</td>
<td>-2.40</td>
<td>$v_0 = (\nu_{PS/PVME})^{1/2}$</td>
</tr>
<tr>
<td>25</td>
<td>-3.37</td>
<td>-2.96</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-4.01</td>
<td>-2.99</td>
<td>$M_{psd} = 252000$</td>
</tr>
<tr>
<td>40</td>
<td>-4.05</td>
<td>-3.02</td>
<td>$M_{psd} = 99000$</td>
</tr>
<tr>
<td>50</td>
<td>-4.98</td>
<td>-3.88</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>-6.37</td>
<td>-4.75</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>-4.90</td>
<td>-3.66</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>-4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5</td>
<td>-1.85</td>
<td>-4.0</td>
<td>Kirste al.</td>
</tr>
<tr>
<td>&lt;5</td>
<td>-1.24</td>
<td>-3.1</td>
<td>$M_{psd} = 25000$</td>
</tr>
<tr>
<td>&lt;5</td>
<td>-1.45</td>
<td>-2.9</td>
<td>$M_{psd} = 188000$</td>
</tr>
<tr>
<td>&lt;5</td>
<td>-0.93</td>
<td>-2.6</td>
<td>$M_{psd} = 465000$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$M_{PVME} = 10000$, Jelicic et al.</td>
</tr>
</tbody>
</table>

Figure 6. Phase diagram of PSD/PVME. The solid line with circles and the dashed line with squares show respectively the neutron cloud point ($T_{nN}$) curve and the spinodal curve ($T_{sp}$). The light cloud point ($T_{sh}$) is indicated by the crosses.

Figure 7. $\xi$-Dependence of the correlation length $\xi$ for D50.

Figure 8. $\xi$-Dependence of the Rayleigh factor at zero angle $R_\epsilon(q = 0.7)$ for D50.

Figure 9. Temperature dependence of the statistical segment length $b$ for various compositions. The dashed line shows the average value 7.7 Å.
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for \( \chi \). Hadziioannou et al.\(^{31,3a} \) proposed a method to obtain \( \chi \) by modifying the Zimm equation to a ternary system in which two components are isotopes with the same molecular length and then obtained \( \chi \)\(^{31b} \) that is close to the results obtained by a vapor pressure measurement. All experimental values of \( \chi \) and \( \chi/v_0 \) are in good agreement in magnitude. These data show the systematic variation of \( \chi \) with composition and molecular weight.

Figure 10 shows the reciprocal temperature dependence of \( \chi/v_0 \) for all compositions. This shows that the \( \chi/v_0 \) depends not only on temperature but also on composition. In the context of the Flory-Huggins lattice theory, \( \chi \) is independent of composition. Therefore, we have to employ a more general theory to account for these experimental results that show a composition dependence of \( \chi \), actually the composition dependence of the "apparent \( \chi \)."

Either Flory and Patterson’s equation of state theory\(^{15,14} \) or Sanchez’s lattice fluid theory\(^{15,16} \) might be applied to this problem. Schmitt et al.\(^{8} \) used the Flory-Patterson theory and obtained the enthalpic and entropic parameters \( X_{12} \) and \( G_{12} \), and a general form of \( \chi \) as a function of temperature for several kinds of polymer blends, including PS/PVME.

We utilize here the Sanchez lattice fluid theory\(^{15,16} \) because of the more general treatment and the explicit expressions for the chemical potential and the spinodal criteria. The free energy per mole of unit cell of a lattice fluid composed of two components is given by

\[
\Delta G_{LF} = E^* - \tilde{p} + \tilde{p} \tilde{\rho} + \tilde{T} \left[ (\beta - 1) \ln (1 - \beta) + \left( \frac{\phi_A}{y_A} + \frac{\phi_B}{y_B} \right) \ln \tilde{\rho} + \frac{\phi_A}{y_A} \ln \left( \frac{\phi_A}{\omega_A} \right) + \frac{\phi_B}{y_B} \ln \left( \frac{\phi_B}{\omega_B} \right) \right]
\]

where \( \tilde{p} \), \( \tilde{\rho} \), \( \tilde{T} \), and \( \tilde{\rho} \) are respectively the reduced variables for the density, pressure, volume, and temperature with respect to the corresponding characteristic quantities \( p^*, v^*, T^* \), and \( \omega \), is the coordination number of the fluid lattice. \( E^* \) is the cell interaction energy and is given by

\[
E^* = \sum_{i,j} E^*_{ij} = \sum_{i,j} \phi_i \phi_j E^*_{ij} - RT \sum_i \sum_j \phi_i \phi_j x_{ij} \quad i, j = A, B
\]

and

\[
\chi_0 = (E^*_{AA} + E^*_{BB} - 2E^*_{AB})/RT
\]

The second derivative of eq 34 gives the criteria of the spinodal and the Rayleigh factor at zero angle as we discussed in section II, which is

\[
\frac{1}{RT} \frac{\partial^2}{\partial \phi_A^2} \Delta G_{LF} = \frac{k_B}{R_i(0,T)} \chi_0 = \frac{1}{\phi_A y_A} + \frac{1}{\phi_B y_B} - \tilde{p}(2x_0 + \tilde{T}v^2p^* \beta)
\]
temperature and composition. We feel that a direct fitting of current \( \chi / \nu_0 \) data to eq 44 as a function of \( \alpha \) and \( \beta \) (or an approximated form as a function of \( T \) and \( \phi \)) could lead to erroneous or at least inaccurate results. Further analysis of \( \chi / \nu_0 \) may be pursued when more detailed results of \( \chi / \nu_0 \), \( \alpha \), and \( \beta \) are available.

**Conclusion**

The “neutron” cloud points observed by the temperature-scanning small-angle neutron scattering technique are in good agreement with the “light” cloud point. This fact means that the growth of the concentration fluctuations is fast enough compared with the heating rate of the experiments so that there is a negligible kinetic effect in the cloud point measurements.

With the use of the de Gennes scattering function for blends, the correlation length, the statistical segment length, and the \( \chi \)-parameter were obtained as functions of temperature and composition. The observed statistical segment length was 7.7 \( \AA \), which is in good agreement with the calculated value, 8.5 \( \AA \), taking account of polydispersity. The spinodal temperature, which was obtained by the correlation length extrapolation, is above the cloud point curve as expected for LCST systems. The critical exponents \( \nu \) and \( \gamma \) were around 0.5 and 1.0, respectively, which means the system can be described by mean field theory.

A composition dependence for \( \chi \) was observed and compared qualitatively to the Sanchez fluid lattice theory. The \( \chi \)-parameter may be written as

\[
\chi = \chi(\phi, T) = \chi_1(\phi, T)/T + \chi_2(\phi, T)
\]

The composition dependence of \( \chi \) may be due to both thermal expansion and compressibility of the fluid lattice nature of the blends.
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**Appendix**

**Modified Zimm Equations.** From eq 15 and the relationship

\[
\mathcal{R}_s = k_N \alpha \Delta u_A / (\partial \phi_A)
\]

(A-1)

where \( \Delta u_A \) is the chemical potential of \( A \), we obtain

\[
\Delta u_A = -RT[\ln \phi_A + (1 - (y_A/y_B)\phi_B + y_A x \phi_B)^2]
\]

(A-2)

Combining eq A-2 with eq 3, we obtain eq 16 and 17 in the text. We call eq 17 the modified Zimm equation to distinguish from eq 12. Equation 16 can also be written as

\[
\frac{1}{\mathcal{R}_s(0, T)} N \left( \frac{\alpha_A - \alpha_B}{\nu_A - \nu_B} \right)^2 = \frac{1}{\nu_0} \left[ \frac{1}{\nu_A \phi_A} + \frac{1}{\nu_B \phi_B} \right] - \frac{2\chi}{\nu_0}
\]

(A-3)

In terms of eq 10 and the definition of the spinodal point

\[
1 \left( \frac{\partial^2 G}{\partial \phi^2} \right) = \frac{1}{\nu_A x A \phi_A} + \frac{1}{\nu_B x B \phi_B} - \frac{2\chi}{\nu_0} = 0
\]

(A-5)

Equations A-3 and A-4 are rewritten as

\[
\frac{k_N}{\mathcal{R}_s(0, T)} = \frac{2}{\nu_0} \left( x_A - \chi \right)
\]

(A-6)

where \( x_A \) is the Flory–Huggins interaction parameter at the spinodal, and

\[
x_A = \frac{1}{2} \left[ \frac{1}{\nu_A x A \phi_A} + \frac{1}{\nu_B x B \phi_B} \right]
\]

(A-7)

Equations 16, 17, A-3, A-4, and A-6 are identical and allow us to estimate the \( \chi \)-parameter for any composition.

**de Gennes Scattering Function.** We will review the de Gennes scattering function with emphasis on the inequality of the segment volumes:

The local compositional fluctuation of \( A \) at \( r \), \( \delta \phi_A(r) \) is given by

\[
\delta \phi_A(r) = (1/V) \left( \int \mathcal{R}_s(h, j) \sum_i \xi_{ij} W_i(r, r') \right)_{ij}
\]

(A-8)

where \( \xi_{ij} \) is the response function of \( i \)th segment on the \( s \)th chain and the \( j \)th segment on the \( t \)th segment at \( r - r' \), \( W_i(r, r') \) being the reduced external potential applied to the \( j \)th segment. \( \xi_{ij} \) denotes to take an ensemble average with respect to the segment \( s \) and the segment \( t \).

\( N_A \) and \( V \) are the number of \( A \) chains in the system and the volume of the system, respectively. Here we assumed monodispersity of the components; i.e., each \( A \) chain has the polymerization index of \( z_A \). Equation A-8 is written as

\[
\delta \phi_A(r) = \frac{1}{N_A V} \int \mathcal{R}_s(h, j) \sum_i \xi_{ij} W_i(r, r')
\]

(A-9)

In the Fourier space eq A-8 is given by

\[
\delta \hat{\phi}_A(q) = \frac{1}{N_A} \sum_i \xi_{ij} \hat{W}_i(q)
\]

(A-10)

where \( \hat{\phi}_A(q) \) denotes the Fourier conjugate of \( \phi_A(r) \) at the average composition, at \( \psi \), and results from the integration over the volume elements of the \( A \) segments. In the context of the mean field approximation, each \( A \) segment feels the same potential, \( \hat{W}_i(q) \) independent of \( j \) and \( t \).

\[
\delta \hat{\phi}_A(q) = \frac{1}{N_A} \sum_i \xi_{ij} \hat{W}_i(q)
\]

(A-11a)

Equation A-11a can be divided into two parts

\[
\delta \hat{\phi}_A(q) = \frac{1}{N_A} \sum_i \xi_{ij} \hat{W}_i(q)
\]

(A-11b)

The first and the second terms of the right-hand side of eq A-11b mean, respectively, the contribution of the intra- and interchain interactions. Equation A-11b is also given in terms of the correlation function, \( S_A(q) \)

\[
\delta \hat{\phi}_A(q) = \delta \hat{S}_A(q) \hat{W}_A(q) = [\delta \hat{S}_A(q) + \delta \hat{S}_A(q)] \hat{W}_A(q)
\]

(A-12)

where

\[
\delta \hat{S}_A(q) = \frac{1}{N_A} \sum \xi_{ij} \hat{W}_i(q)
\]

(A-13a)
and
\[ S_A^\circ(q) = (\Phi_A/N_A) \sum_i (1/z_i) \sum_i \sum_j \xi_{ij}(q) \] (A-13b)

\( S_A^\circ(q) \) is called the “bare” correlation function and no interchain interactions are involved. In this case \( \xi_{ij}(q) \) has already been obtained as
\[ \xi_{ij}(q) = \exp(-|i_j - j_i| b_K^2 q^2 / 6) \] (A-14)

and \( S_A^\circ(q) \) is given in terms of the Debye function, \( g_D(u_K) \), as follows22
\[ S_A^\circ(q) = \frac{\Phi_A(v_0/v_A)}{z_A g_0(u_K)} \] (A-15)

\( g_0(u_K) = (2/\pi u_K^2) (e^{-u_K} - 1) + u_K \) (A-16a)

\[ u_K = q^2 R^2 \] (A-16b)

where \( b_K \) and \( R_K \) are the statistical segment length and the radius of gyration of the \( K \)-kind chain.

In the case where the interaction potential between \( A \) and \( B \) monomers is nonzero, with the linear response assumption, eq A-12 is rewritten as follows
\[ \delta \Phi_A(q) = \delta B(q) \tilde{W}_A(q) - U \delta \Phi_B(q) + v_A \delta \Omega(q) \] (A-17a)

where \( U \) and \( \delta \Omega(q) \) are respectively the interaction parameter and the Lagrange multiplier. Similarly, for the B chain
\[ \delta \Phi_B(q) = \delta B(q) \tilde{W}_B(q) - U \delta \Phi_A(q) + v_B \delta \Omega(q) \] (A-17b)

Applying the incompressibility of the system
\[ v_A \delta \Phi_A(q) + v_B \delta \Phi_B(q) = 0 \] (A-18)

one can solve \( \delta \Phi_A, \delta \Phi_B \) as a function of \( \tilde{W}_A, \tilde{W}_B \). The solution is
\[ \frac{(\delta \Phi_A, \delta \Phi_B)}{S_A^\circ S_B^\circ} = \frac{\tilde{W}_A}{\tilde{W}_B} \] (A-19)

\[ S = \frac{S_A^\circ S_B^\circ}{S_A^\circ v_A^2 - 2U S_B^\circ v_A v_B + S_B^\circ v_B^2} \times \begin{pmatrix} v_A^2 & -v_A v_B \\ -v_A v_B & v_B^2 \end{pmatrix} \] (A-20)

The scattering intensity per mole of unit cell is given by
\[ I(q) = (a_A, a_B) S \frac{(a_A)}{(a_B)} = \left( v_B a_A - v_A a_B \right) \frac{S_A^\circ(q) S_B^\circ(q)}{v_A S_A^\circ(q) - 2v_B S_A^\circ(q) S_B^\circ(q) + v_B S_B^\circ(q)} \] (A-21)

knowing
\[ I(q) = v_0 R_c(q) \] (A-22)

and using eq 10, one obtains eq 18 and 19 in the text.