The vibrations of atoms inside crystals – lattice dynamics – are basic to many fields of study in the solid state and mineral sciences, and lattice dynamics are becoming increasingly important for work on mineral stability. This book provides a self-contained text that introduces the subject from a basic level and then takes the reader, through applications of the theory, to research level.

Simple systems are used for the development of the general principles. More complex systems are then introduced, and later chapters look at thermodynamics, elasticity, phase transitions and quantum effects. Experimental and computational methods are described, and applications of lattice dynamics to specific studies are detailed. Appendices provide supplementary information and derivations for the Ewald method, statistical mechanics of lattice vibrations, Landau theory, scattering theory and correlation functions.

The book is aimed at students and research workers in the earth and solid state sciences who need to incorporate lattice dynamics into their work.
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Preface

The subject of lattice dynamics is taught in most undergraduate courses in solid state physics, usually to a very simple level. The theory of lattice dynamics is also central to many aspects of research into the behaviour of solids. In writing this book I have tried to include among the readership both undergraduate and graduate students, and established research workers who find themselves needing to get to grips with the subject.

A large part of the book (Chapters 1–9) is based on lectures I have given to second and third year undergraduates at Cambridge, and is therefore designed to be suitable for teaching lattice dynamics as part of an undergraduate degree course in solid state physics or chemistry. Where I have attempted to make the book more useful for teaching lattice dynamics than many conventional solid state physics textbooks is in using real examples of applications of the theory to materials more complex than simple metals.

I perceive that among research workers there will be two main groups of readers. The first contains those who use lattice dynamics for what I might call modelling studies. Calculations of vibrational frequencies provide useful tests of any proposed model interatomic interaction. Given a working microscopic model, lattice dynamics calculations enable the calculation of macroscopic thermodynamic properties. The systems that are tackled are usually more complex than the simple examples used in elementary texts, yet the theoretical methods do not need the sophistication found in more advanced texts. Therefore this book aims to be a half-way house, attempting to keep the theory at a sufficiently low level, but developed in such a way that its application to complex systems is readily understood.

The second group consists of those workers who are concerned with displacive phase transitions, for which the theory of soft modes has been so successful that it is now essential that workers have a good grasp of the theory of lattice dynamics. The theory of soft modes requires the anharmonic treatment
of the theory, but in many cases this treatment reduces to a modified harmonic theory and therefore remains comprehensible to non-theorists. It seems to me that there is a large gap in the literature for workers in phase transitions between elementary and advanced texts. For example, several texts begin with the second quantisation formalism, providing a real barrier for many. It is hoped that this book will help to open the literature on phase transition theory for those who would otherwise have found it to be too intimidating.

I have attempted to write this book in such a way that it is useful to people with a wide range of backgrounds, but it is impossible not to assume some level of prior knowledge of the reader. I have assumed that the reader will have a knowledge of crystal structures, and of the reciprocal lattice. I have also assumed that the reader understands wave motion and the general wave equation; in particular it is assumed that the concept of the wave vector will present no problems. The mathematical background required for the first five chapters is not very advanced. Matrix methods are introduced into Chapter 6, and Fourier transforms (including convolution) are used from Chapter 9 onwards and in the Appendices. The Kronecker and Dirac delta function representations are used throughout. An appreciation of the role of the Hamiltonian in either classical or quantum mechanics is assumed from Chapter 6 onwards. Chapter 11 requires an elementary understanding of quantum mechanics.

It is an unfortunate fact of life that usually one symbol has two or more distinct meanings. This usually occurs because there just aren’t enough symbols to go around, but the problem is often made worse by the use of the same symbol for two quantities that occur in similar situations. For example, $Q$ can stand for either a normal mode coordinate or an order parameter associated with a phase transition, whereas $Q$ is used for the change in neutron wave vector following scattering by a crystal. Given that this confusion will probably have a permanent status in science, I have adopted the symbols in common usage, rather than invent my own symbols in an attempt to shield the reader from the real world.

It is my view of this book as a stepping stone between elementary theory and research literature that has guided my choice of material, my treatment of this material, and my choice of examples. It is a temptation to an author to attempt to make the reader an expert in every area that is touched on in the book. This is clearly an impossibility, if for no other reason than the constraint on the number of pages! Several of the topics discussed in the individual chapters of this book have themselves been the subject of whole books. Thus a book such as this can only hope to provide an introduction into the different areas of specialisation. The constraints of space have also meant that there are related topics that I have not even attempted to tackle; among these are dielectric properties,
electronic properties, imperfect crystals, and disordered systems. Moreover, I have had to restrict the range of examples I have been able to include. Thus I have not been able to consider metals in any detail. I therefore reiterate that my aim in writing this book is to help readers progress from an elementary grasp of lattice dynamics to the stage where they can read and understand current research literature with some intelligence, and I hope that the task of broadening into the missing topics will be less daunting in consequence.
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Physical constants and conversion factors

**Fundamental constants**

$\textit{c}$ Velocity of light in vacuo = $2.997925 \times 10^8 \text{ m s}^{-1}$

$\textit{e}$ Electronic charge = $1.60219 \times 10^{-19} \text{ C}$

$\textit{h}$ Planck’s constant = $6.6262 \times 10^{-34} \text{ J s}$

$\textit{h}$ Planck’s constant = $h/2\pi = 1.05459 \times 10^{-34} \text{ J s}$

$k_B$ Boltzmann’s constant = $1.3807 \times 10^{-23} \text{ J K}^{-1}$

$N_A$ Avogadro’s number = $6.0222 \times 10^{23}$

$R$ Gas constant = $N_A \times k_B = 8.314 \text{ J K}^{-1}$

$\varepsilon_0$ Dielectric permittivity of free space = $8.8542 \times 10^{-12} \text{ F m}^{-1}$

$\textit{m}$ Mass of the neutron = $1.67492 \times 10^{-27} \text{ kg}$

**Conversion factors**

Different workers use different units for frequencies, and may often interchange frequencies and energies. Frequencies and temperatures can be converted to energy units by multiplication by $h$ and $k_B$ respectively. Energies are often expressed in units per mole by dividing by $N_A$. An example serves to explain the use of the conversion table below: a phonon of energy 4 meV has a frequency of 0.968 THz or $32.28 \text{ cm}^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>meV</th>
<th>THz</th>
<th>cm$^{-1}$</th>
<th>K</th>
<th>kJ mol$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>meV</td>
<td>1</td>
<td>0.241797</td>
<td>8.065467</td>
<td>11.60485</td>
<td>96.484</td>
</tr>
<tr>
<td>THz</td>
<td>4.135707</td>
<td>1</td>
<td>33.35640</td>
<td>47.99460</td>
<td>399.0295</td>
</tr>
<tr>
<td>cm$^{-1}$</td>
<td>0.123985</td>
<td>0.029979</td>
<td>1</td>
<td>1.438840</td>
<td>11.96261</td>
</tr>
<tr>
<td>K</td>
<td>0.086171</td>
<td>0.020836</td>
<td>0.695005</td>
<td>1</td>
<td>8.31434</td>
</tr>
<tr>
<td>kJ mol$^{-1}$</td>
<td>0.010364</td>
<td>0.002506</td>
<td>0.083594</td>
<td>0.120274</td>
<td>1</td>
</tr>
</tbody>
</table>
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Some fundamentals

We begin by describing the interatomic forces that cause the atoms to move about. The main interactions that we will use later on are defined, and methods for the determination of specific interactions are discussed. The second part of the chapter is concerned with the behaviour of travelling waves in any crystal.

Indications that dynamics of atoms in a crystal are important: failure of the static lattice approximation

Crystallography is generally concerned with the static properties of crystals, describing features such as the average positions of atoms and the symmetry of a crystal. Solid state physics takes a similar line as far as elementary electronic properties are concerned. We know, however, that atoms actually move around inside the crystal structure, since it is these motions that give the concept of temperature, and the structures revealed by X-ray diffraction or electron microscopy are really averaged over all the motions. The only signature of these motions in the traditional crystallographic sense is the temperature factor (otherwise known as the Debye–Waller factor (Debye 1914; Waller 1923, 1928) or displacement amplitude), although diffuse scattering seen between reciprocal lattice vectors is also a sign of motion (Willis and Pryor 1975). The static lattice model, which is only concerned with the average positions of atoms and neglects their motions, can explain a large number of material features, such as chemical properties, material hardness, shapes of crystals, optical properties, Bragg scattering of X-ray, electron and neutron beams, electronic structure and electrical properties, etc. There are, however, a number of properties that cannot be explained by a static model. These include:

- thermal properties, e.g. heat capacity;
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- effects of temperature on the lattice, e.g. thermal expansion;
- the existence of phase transitions, including melting;
- transport properties, e.g. thermal conductivity, sound propagation;
- the existence of fluctuations, e.g. the temperature factor;
- certain electrical properties, e.g. superconductivity;
- dielectric phenomena at low frequencies;
- interaction of radiation (e.g. light and thermal neutrons) with matter.

Are the atomic motions that are revealed by these features random, or can we find a good description for the dynamics of the crystal lattice? The answer is that the motions are not random; rather they are determined by the forces that atoms exert on each other. The aim of this book is to show that in fact we have a very good idea of the way atoms move inside a crystal lattice. This is the essence of the subject of lattice dynamics.

The classical motions of any atom are simply determined by Newton's law of mechanics: force = mass \times acceleration. Formally, if \( r_j(t) \) is the position of atom \( j \) at time \( t \), then

\[
\frac{\partial^2 r_j(t)}{\partial t^2} = -\frac{1}{m_j} \nabla \varphi_j(r_j, t)
\]

(1.1)

where \( m_j \) is the atomic mass, and \( \varphi_j(r_j, t) \) is the instantaneous potential energy of the atom. Equation (1.1) is our key equation. We therefore need some knowledge of the nature of the atomic forces found in a crystal. The potential energy in equation (1.1) arises from the instantaneous interaction of the atom with all the other atoms in the crystal. We will often assume that this can be written as a sum of separate atom-atom interactions that depend only on the distances between atoms:

\[
\varphi_j = \sum_i \varphi_{ij}(r_{ij})
\]

(1.2)

where \( r_{ij} \) is the distance between atoms \( i \) and \( j \), and \( \varphi_{ij}(r_{ij}) \) is a specific atom-atom interaction. The sum over \( i \) in equation (1.2) gives the interactions with all other atoms in the crystal.

Of course, quantum mechanics rather than classical mechanics determines the motions of atoms. But we will see that the main features of lattice dynamics follow exactly from the classical equation (1.1), whilst quantum effects are primarily revealed in the subsequent thermodynamic properties.

Our aim in this chapter is to set the scene for the rest of the book. In the first part we will consider some elementary ideas associated with interatomic
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potentials. These are essential if we are to use real examples to illustrate the basic ideas we will develop in the following chapters. In the second part we will present the basic formalism for describing the motions of waves in crystals, which we will build upon in the rest of the book.

Interatomic forces

The variety of interatomic forces

The forces between atoms are all ultimately electrostatic in origin. However, when quantum mechanics is taken into account, the different types of forces can have some very different manifestations.

Direct electrostatic

The electrostatic interactions are long range and well understood, and have in general a very simple mathematical representation. The Coulomb energy follows the well known $r^{-1}$ form, and is strongest in ionic systems such as NaCl. However, there is one complicating feature that can sometimes be neglected but which in other cases plays a crucial role in stabilising the structure. This is the existence of inductive forces. Consider, for example, a simple spherical ion on a symmetric site in a lattice, such that at equilibrium all the electric fields at the symmetric site cancel out. If the surrounding neighbours move around, they will generate a residual electric field at the symmetric site; also, if this ion moves off its site it will experience an electric field. This residual field will then polarise our ion under consideration, giving it a temporary dipole moment. This dipole moment will then interact with the charges (and moments if they exist) on the neighbouring ions, adding an extra contribution to the energy of the crystal. In calculations of the dynamics of ionic crystals, this induction energy has often been found to be of considerable importance. Such calculations commonly use the shell model (Dick and Overhauser 1958; Cochran 1971; Woods et al. 1960, 1963). In this model, the ions are assumed to comprise the rigid core of the nucleus plus the tightly bound inner electrons, and a loosely bound outer layer, or shell, of the remaining electrons. It is then assumed that the shell and core are held together by a harmonic interaction (that is, the energy is proportional to the square of the distance between the centres), which is the same as saying that the polarisation of the ion is directly proportional to the local electric field. The energy between two ions is then the sum of six interactions: \textit{core(1)--core(2), shell(1)--shell(2), core(1)--shell(1)}, \textit{core(2)--shell(1), shell(1)--core(2), core(1)--shell(2), shell(1)--core(2)}.\]
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Figure 1.1: Ionic interactions in the shell model.

core(2)-shell(2), core(1)-shell(2), and core(2)-shell(1). These are illustrated in Figure 1.1.

Van der Waals interactions

The van der Waals interactions are indirect, or second-order forces, in that they occur in addition to the normal electrostatic forces. They are the principal binding forces in solids where the atoms or molecules are electrically neutral (e.g. argon, molecular sulphur, molecular nitrogen). The most important term of this sort gives an interaction energy that is inversely proportional to the sixth power of the interatomic distance, and this is known (for historical reasons) as the dispersive interaction. Although on average the atomic charge is spherically distributed around the atom, so that it has no average electrostatic multipole moments, in practice the charge distribution is always fluctuating, giving rise to the existence of temporary moments. The direct interaction between the temporary moments on two atoms will average to zero, but a moment on one atom will induce a moment on its neighbouring atom, and it is the interaction involving this induced moment that does not average to zero. The $r^{-6}$ interaction involves a fluctuating dipole moment on one atom which induces a dipole moment in a second atom. There are also interactions involving higher-order fluctuating and induced moments, which accordingly give energies that have inverse powers higher than 6.

We can gain some insight into the origin of this interaction by considering a simple classical shell model for two neutral atoms. Because the positions of the core and shell for each atom continuously fluctuate, there always exists a non-zero instantaneous value of the electrical dipole moment on each atom. We label the dipole moments of the two atoms $p_1$ and $p_2$ respectively. The electrostatic energy between the two atoms, neglecting orientational
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components,\(^1\) is simply proportional to \(p_1 p_2 / r^3\). The mean values of these dipole moments over any period of time are zero: \(\langle p_1 \rangle = \langle p_2 \rangle = 0\). Therefore if these two moments are uncorrelated, the average value of the electrostatic interaction will also be zero. However, both the dipole moments will generate instantaneous electric fields. If the distance between the atoms is \(r\), the field seen by atom 2, \(E_2\), will be

\[
E_2 \propto p_1 / r^3
\]

This field will induce an instantaneous extra moment in atom 2:

\[
\Delta p_2 \propto E_2 \propto p_1 / r^3
\]

This will give an additional energy:

\[
\varphi(r) = -p_1 \Delta p_2 / r^3 \propto -p_1^2 / r^6
\]

which has a non-zero average value, and which is always attractive. In a rough way this demonstrates the origin of the van der Waals \(r^{-6}\) attractive interaction.\(^2\)

It should be noted that the dipolar fluctuations in the electron distribution are considerably faster than the normal atomic motions. There are also higher-order fluctuating moments, which give rise to higher-order interactions that vary as \(r^{-n}\), where \(n > 6\). The general van der Waals energy can thus be expressed as

\[
\varphi(r) = -\sum_n A_n r^{-n}
\]

where \(A_n = 0\) for \(n < 6\), and it turns out that \(A_7 = A_9 = 0\) also. The property of pairwise additivity (see below) holds only for \(n = 6\) and \(n = 8\). However, in general \(A_8 r^{-8} \ll A_6 r^{-6}\), so it is usual to neglect the terms for \(n > 6\).

Repulsive forces

When two atoms get sufficiently close their respective electron distributions start to overlap. This overlap has two effects: one is that electrons in the two atoms start to interact with each other directly rather than indirectly via interactions between the complete atoms, and the other is that the Pauli exclusion principle requires that the electrons in the overlapping region should jump into higher energy states. These two effects raise the energy rapidly with increasing

---

\(^1\) The orientational dependence does not affect the proportionality.

\(^2\) This is a classical argument. The quantum-mechanical theory was first provided by London (1930), and a simplified description is given by Kittel (1976, pp 78–79).
overlap, thereby giving a net repulsion that is short-ranged. Although it is possible to calculate the repulsive interaction from first principles, it is common to use a functional form of the repulsive interaction potential with model parameters. One typically used function, which involves the interatomic distance $r$, is $Br^{-n}$ (where $n$ is often 12). The $r^{-12}$ repulsion is sometimes combined with the dispersive interaction in a functional form known as the Lennard-Jones potential:

$$\varphi(r) = -4\varepsilon\left[\left(\frac{\sigma}{r}\right)^6 - \left(\frac{\sigma}{r}\right)^{12}\right]$$ (1.7)

It is easy to show that when two atoms interact via the Lennard-Jones potential, $\varepsilon$ is equal to the potential energy at the equilibrium separation, and $\sigma$ is the distance between the atoms at which the energy is equal to zero.

Another commonly used function for the repulsive interaction is an exponential term known as the Born-Mayer interaction (Born and Mayer 1932):

$$\varphi(r) = B \exp\left(-\frac{r}{\rho}\right)$$ (1.8)

The parameters $B$ and $\rho$ are usually determined empirically, although there is some theoretical justification for the exponential repulsion and the parameters can be calculated using quantum-mechanical methods (e.g. Post and Burnham 1986). $\rho$ is related to the relative sizes of the atoms, and $B$ is a measure of the hardness of the interaction. The combination with the $r^{-6}$ dispersive interaction is known as the Buckingham potential, which is commonly used in many different systems with and without electrostatic interactions.

It is worth pointing out that a large amount of work has been carried out in which it has been assumed that atoms have effectively infinitely hard surfaces, like billiard balls or ball bearings. This model – called the hard sphere model – can sometimes give results that are surprisingly close to reality!

**Metallic and covalent bonding**

In metals the atomic cores (nuclei plus the tightly bound inner electrons) are surrounded by a more-or-less uniform density of free electrons. It is this general distribution of electrons that gives metals their electrical conductivity, and the electrons also contribute significantly to the high thermal conductivity. On the other hand, crystals in which the atoms are held together by covalent bonds (such as diamond) prove to be good electrical and thermal insulators. The common feature is that in neither type are the electrons that are important for the cohesion of the crystal localised around the cores of the atoms as they are in an
ionic or molecular crystal. This means that it is difficult to calculate the forces between atoms without taking into account the way the electron density changes in response to these forces. Thus the motions of atoms in these systems are accompanied by significant changes in the surrounding electron distribution. It is possible to calculate the forces between atoms in these types of solid, but these calculations are not easy and techniques for such calculations are still topics of current research activity. For example, theoretical calculations of the interactions in silica (SiO$_2$) are being carried out using the quantum mechanics of small clusters (Lasaga and Gibbs 1987, 1988; Tsuneyuki et al. 1988; Kramer et al. 1991) or of ideal structures (Cohen 1991; Lazarev and Mirgorodsky 1991; McMillan and Hess 1990; Nada et al. 1990). It is possible to use approximate model potentials for covalent systems. For example, it turns out that silicate minerals can be modelled surprisingly accurately using simple model interactions (e.g. Buckingham interactions) for cation–oxygen and oxygen–oxygen interactions, together with the normal Coulombic interactions (Burnham 1990; Leinenweber and Navrotsky 1988; Stixrude and Bukowinski 1988). Refined empirical models also include shell-model interactions for the oxygen ions and O–Si–O bond-bending interactions that vary with the bond angle $\theta$:

$$\varphi(\theta) = \frac{1}{2} K (\theta - \theta_0)^2$$

(1.9)

where $\theta_0$ is the equilibrium bond angle, equal to 109.47° ($= \cos^{-1}(-1/3)$) for tetrahedral angles and 90° for octahedral coordination (Sanders et al. 1984).

**Additional comments**

In this book, we will be using two approximations throughout. Our first is that the energy of a system of three or more atoms can be represented as the sum of interactions between the different pairs. This is called *pairwise additivity*. An illustration of this is that the energy of the sun-earth-moon system is the sum of the gravitational energies between the sun and earth, the sun and moon, and the earth and moon. Our second approximation is to assume that because the electrons move much faster than the atom cores, the electrons are always in an equilibrium configuration when the atom cores are moving (this approximation is known as the *adiabatic* or *Born–Oppenheimer approximation* (Born and Oppenheimer 1927)). This is particularly relevant for covalent and metallic systems, but we shall not say anything more on this point.

One might be tempted to think that the forces between atoms are reasonably well understood nowadays. Unfortunately this is not the case, as is evidenced
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by the large number of recent studies of the interactions in quartz (Sanders et al. 1984; Burnham 1990; Leinenweber and Navrotsky 1988; Stixrude and Bukowinski 1988; Lasaga and Gibbs 1987, 1988; Tsuneyaki et al. 1988; Kramer et al. 1991; Lazarev and Mirgorodsky 1991; McMillan and Hess 1990; Nada et al. 1990). It generally turns out to be extremely difficult to calculate the parameters used in the equations given above, and it is nearly always more accurate to derive the parameter values empirically than from calculations. The limitations of the models or fitting procedures mean that even when good agreement is obtained with one set of data (e.g. crystal structure) the model may not reproduce another set of data (e.g. elastic constants). Furthermore, it should be noted that very few substances actually fit neatly into the categories outlined above. Silicates again provide an example. The nearest-neighbour Si–O interactions are partially covalent, but there will always be significant residual charges on the Si and O atoms. Thus a model for silicates must include both ionic and covalent interactions. Given that the oxygen ion is highly polarisable, a good model should also include van der Waals interactions and a shell model. However, it is found that it is possible to model many silicates using only Coulombic interactions and short range Born–Mayer interactions. We will carry on in spite of all such difficulties, but we should always bear in mind the fact that our models for interatomic forces will at best be only crude representations of reality, even when we get very good agreement with experimental results!

Lattice energy

The total energy of a crystal is the sum over all the individual atom–atom interactions (within the assumption of pairwise additivity). Thus if \( \phi_{ij} \) is the energy between any two atoms \( i \) and \( j \), the full energy of the crystal (the lattice energy), \( W \), is

\[
W = \frac{1}{2} \sum_{i,j} \phi_{ij} (r_{ij})
\]

(1.10)

where we have assumed that \( \phi_{ij} \) is a simple function of the separation distance \( r_{ij} \). The factor of \( \frac{1}{2} \) in equation (1.10) arises from the fact that the summation in equation (1.10) involves counting each interaction twice!

The summation in equation (1.10) technically includes interactions between all atoms in the crystal. Such a summation is computationally impossible. For interactions that fall off rapidly with distance (e.g. the Lennard-Jones or Buckingham interactions) the summation can be restricted to atoms that are
closer than a pre-determined limit (typically 5–10 Å), since the terms for larger distances will be negligibly small. Cut-off limits cannot be used for Coulombic interactions, since the summation does not converge on increasing the interaction distance. For these interactions more complex mathematical techniques are required in order to evaluate the lattice sums correctly. One such technique, the Ewald Sum, is described in Appendix A.

The crystal is defined by a set of structural parameters \( \{p_i\} \), which includes the unit cell parameters and the coordinates of each atom within the unit cell. When the crystal is in equilibrium, the average force on each atom is zero. At the temperature of absolute zero for a classical crystal (for which there is no motion at \( T = 0 \) K), this is equivalent to the conditions

\[
\frac{\partial W}{\partial p_i} = 0 \quad \text{for all parameters } p_i \tag{1.11}
\]

If we take, for example, the unit cell parameter \( a \), the equilibrium condition gives

\[
\frac{\partial W}{\partial a} = \frac{1}{2} \sum_{i,j} \frac{\partial \varphi_{ij}}{\partial r_{ij}} \frac{\partial r_{ij}}{\partial a} = 0 \tag{1.12}
\]

The solution of the set of equations (1.11) gives the set of structural parameters \( \{p_i\} \) (Williams 1972). For complex structures this is a problem that has to be solved on a computer. Although the condition (1.11) is strictly only applicable at \( T = 0 \) K, most people who work on modelling of crystals use the concept of the equilibrium lattice without worrying about temperature, mainly for reasons of convenience. For many applications, the errors introduced by neglecting temperature in the development of a model are not significant compared with the errors inherent in the model interatomic potential, and are therefore not always worth the effort trying to avoid. For certain applications though, for example for the prediction of thermal expansion, the effects of temperature must be fully considered, and a method based on the free energy rather than the lattice energy is described in Chapter 5.

Many of the models that we will consider in this book contain a number of phenomenological parameters such as the parameters \( B \) and \( \rho \) in equation (1.8). The concept of the equilibrium lattice can be used with modelling methods to obtain best estimates of these parameters. If \( P_m \) represents a parameter in a model interatomic potential, the best estimate of its value is obtained using a minimisation procedure, such that \( P_m \) is found as a solution to the equation

\[
\frac{\partial}{\partial P_m} \sum_t \left( \frac{\partial W}{\partial p_i} \right)^2 = 0 \tag{1.13}
\]
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where $W$ is evaluated using the crystal structure determined experimentally. In this equation, the sum is over all the structural parameters $p_i$. The best set of parameters, $\{P_m\}$, is that for which the sum

$$M = \sum_i \left( \frac{\partial W}{\partial p_i} \right)^2$$

(1.14)

is at a global minimum value.

Worked example: a simple model for NaCl

Consider the crystal structure of NaCl. There is only one structural parameter, namely the unit cell parameter $a$, with the value of 5.64 Å. The lattice energy has been measured as $-764.4$ kJ mol$^{-1}$ (data for NaCl have been taken from a compilation given in Kittel 1976, p 92). We can try using a simple model for this crystal. We will assume, quite reasonably, that the ions have their formal charges (+1 electronic charge for Na, $-1$ electronic charge for Cl). The total Coulomb energy needs to be evaluated using the Ewald sum, but for systems with simple cubic structures such as the NaCl structure the calculated Coulomb energy, $W_C$, can be expressed in a simple manner due to Madelung (1918):

$$W_C = \frac{N_A e^2}{4\pi\varepsilon_0} \sum_j (\pm) e^2_j r_j^{-1} = -\frac{N_A e^2}{4\pi\varepsilon_0} \frac{2\alpha}{a}$$

(1.15)

where the alternative signs account for the interactions between like and unlike charges. The sum is over all atoms in the crystal with respect to a single reference atom, and the factor of $\frac{1}{2}$ in equation (1.10) is cancelled by the fact that there are two atoms in the asymmetric unit. The constant $\alpha$ in equation (1.15) is called the Madelung constant, and for the NaCl lattice it has the value $\alpha = 1.7476$.

We need to add to this model a repulsive interaction between nearest-neighbour Na and Cl atoms, for which we will choose an exponential term as given by equation (1.8). Since each atom is surrounded by 6 neighbours at distance $a/2$, and there are 2 atom types, the total contribution to the lattice energy from the repulsive interactions, $W_R$, is

$$W_R = 6B\exp(-a/2\rho)$$

(1.16)

---

3 The Madelung constant is a simple way of expressing the Ewald summation (Appendix A) for simple cubic crystals, as described in Kittel (1976, pp 86–91).
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where $B$ and $\rho$ are constants that need to be determined empirically, and $B$ has the units of energy per mole. The total lattice energy, $W$, is therefore given as

$$ W = W_C + W_R \quad (1.17) $$

When we substitute the value for $a$ in equation (1.15) we obtain the value $W_C = -861.0 \text{ kJ mol}^{-1}$. We then obtain $W_R = 96.6 \text{ kJ mol}^{-1}$ from equation (1.17).

The condition for equilibrium is that $\partial W/\partial a = 0$. We therefore have

$$ \frac{\partial W}{\partial a} = -\frac{W_C}{a} - \frac{W_R}{2\rho} = 0 \quad (1.18) $$

Substitution of our values for $W_C$, $W_R$, and $a$ enables us to obtain the value $\rho = 0.3164 \text{ Å}$. We can now substitute these values into equation (1.16) to obtain the value $B = 1.1959 \times 10^{5} \text{ kJ mol}^{-1}$. This completes the development of the model.

We now need to test our model against further experimental data. Let us take the bulk modulus, $K$, defined as

$$ K = V \frac{\partial^2 W}{\partial V^2} \quad (1.19) $$

where $V$ is the equilibrium volume for 1 mole of NaCl ion pairs ($= N_Aa^3/4$). The bulk modulus is a measure of the resistance of a crystal against compression, and for NaCl it has the value $K = 2.4 \times 10^{10} \text{ N m}^{-2}$. We can use the partial differential result,

$$ \frac{\partial}{\partial V} = \left( \frac{\partial V}{\partial a} \right)^{-1} \frac{\partial}{\partial a} = \frac{4}{3N_Aa^2} \frac{\partial}{\partial a} \quad (1.20) $$

to show that the bulk modulus can be expressed as

$$ K = \frac{4}{9N_Aa} \frac{\partial^2 W}{\partial a^2} \quad (1.21) $$

Noting that

$$ \frac{\partial^2 W}{\partial a^2} = \frac{2W_C}{a^2} + \frac{W_R}{4\rho^2} \quad (1.22) $$

we can calculate a value for $K = 2.45 \times 10^{10} \text{ N m}^{-2}$. This compares rather nicely with the experimental value given above, and indicates that our simple model, which was derived only from the measured value of the lattice energy and the equilibrium unit cell length, has some general applicability. More sophisticated
models would include shell-model interactions and dispersive interactions, and would relax the assumption of formal charges. Parameterisation of a more complicated model would require the use of additional data, such as the elastic constants, dielectric constants at high and low frequencies, and vibrational frequencies (Sangster et al. 1978; Sangster and Atwood 1978).

This simple example illustrates the methods by which phenomenological models may be developed. For more complex systems with several atom types and more sophisticated models, the number of parameter values that will need to be refined will be so large that computer calculations will be essential. Our example has also illustrated the fact that the simple models described in this chapter can reproduce experimental data surprisingly well.

Transferable models

There is a considerable range of crystal structures based on the elements carbon and silicon, which always bond covalently. Organic crystals are generally composed of molecules as discrete units, which are held together with the van der Waals and higher-order multipolar forces that are much weaker than the forces involved in the intramolecular bonding. For this reason the melting points of many organic crystals are relatively low. On the other hand, silicate crystals are often formed as semi-infinite framework structures, with SiO$_4$ units as the basic building blocks that are connected together by the corner sharing oxygen atoms. The existence of the framework means that the whole structure is held together by covalent bonds. Other silicates have isolated SiO$_4$ or Si$_2$O$_7$ molecular units, which are electrically charged and therefore bind with the strong Coulomb energy. The common features of both types of system mean that it is possible to develop models that can be applied to any structure: such a model is called a transferable model.

Organic crystals

The idea of transferable models was first developed in the 1960s for crystals containing hydrocarbon molecules (Williams 1966, 1967). It was reasonably assumed that the relevant interactions can be represented as Buckingham interactions involving the carbon and hydrogen atoms. A set of potential parameters for C–C, C–H and H–H interactions was obtained using the conditions (1.13) and (1.14) for a reasonably large database of crystal structures. It was quickly appreciated that the same potential set could be used for both aliphatic and aromatic molecules. The basic model has been developed by adding constraints between the parameters; for example, the dispersive interaction $-Ar^{-6}$
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is usually subject to the constraint that $A_{CH} = (A_{CH}^A A_{HH})^{1/2}$, which follows from the fact that the dispersive interaction is proportional to the product of the polarisabilities of the two interacting atoms. The model has also been developed to allow for the existence of small charges on the atoms, and it has been extended to include N, O, F and Cl atoms (Williams 1973; Williams and Cox 1984; Williams and Houpt 1986; Hsu and Williams 1980; Cox et al. 1981). Extensive databases of crystal structures are used for the development of these models. The models have had considerable application in the study of organic crystals and polymers, and are used routinely for drug development.

silicates

More recently the idea of transferability has been applied to silicates, although the development of appropriate models has not followed as rigorous a path as for the models for organic crystals. In general models have been developed for quartz and then applied to other systems. A range of models has been used. Some models assume formal charges (4e for Si, $-2e$ for O etc., Burnham 1990; Sanders et al. 1984) whilst other models account for the charge redistribution through the covalent bonds by the use of partial charges. The simplest models just use Born–Mayer repulsive interactions in addition to the electrostatic interactions, effectively treating the silicate crystal as an ionic crystal. A useful set of parameters for these interactions has been obtained by ab initio calculations (Post and Burnham 1986). The most sophisticated empirical model uses Buckingham interactions for Si–O and O–O interactions, bond-bending O–Si–O interactions of the form of equation (1.9) to account for the covalent nature of the Si bonding, and a shell model for the oxygen atoms to account for the relatively high polarisability of the O$^{2-}$ ion. This model was developed by fitting against the structure and lattice dynamics of quartz (Sanders et al. 1984). The model has been extended for other silicates containing aluminium and additional cations by including additional Born–Mayer cation–oxygen interactions, sometimes with parameters that have been obtained from ab initio calculations. The transferable nature of these models has been well-established by application to a wide range of silicates, thereby allowing these models to be used as predictive tools (Price et al. 1987a,b; Jackson and Catlow 1988; Dove 1989; Purton and Catlow 1990; Winkler et al. 1991a; Patel et al. 1991).

4 ab initio calculations are exact calculations that do not use any experimental data. However, the use of approximations in the methods that facilitate such calculations may lead to inaccurate results.
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Waves in crystals

The wave equation

The equation of a travelling wave in one dimension is given, in complex exponential form, by

\[ u(x, t) = \tilde{u} \exp(i[kx - \omega t]) \]  

(1.23)

where

- \( u \) = dynamic variable (such as a displacement) that is modulated in space, \( x \), and time, \( t \)
- \( \tilde{u} \) = amplitude
- \( k \) = wave vector = \( 2\pi/l \), where \( l \) = wavelength
- \( \omega \) = angular frequency = \( 2\pi \times \text{frequency} \)

We prefer to work with the complex exponential rather than a single sine or cosine because it gives the easiest representation for further manipulation, although both solutions are perfectly acceptable. It should be noted that we have subsumed all factors of \( 2\pi \) into the constants \( \omega \) and \( k \), which is the usual practice of physicists if not of crystallographers! Equation (1.23) is a solution of the general wave equation:

\[ \frac{\partial^2 u}{\partial t^2} = c^2 \frac{\partial^2 u}{\partial x^2} ; \quad c = \frac{\omega}{k} \]  

(1.24)

The solution \( u(x, t) \) is a sinusoidal function with constant wavelength. The motions described by this function are called harmonic motions. Any point along \( x \) will vibrate with angular frequency \( \omega \). The form of equation (1.24) is such that the wave will maintain its sinusoidal form with constant amplitude for all times, but the positions of the maxima and minima will change with time. \( u(x, t) \) is therefore a travelling wave rather than a standing wave. The position of one of the maxima (for which \( x_{\text{max}} = 0 \) at \( t = 0 \)) moves so that the exponent in equation (1.23) remains at zero. The position of this maximum, \( x_{\text{max}} \), changes as

\[ x_{\text{max}} = \frac{\omega t}{k} \]  

(1.25)

which corresponds to the maximum (or peak) moving with a constant velocity \( c \) given as \( c = \omega/k \) (the same parameter \( c \) as in equation (1.24)). This velocity is called the phase velocity; all the peaks and troughs in the wave move at this constant velocity. We can also define another velocity, called the group velocity, which is given by \( \partial \omega/\partial k \). The group velocity gives the velocity of a wave packet composed of a narrow distribution of frequencies about a mean value \( \omega \).
Travelling waves in crystals

How can we visualise this wave travelling though a crystal, where the space that vibrates is not continuous (like a string on a musical instrument) but is composed of discrete atoms? The answer is to think of our wave as representing displacements, \( u(x, t) \), of the atoms from their equilibrium position. These displacements are shown in Figure 1.2 for longitudinal (i.e. compressional) and transverse (i.e. perpendicular) vibrations.

In three dimensions the travelling wave in the crystal gets a bit difficult to visualise, so we will consider the two-dimensional case in more detail first. A simple wave is shown in Figure 1.3, where we mark the positions of the maxima and minima (continuous and broken lines respectively), and the longitudinal displacements of the atoms. The wavelength \( \lambda \) is also indicated. The wave travels in the direction normal to the lines of maxima. We can now extend our definition of the wave vector \( k \) so that it contains information about both the wavelength and the propagation direction of the waves. The wave vector then becomes the vector \( k \) pointing in the direction of propagation with modulus \( 2\pi/\lambda \). Since the lines of maxima really outline planes of atoms, and the normals to planes give vectors in reciprocal space, the wave vector \( k \) defines a vector in reciprocal space. This is consistent with its definition, with units of inverse length.

The generalisation to three dimensions is trivial, but not so easy to visualise. The wave vector \( k \) now has three components. The atomic displacements associated with a wave, \( u(r, t) \), where \( r \) is the equilibrium position of an atom, are similarly three-dimensional vectors. These displacement vectors may be parallel to \( k \) (longitudinal), perpendicular to \( k \) (transverse), or, in the general case, along a direction that is not directly related to the direction of \( k \). The equation of the wave is thus:

\[
\mathbf{u}(\mathbf{r}, t) = \mathbf{\bar{u}} \exp(i[k \cdot r - \omega t])
\]

where \( \mathbf{\bar{u}} \) is the amplitude of the wave, and is itself a function of the wave vector \( k \). The angular frequency \( \omega \) is also a function of \( k \).
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Figure 1.3: Example of a travelling wave in a two-dimensional monatomic crystal. Arrows indicate direction of motion, and planes of atoms are indicated by connecting lines. The wavelength ($\lambda$) is equal to two plane separations as indicated. $k$ denotes the direction of the wave vector, normal to the planes.

What happens when we have more than one atom in the unit cell? In the one-dimensional transverse case, we can draw out two vibrational modes for a given wave vector; this is shown in Figure 1.4. For one mode, the A and B atoms move together in phase, and for the other mode they move out of phase. How far they move and the frequencies of the two modes are determined by the forces at play (the rest of the book deals with this!). For more complex cases more complicated behaviour can emerge. We will find later on that the following rules apply for a three-dimensional crystal with $n$ atoms per unit cell:

(a) There are $3n$ different combinations of motion.
(b) Each combination will have a unique frequency at a given wave vector.
(c) The direction in which any atom moves due to the wave motion will be determined by the interatomic forces. The amplitude of the motion will be determined by the frequency of the wave and the temperature.
(d) For any single wave, each atom moves with the same frequency and wave vector.
(e) The crystal can (and in general will) contain all possible modes of vibration as a linear superposition at any time.

This discussion sets the scene. We now need to consider three questions:

(a) What are the allowed values of the wave vectors?
(b) What are the values of the frequencies?
(c) What are the values for the amplitudes of the waves?
These questions will be tackled in the next few chapters.

Summary

1. Failures of the static lattice model have been enumerated, highlighting the need for a dynamic model.
2. The different types of interatomic interactions (electrostatic, van der Waals, repulsive, covalent and metallic) have been reviewed.
3. The lattice energy has been defined as the sum over all the individual interatomic interactions within the crystal. The lattice energy can be used in the development of a model potential.
4. The wave equation has been introduced, and its effect on a crystal lattice has been described.

FURTHER READING
Ashcroft and Mermin (1976) ch. 19–21
Kittel (1976) ch. 3
The harmonic approximation and lattice dynamics of very simple systems

A simple model for a monatomic crystal is described, and the first results of the theory of lattice dynamics are obtained. The simple model forces us to encounter some of the important general concepts that will be used throughout this book. The chapter concludes with a detailed study of the lattice dynamics of the rare gas crystals.

The harmonic approximation

The first thing we need is a simple model to use as our starting point. The simplest model of all is a linear chain of atoms, each of mass $m$, and separated by the unit cell length $a$, as illustrated in Figure 2.1. For the moment we consider that each atom only feels the force of its immediate neighbour, calling this the nearest-neighbour interaction. If the energy between two neighbours at a distance of $a$ is $\varphi(a)$, the total energy of a chain of $N$ atoms when each atom is at rest is:

$$E = N\varphi(a) \quad (2.1)$$

Now we assume that each atom can move about a little, and we represent the displacement of an atom along the chain by the symbol $u$. If the displacements are small in comparison with $a$, then we can calculate the energy of this flexible chain using a Taylor series, summing over all the atoms:

$$E = N\varphi + \sum_{s \geq 1} \frac{1}{s!} \frac{\partial^s \varphi}{\partial u^s} \sum_n (u_n - u_{n+1})^s \quad (2.2)$$

1. It is just as well to know that strictly speaking the one-dimensional chain is unstable, as is also a two-dimensional plane! Essentially the chain will shake itself to pieces unless it is stabilised by contact with a three-dimensional object such as an adsorbed monolayer on a crystal surface.
2. Technically we have joined the ends of the chain in order to remove the problem that the atoms at the ends of the chain only have one neighbour each.
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Figure 2.1: Linear chain model. $J$ is the harmonic force constant (the interactions are represented by springs), and the atomic displacements are represented by $u$.

If $u_n$ is the displacement of the $n$-th atom from its equilibrium position, the distance between two atoms $n$ and $n+1$ is $r = a + (u_n - u_{n+1})$. Thus the derivatives of $\varphi$ with respect to $u$ are equivalent to the derivatives with respect to $r$. Since $a$ is the equilibrium unit cell length, the first derivative of $\varphi$ is zero, so that the linear term in the expansion ($s = 1$) can be dropped. All the other differentials correspond to the point $u = 0$. As $u$ is small in comparison to $a$, this series is a convergent one, and we might expect that the dominant contribution will be the term that is quadratic in $u$. Therefore we start with a model that includes only this term ($s = 2$), neglecting all the higher-order terms. The energy of this lattice is then the same as the energy of a set of harmonic oscillators, and so we call this approximation the harmonic approximation. The higher-order terms that we have neglected are called the anharmonic terms.

Why do we make this approximation? The main reason is that it is a mathematically convenient approximation. We know that the harmonic equations of motion have exact solutions, whereas even the simplest anharmonic equations do not have exact solutions but require the use of approximation schemes. Although this may not sound a very noble reason, the use of this approximation can be justified in at least three related ways. Firstly, as will be seen, the harmonic approximation in practice proves to be capable of giving good results. The anharmonic part of the model usually leads to only a small modification of the overall behaviour, and since the amplitudes of the displacements will be expected to decrease on lowering the temperature (i.e. the kinetic energy of the chain) the harmonic term will be the only important term at low temperatures. Secondly, the harmonic approximation allows us to obtain many of the important physical principles characteristic of the system with only a minimum of effort, and it is these that we are hoping to study. Thirdly, there is an often-used approach in physics when dealing with complex problems, which is to solve the simple model first (in this case the harmonic model), and then correct the simple solution for the more complex parts (the anharmonic corrections). This is called the perturbation method. In Chapter 8 we shall see that there are important features of real crystals that the harmonic approximation fails to explain, but we will be able to
progress by simply correcting the harmonic results without having to start again!

**The equation of motion of the one-dimensional monatomic chain**

The harmonic energy of our chain from equation (2.2) is

$$E^{\text{harm}} = \frac{1}{2} J \sum_n \left( u_n - u_{n+1} \right)^2; \quad J = \frac{\partial^2 \phi}{\partial u_n^2}$$ (2.3)

The equation of motion of the \( n \)-th atom from the classical Newton equation is then

$$m \frac{\partial^2 u_n}{\partial t^2} = - \frac{\partial E^{\text{harm}}}{\partial u_n} = -J(2u_n - u_{n+1} - u_{n-1})$$ (2.4)

If our chain contains \( N \) atoms, we need to think about what happens to the ends of the chain. The usual trick for a long chain is to join the ends; this is called the *Born–von Kármán periodic boundary condition* (Born and von Kármán 1912, 1913; Born and Huang 1954, pp 45–46, App. IV). We know that the solution of the harmonic equation of motion is a sinusoidal wave, so the motion of the whole system will correspond to a set of travelling waves as given by equation (1.23). Our aim then is to find the set of frequencies of these waves. We expect the time-dependent motion of the \( n \)-th atom to be a linear superposition of each of the travelling waves allowed along the chain; the mathematical representation is:

$$u_n(t) = \sum_k \tilde{u}_k \exp(i[kx - \omega_k t])$$ (2.5)

where \( k \) is any wave vector (= \( 2\pi/\text{wavelength} \)), \( \omega_k \) is the corresponding angular frequency, \( \tilde{u}_k \) is the amplitude, and \( x \) is restricted to the values \( x = na \). We will find later that there is also a discrete set of allowed values of \( k \). However, if for the moment we consider each wave vector separately, we can solve the equation of motion for each individual wave. We simply substitute equation (2.5) into equation (2.4), to obtain:

---

Note that this can also be written as

$$\frac{1}{2} K \sum_n \left( u_n^2 - u_{n+1}^2 \right)$$

where

$$K = 2J = \left( \frac{\partial^2 E}{\partial u_n^2} \right) = \left( \frac{\partial^2 E}{\partial u_n \partial u_{n+1}} \right)$$

for all values of \( n \).
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\[ \omega_k^2 = \frac{4J}{m} \sin^2 \left( \frac{ka}{2} \right) \]

By taking only the positive roots we obtain the behaviour of the angular frequency as shown in Figure 2.2. The graph of \( \omega_k \) is known as a dispersion curve.

**Reciprocal lattice, the Brillouin zone, and allowed wave vectors**

One striking feature of the dispersion curve shown in Figure 2.2 is the periodicity of the function. For unit cell length \( a \), the repeat period is \( 2\pi a \), which is equal to the unit cell length \( a^* \) in the reciprocal lattice. Thus our dynamic analysis has directly given us a new lattice in reciprocal space which is equiva-
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Figure 2.3: The atomic motions associated with two waves that have wave vectors that differ by a reciprocal lattice vector. We see that the two waves have identical effects.

lent to the standard reciprocal lattice. This feature will follow for three-dimensional lattices also, even with non-orthogonal cells.

If we take any wave vector from the set used in equation (2.4), and add to it a reciprocal lattice vector, the equation of motion for this second wave will be identical to that for the original wave. Therefore the only useful information is contained in the waves with wave vectors lying between the limits

\[-\frac{\pi}{a} < k \leq \frac{\pi}{a}\]  

(2.8)

We call this range of wave vectors the first Brillouin zone (Brillouin 1930). The repeated zones are the second, third Brillouin zones etc. These zones will be important when we consider anharmonic interactions in Chapter 8 and neutron scattering in Chapter 9. We note that the wave vectors $k = \pm \pi/a$ define special points in reciprocal space, called Brillouin zone boundaries, which lie half-way between reciprocal lattice points. In our example the group velocity, $\partial \omega / \partial k$, is equal to zero at these points, meaning that the wave with this wave vector is a standing wave. It will turn out that this is a general result in three dimensions.

We can easily show that two wave vectors $k$ and $k'$ that differ by a reciprocal lattice vector $G$, where $k' = k + G$, have an identical effect on the atoms in the chain. We know that $\omega_k = \omega_{k'}$. When $x = na$ we have

$$\exp(ik'x) = \exp(iGx) \times \exp(ikx) = \exp(ikx)$$

(2.9)

Thus the travelling wave solution (1.23) is the same for $k'$ as for $k$. This is illustrated in Figure 2.3, where we see that two waves with wave vectors differing by a reciprocal lattice vector give identical displacements at each lattice position. This result can be generalised to three dimensions, and to unit cells containing more than one atom.

In three dimensions, as in one dimension, the Brillouin zone boundaries are defined as lying half-way between reciprocal lattice points, although now the
boundary is a plane rather than a point. The plane boundary is normal to the
direction between the two reciprocal lattice points. This is best illustrated in
two dimensions, see Figure 2.4. The complete Brillouin zone is the minimum
space that is enclosed by a set of boundary planes, and encloses a single recip-
rocal lattice point at the centre. The Brillouin zone forms a unit that can be
packed with other zones to fill the reciprocal space of a crystal completely. In
this sense the Brillouin zone is similar to the reciprocal unit cell, although the
shape of a Brillouin zone can be more complicated than that of a reciprocal unit
cell. The advantage of the Brillouin zone is that the surfaces, and special points
on the surfaces, have special symmetry properties, as we have indicated above
for our simple chain.

It is common practice to define the wave vector as normalised by the first
reciprocal lattice vector lying along the direction of the wave vector. This gives
what is called the \textit{reduced wave vector}. For our one-dimensional example, the
reduced wave vector has a value of \(\frac{1}{2}\) at the Brillouin zone boundary, obtained
by dividing the wave vector \(a^*/2\) by the reciprocal lattice vector.\footnote{This is of course no different from the use of Miller indices for reciprocal lattice vectors.} Thus, in
common with most other workers, we will usually show dispersion curves with
reduced wave vectors between 0 and \(\frac{1}{2}\), noting that for non-primitive unit cells
some of the zone boundaries occur with reduced wave vector values of 1. It is
also common practice to label special points and lines of symmetry in the
Brillouin zone by letters, Roman for points on the surface of the Brillouin zone
and Greek for points within the zone. For example, the wave vector \((0, 0, 0)\) is
always given the label \(\Gamma\), and for primitive cubic Brillouin zones the common

\[ \text{Figure 2.4: Example of the construction of a Brillouin zone in two dimensions.} \]
labels are X for \((\frac{1}{2}, 0, 0)\), M for \((\frac{1}{2}, \frac{1}{2}, 0)\), R for \((\frac{1}{2}, \frac{1}{2}, \frac{1}{2})\), Δ for \([\xi, 0, 0]\), Σ for \([\xi, \xi, 0]\), and Λ for \([\xi, \xi, \xi]\).

Although the dispersion curve is a continuous curve, a finite chain will permit only a discrete set of wave vectors. Since with periodic boundary conditions atom \(N\) is identical to atom 0, we have

\[
\exp ikNa = \exp 0 = 1
\]

Therefore the allowed values of \(k\) are given by the discrete set:

\[
k = \frac{2\pi m}{Na}
\]

where \(m\) is an integer. This is analogous (but not identical) to the fact that a plucked string will allow only a discrete set of vibrations with integral fractions of the string length as the set of wavelengths. Comparison of equations (2.8) and (2.11) shows that there are \(N\) allowed wave vectors within one Brillouin zone. In the general case, the number of allowed wave vectors within one Brillouin zone is equal to the number of primitive unit cells in the crystal.

**The long wavelength limit**

As \(k\) approaches zero, we can take the linear approximation to the dispersion curve given by equation (2.7):

\[
\omega(k \to 0) = a\left(\frac{J}{m}\right)^{1/2} |k|
\]

This gives the phase velocity \(c\), which is equivalent to the velocity of sound in the crystal:

\[
c = \frac{\omega}{k} = a\left(\frac{J}{m}\right)^{1/2}
\]

Because of this relationship to sound waves, a vibrational mode with a dispersion curve of the form given in Figure 2.2, which goes to zero in the limit of small \(k\), is known as an acoustic mode. In addition, as the atomic displacements are along the direction of the wave vector, the mode is known as a longitudinal acoustic mode.

We can now make a connection with macroscopic elastic properties. If we compress our chain by the strain \(e\), the average distance between atoms is not \(a\) but \(a' = a(1 - e)\), where \(e \ll 1\). The energy of the strained chain (neglecting the energy due to the dynamic atomic motions) therefore becomes equal to:
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\[ E = N\varphi + \frac{1}{2} NJ(a - a')^2 \quad (2.14) \]

This result follows from the Taylor expansion introduced in equation (2.2), together with our definition of the force constant \( J \) given by equation (2.3). Thus the extra energy per atom, called the strain energy, is

\[ E_{\text{strain}} = \frac{1}{2} J(a - a')^2 = \frac{1}{2} Ja^2 e^2 = \frac{1}{2} Ce^2 \quad (2.15) \]

where the constant \( C = Ja^2 \) is called the elastic constant. From the velocity of sound given by equation (2.13) we have

\[ c^2 = \omega^2 / k^2 = Ja^2 / m = C / m \quad (2.16) \]

Hence, in the long wavelength limit, we have

\[ \omega^2 = Ck^2 / m \quad (2.17) \]

In a three-dimensional crystal the strain energy is defined relative to a unit volume, so that conventionally our expressions (2.16) and (2.17) become

\[ C = \rho c^2 \quad ; \quad \rho \omega^2 = Ck^2 \quad (2.18) \]

where \( \rho \) is the density. The relationship between the acoustic modes and macroscopic elasticity is examined in more detail in Chapter 7.

Extension to include distant neighbours

Our analysis is readily extended to include more interactions than only the nearest-neighbour interaction. If \( \varphi_p(r_p) \) is the energy between the \( p \)-th neighbours separated by a distance \( r_p \) (= \( pa \) for equilibrium), the energy of our chain is given by

\[ E = N \sum_p \varphi_p(pa) + \frac{1}{2} \sum_{n,p} \left( \frac{\partial^2 \varphi_p}{\partial u^2} \right)_{r_p=pa} (u_n - u_{n+p})^2 \quad (2.19) \]

Note that we have again neglected the anharmonic terms. The harmonic energy is therefore given as

\[ E^{\text{harm}} = \frac{1}{2} \sum_{n,p} J_p (u_n - u_{n+p})^2 \quad (2.20) \]
where

\[ J_p = \frac{\partial^2 \varphi_p}{\partial u^2} = \left( \frac{\partial^2 \varphi_p}{\partial r_p^2} \right)_{r_p = pa} \] (2.21)

The equation of motion given by equation (2.4) is readily extended to

\[ m \frac{\partial^2 u_n}{\partial t^2} = - \frac{\partial E^{\text{harm}}}{\partial u_n} = - \sum_p J_p \left( 2u_n - u_{n-p} - u_{n+p} \right) \] (2.22)

Our travelling wave solution is still given by equation (2.5). Hence the solution of equation (2.22) for each wave vector gives us

\[
-m\omega_k^2 \tilde{u}_k \exp(i[kna - \omega_k t]) \\
= -\tilde{u}_k \exp(-i\omega_k t) \sum_p J_p \left[ 2 \exp(ikna) - \exp(ik[n-p]a) - \exp(ik[n+p]a) \right]
\] (2.23)

This simply reduces to

\[
m\omega_k^2 = \sum_p J_p \left[ 2 \exp(ikp) - \exp(-ikp) \right] = 2 \sum_p J_p [1 - \cos kp] \] (2.24)

and we finally obtain the expression for the dispersion curve:

\[
\omega_k^2 = \frac{4}{m} \sum_p J_p \sin^2 \left( \frac{kpa}{2} \right)
\] (2.25)

This result represents only a minor modification to the result for nearest neighbours, equation (2.7). The general result has the same behaviour for \( k \to 0 \) and at \( k = \pi/a \) as described above.

Three-dimensional monatomic crystals

If we preserve simplicity, our model can be easily extended to three dimensions, if now in our equations of motion the variables \( u \) refer not to displacements of atoms but of planes of atoms, and our force constants are similarly redefined. This was discussed in Chapter 1, and is illustrated in Figure 1.3. We also need to include motions that are perpendicular to the wave vector. These follow as a simple extension of our one-dimensional model. One can imagine
that perpendicular displacements will have different force constants from the longitudinal force constants, but they will be expressed in an identical manner so that the results for the different types of motion will follow identical equations. As there are two orthogonal directions perpendicular to the wave vector, there will be two more acoustic branches with different dispersion curves determined by the new force constants. The corresponding vibrations are called transverse acoustic modes. In high-symmetry situations, where there are three-, four- or six-fold rotation axes along the direction of the wave vector, the force constants will be the same for any two transverse displacements, so that the two transverse modes will have degenerate\(^5\) frequency dispersion.

It should be noted, however, that our hand-waving extensions to the simple model are technically appropriate only for crystals of high symmetry and for wave vectors along symmetry directions (e.g. [001]). For more complex cases the force constants between planes are not easily defined, and the motions are not necessarily transverse or longitudinal. We will consider how to do things properly in Chapter 6.

Examples of three-dimensional monatomic unit cells are provided by many metals. Figure 2.5 shows the acoustic mode dispersion curves for lead (fcc structure) for wave vectors along different directions in reciprocal space, and Figure 2.6 shows the acoustic mode dispersion curves for potassium (bcc structure). Note the degeneracies along [100], which is a four-fold rotation axis, and along [111], which is a three-fold rotation axis. The transverse modes are not degenerate along [110], which is only a two-fold rotation axis. The results shown in Figures 2.5 and 2.6 were obtained by neutron scattering.

\(^5\) Meaning of exactly equal frequency or energy.
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Figure 2.6: Acoustic mode dispersion curves for potassium measured by neutron scattering (Cowley et al. 1966).

experiments. The technique of neutron scattering is described in detail in Chapter 9. For the moment, we can say that the basic idea is that the neutrons are scattered by the lattice vibrations, and the frequency and wave vector of any vibration can be obtained by measuring the change in energy and wave vector of the scattered neutron beam. The change in wave vector corresponds to the wave vector of the lattice vibration, and the change in energy is equal to the frequency of the vibration multiplied by Planck's constant.

Worked example: the lattice dynamics of the rare-gas solids

The rare-gases crystallise with face-centred cubic structures. Table 2.1 lists the atomic masses, melting temperatures $T_m$, and the unit cell parameters $a$ for the different elements. The measured dispersion curves are given in Figures 2.7–2.10.

The rare-gas elements are good examples for the calculation of lattice dynamics properties since they have simple structures, and the weak forces can be represented by well-defined short-range interactions. Specifically we will assume that the interatomic energy $\varphi(r)$ in each case is given by the standard Lennard-Jones form (equation (1.7)),

$$\varphi(r) = -4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^6 - \left( \frac{\sigma}{r} \right)^{12} \right]$$

(2.26)

where $r$ is the distance between two atoms. We will assume that only nearest-neighbour interactions need to be considered. Our aim will be to obtain numerical values for the coefficients $\varepsilon$ and $\sigma$ in the Lennard-Jones model from the
The harmonic approximation

Table 2.1: Crystal data for the rare-gas solids (Kittel 1976, p 77)

<table>
<thead>
<tr>
<th>Atom</th>
<th>Atomic mass</th>
<th>$T_m$ (K)</th>
<th>$a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ne</td>
<td>20.2</td>
<td>23</td>
<td>4.466</td>
</tr>
<tr>
<td>Ar</td>
<td>40.0</td>
<td>84</td>
<td>5.313</td>
</tr>
<tr>
<td>Kr</td>
<td>83.8</td>
<td>117</td>
<td>5.656</td>
</tr>
<tr>
<td>Xe</td>
<td>113.3</td>
<td>161</td>
<td>6.129</td>
</tr>
</tbody>
</table>

experimental data of Figures 2.7–2.10. This illustrates one of the advantages of
the study of lattice dynamics, namely that it is possible to extract direct infor-
mation concerning the interatomic potentials.

We first consider two atoms at their equilibrium separation distance $r_0$ in the
face-centred cubic crystal, $r_0 = a/\sqrt{2}$. The condition that $\partial \varphi / \partial r = 0$ when $r = r_0$
immediately gives us

$$\sigma = 2^{-2/3} a$$  \hspace{1cm} (2.27)

We now obtain the harmonic force constant, $K$, between a pair of atoms at their
equilibrium separation:

$$K = \left( \frac{\partial^2 \varphi}{\partial r^2} \right)_{r=r_0} = -\frac{4\varepsilon}{r_0^2} \left[ 42 \left( \frac{\sigma}{r_0} \right)^6 - 156 \left( \frac{\sigma}{r_0} \right)^{12} \right] = \frac{72\varepsilon}{2^{1/3} \sigma^2}$$  \hspace{1cm} (2.28)

We will proceed by writing down the dynamical equations in terms of $K$, and
we will then use experimental data to determine values for $K$.

Consider now the lattice vibrations with wave vectors along [111]. This
direction is normal to the (111) planes. Each atom in a (111) plane has three
neighbouring atoms in the nearest (111) plane. It is convenient to define a coor-
dinate system for the (111) plane such that $z$ is along [111], $x$ is along [110],
and $y$ is along [112]. With this coordinate system, the coordinates of the nearest-
neighbour atoms in the next (111) plane are:

$$\frac{a}{\sqrt{6}} \left( \pm \frac{\sqrt{3}}{2}, -\frac{1}{2}, \sqrt{2} \right) ; \quad \frac{a}{\sqrt{6}} \left( 0, 1, \sqrt{2} \right)$$  \hspace{1cm} (2.29)

For longitudinal and transverse motions we need the following inter-planar
force constants:

$$J_L = \sum_j \frac{\partial^2 \varphi}{\partial z_j^2} ; \quad J_T = \sum_j \frac{\partial^2 \varphi}{\partial x_j^2} = \sum_j \frac{\partial^2 \varphi}{\partial y_j^2}$$  \hspace{1cm} (2.30)
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Reduced wave vector component, $\xi$

Figure 2.7: Acoustic mode dispersion curves for argon (Fujii et al. 1974). The lines give the calculated dispersion curves using the model described in the text.

where the sum is over the three neighbouring atoms in the next plane. It can easily be shown that

$$\frac{\partial^2 \varphi}{\partial z^2} = \left( \frac{z}{r} \right)^2 \frac{\partial^2 \varphi}{\partial r^2} \text{ etc.} \quad (2.31)$$

This gives the result:

$$J_L = K \sum_j \left( \frac{z_j}{r} \right)^2 \quad ; \quad J_T = K \sum_j \left( \frac{x_j}{r} \right)^2 = K \sum_j \left( \frac{y_j}{r} \right)^2 \quad (2.32)$$

where we use the coordinates of equation (2.29), and for all neighbours the nearest-neighbour distance is $r = a/\sqrt{2}$.

Substitution of the coordinates of equation (2.29) into the expressions for the inter-planar force constants, equation (2.32), yields:

$$J_L = 2K \quad ; \quad J_T = K / 2 \quad (2.33)$$

From equation (2.7) the zone boundary angular frequencies are given as:

$$\omega_L = \left( \frac{8K}{m} \right)^{1/2} \quad ; \quad \omega_T = \left( \frac{2K}{m} \right)^{1/2} \quad (2.34)$$

These results imply that $\omega_L = 2\omega_T$ for $k = \frac{1}{2}[111]$, which can be seen from Figures 2.7–2.10 to be approximately true for each example. From the experi-
The harmonic approximation

The harmonic approximation (f.0.0) (O.f.f)

Figure 2.8: Acoustic mode dispersion curves for neon (Endoh et al. 1975). The lines give the calculated dispersion curves using the model described in the text.

Experimental data we can obtain two estimates for the value of $K$ for each system, which are given in Table 2.2.

Consider now the dispersion curves along [001]. The nearest-neighbour atoms in the next (001) plane from the atom at the origin have coordinates

$$\frac{a}{2} (\pm 1, 0, 1) ; \frac{a}{2} (0, \pm 1, 1) \quad (2.35)$$

We do not now need to change coordinate systems as the vibration is along a unit cell vector. Using the results of equations (2.30)-(2.32) we obtain values for the force constants for wave vectors along [001]:

$$J_L = 2K \quad ; \quad J_T = K \quad (2.36)$$

which give zone boundary angular frequencies:

$$\omega_L = \left( \frac{8K}{m} \right)^{1/2} \quad ; \quad \omega_T = \left( \frac{4K}{m} \right)^{1/2} \quad (2.37)$$

The prediction that $\omega_L = \sqrt{2} \omega_T$ for $k = \frac{1}{4}[001]$ is consistent with the data of Figures 2.7–2.10. We now have another two estimates for the value of $K$, and all four estimates for each system are compared and averaged in Table 2.2. The largest standard deviation on the average value of $K$ is only 10%, but improved accuracy could have been obtained if we had fitted the curves over the whole branches rather than taking only the zone boundary wave vectors. The errors in
Figure 2.9: Acoustic mode dispersion curves for krypton (Skalyo et al. 1974). The lines give the calculated dispersion curves using the model described in the text.

$K$ are larger than the errors in $\omega$ because $K$ is proportional to the square of $\omega$. The average values of $K$ have been used to calculate the complete set of dispersion curves shown as solid lines in Figures 2.7–2.10. The agreement between the calculations and the experimental data is generally reasonable, indicating that our approximation of using only nearest-neighbour force constants is not too far from reality.

The dispersion curves along [011] are slightly more complicated, owing to the fact that nearest-neighbour atoms lie in the nearest and next-nearest planes. We therefore need to use the extension for distant neighbours given by equation (2.25). First we define a coordinate system such that $z$ lies along [011], $y$ lies along [011̅], and $x$ lies along [100]. The coordinates of the nearest-neighbour atoms are

\[
\begin{align*}
\text{nearest-neighbour: } & \frac{a}{\sqrt{2}} \left( \frac{1}{\sqrt{2}}, \frac{1}{2}, \pm \frac{1}{2} \right) ; \quad \frac{a}{\sqrt{2}} \left( \frac{1}{\sqrt{2}}, -\frac{1}{2}, \pm \frac{1}{2} \right) \\
\text{next-nearest-neighbour: } & \frac{a}{\sqrt{2}} (0,0,1)
\end{align*}
\]

(2.38)

We note that this set of neighbours defines two neighbouring planes, so we need to use equation (2.25) for $p = 1, 2$. Moreover, along this direction the two transverse force constants are not identical. However, the zone boundary along this direction is identical to the zone boundary along [001].

The force constants for this direction can readily be calculated using the methods described above for the coordinates (equation (2.38)), giving:
Table 2.2: Results for the force constant \( K \). Units are \( J \, m^{-2} \).

<table>
<thead>
<tr>
<th></th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>[111] L</td>
<td>0.45</td>
<td>1.37</td>
<td>1.54</td>
<td>1.55</td>
</tr>
<tr>
<td>[111] T</td>
<td>0.37</td>
<td>1.22</td>
<td>1.35</td>
<td>1.41</td>
</tr>
<tr>
<td>[001] L</td>
<td>0.45</td>
<td>1.32</td>
<td>1.54</td>
<td>1.55</td>
</tr>
<tr>
<td>[001] T</td>
<td>0.43</td>
<td>1.36</td>
<td>1.48</td>
<td>1.57</td>
</tr>
<tr>
<td>mean</td>
<td>0.42 ± 0.04</td>
<td>1.32 ± 0.07</td>
<td>1.48 ± 0.09</td>
<td>1.52 ± 0.07</td>
</tr>
</tbody>
</table>

Table 2.3: Energy parameters for the rare-gas solids. The experimental values for the lattice energies are taken from the compilation given by Kittel (1976, p 77).

<table>
<thead>
<tr>
<th></th>
<th>Ne</th>
<th>Ar</th>
<th>Kr</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma ) (Å)</td>
<td>2.813</td>
<td>3.347</td>
<td>3.563</td>
<td>3.861</td>
</tr>
<tr>
<td>( \varepsilon ) (kJ mol(^{-1}))</td>
<td>0.350</td>
<td>1.56</td>
<td>1.98</td>
<td>2.39</td>
</tr>
<tr>
<td>( W ) (calc.) (kJ mol(^{-1}))</td>
<td>-2.10</td>
<td>-9.36</td>
<td>-11.9</td>
<td>-14.3</td>
</tr>
<tr>
<td>( W ) (obs.) (kJ mol(^{-1}))</td>
<td>-1.88</td>
<td>-7.74</td>
<td>-11.2</td>
<td>-16.0</td>
</tr>
</tbody>
</table>

where the superscripts on the transverse force constants label the directions of motion. Using the estimates of \( K \) given in Table 2.2 the calculated dispersion curves are shown in Figures 2.7–2.10. It can be seen that the agreement is as good as for the other directions.

We finally come back to our main point, namely the evaluation of the parameters in the assumed interatomic potential, equation (2.26). Using the values of the cell parameters given in Table 2.1 and the average values of \( K \) given in Table 2.2, we can use equations (2.27) and (2.28) to obtain values for \( \sigma \) and \( \varepsilon \), which are given in Table 2.3. We can then calculate the lattice energy \( W \) for each system, which is equal to \(-3\varepsilon\). The calculated values are compared with experimental data in Table 2.3. The agreement between the calculated and measured lattice energies is reasonably good. It might be expected that the results could be improved by including second-nearest-neighbour interactions, and by fitting the force constants against the dispersion curves at all wave vectors rather than only at the zone boundary points.
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Figure 2.10: Acoustic mode dispersion curves for xenon (Lurie et al. 1974). The lines give the calculated dispersion curves using the model described in the text.

Summary

1. We have defined and justified the use of the harmonic approximation.
2. We have obtained a general expression for the motion of an atom as given by its displacement $u(t)$ – equation (2.5).
3. We have calculated the frequency $\omega_k$ for any vibrational mode of wave vector $k$ for our simple model.
4. We have obtained the complete set of allowed values of the wave vector $k$, and from this we have introduced the concept of the Brillouin zone.
5. All we now need in order to complete the picture is an expression for the mode amplitude $\tilde{u}_k$. This will be dealt with in Chapter 4. Also note that we have not included the relative phase of any mode.
6. We have established the connection between sound waves and the elastic properties – the essential link between microscopic interactions and macroscopic behaviour.
7. We have defined the following general concepts:
   - acoustic modes;
   - longitudinal and transverse modes;
   - dispersion curves.
8. We have extended our ideas from one-dimensional chains to three-dimensional crystals.
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Dynamics of diatomic crystals: general principles

The methods of the previous chapter are extended to the case of two atoms in the unit cell. The picture that emerges is then generalised for more complex cases, leaving aside the formalism for further consideration in Chapter 6. The lattice dynamics of ionic crystals, covalently bonded crystals, and molecular crystals are discussed.

The basic model

In this chapter we will build upon the results of the previous chapter with the analysis of a more complex model, namely a harmonic chain with two different atom types in the unit cell. The model is shown in Figure 3.1. The force constants $G$ and $g$, masses $M$ and $m$, and displacements $U$ and $u$ are defined in this figure. All atoms are separated by $\alpha/2$ when at rest. We will consider only the longitudinal motions, as the extension to include transverse motions is the same as for the monatomic case. We will also only consider nearest-neighbour interactions. This model will give us some new important characteristics, but despite its simplicity it proves to be about as far as we can go before the arithmetic becomes too complicated. For anything more complex we need to resort to the computer, as discussed in Chapter 6.1

![Figure 3.1: Diatomic linear harmonic chain. The parameters are defined in the text.](image)

1 That said, it is interesting to note that Madelung (1910) undertook an analysis of the lattice dynamics of NaCl even before the atomic structure of crystals had been experimentally verified (Bragg 1913), and one of the major studies of the lattice dynamics of NaCl was performed in 1940 (Kellerman 1940).
Equations of motion

The harmonic energy for our model is given as

\[ E = \frac{1}{2} \sum_n \left[ G(U_n - u_n)^2 + g(u_{n-1} - U_n)^2 \right] \quad (3.1) \]

Following the procedure we used for the analysis of the monatomic chain in the previous chapter, we can write down the equations of motion for our model:

\[
M \frac{\partial^2 U_n}{\partial t^2} = -\frac{\partial E}{\partial U_n} \\
= -G(U_n - u_n) - g(U_n - u_{n-1}) \\
= -(G + g)U_n + gu_{n-1} + Gu_n \quad (3.2)
\]

\[
m \frac{\partial^2 u_n}{\partial t^2} = -\frac{\partial E}{\partial u_n} \\
= -g(u_n - U_{n+1}) - G(u_n - U_n) \\
= -(G + g)u_n + gu_{n+1} + Gu_n \quad (3.3)
\]

We can assume the same general solutions as used for the monatomic chain:

\[
U_n = \sum_k \tilde{U}_k \exp\left( i[kn - \omega_k t] \right) \quad (3.4)
\]

\[
u_n = \sum_k \tilde{u}_k \exp\left( i[kn - \omega_k t] \right) \quad (3.5)
\]

where \( k \) is the wave vector, \( \omega_k \) is the angular frequency of a given mode, and \( \tilde{U}_k \) and \( \tilde{u}_k \) are the two amplitudes for a single given mode (the two atoms each have a different amplitude for any one mode).

There is a point of potential confusion here. The amplitudes are in general complex, and contain the information about the relative phases of the motions of the two atoms. We have defined the wave equations for the two atoms so that they have the same origins, by which we mean that the exponents give the positions of the origins of the unit cells rather than the mean positions of the individual atoms. We could instead have written down the general solutions
with the atomic positions, which would mean replacing \(na\) by \((n + \frac{1}{2})a\) in one of equations (3.4) or (3.5). The phase difference would then have been transferred to the amplitude, and we would end up with the same final equations.

We perform the same analysis as we used in the previous chapter for the monatomic chain. We substitute the two solutions (3.4) and (3.5) for an individual wave vector into the equations of motion, (3.2) and (3.3). After cancelling the factors common to both sides of the resultant equations we obtain the following simultaneous equations:

\[
-M\omega_k^2 \ddot{u}_k = -(G + g)\dot{u}_k + (G + g \exp(-ika))\ddot{u}_k
\]

\[
-m\omega_k^2 \ddot{u}_k = -(G + g)\dot{u}_k + (G + g \exp(ika))\ddot{u}_k
\]

We can write these simultaneous equations in the matrix form:

\[
\begin{pmatrix}
-M\omega_k^2 & -(G + g) \\
G + g \exp(ika) & m\omega_k^2 - (G + g)
\end{pmatrix}
\begin{pmatrix}
\ddot{u}_k \\
\ddot{u}_k
\end{pmatrix} = 0
\]

(3.6)

For this equation to have a solution, the determinant of the matrix must equal zero. This then gives us a quadratic equation for the square of the angular frequency:

\[
M\omega_k^2 - (G + g)[m\omega_k^2 - (G + g)] = [G + g \exp(ika)][G + g \exp(-ika)]
\]

\[
\Rightarrow Mm\omega_k^2 - (M + m)(G + g)\omega_k^2 + 4Gg \sin^2(ka/2) = 0
\]

\[
\Rightarrow \omega_k^2 = \frac{(M + m)(G + g) + \left[(M + m)^2(G + g)^2 - 16MmGg \sin^2(ka/2)\right]^{1/2}}{2Mm}
\]

(3.8)

This equation can easily be solved, although the general solution is somewhat cumbersome. The important point to note is that there are two solutions, so that we will have two curves — usually called branches — in the dispersion diagram. This follows from the fact that the two atoms have given two equations of motion. If we had also considered the transverse modes (now allowing for three-dimensional motion) we would then have had six equations and six branches. By extension, the number of branches in a three-dimensional crystal with \(Z\) atoms in the unit cell is \(3Z\).

**Solution in the long-wavelength limit**

When \(k\) is small, we can solve equation (3.8) for the angular frequencies by taking the linear limit on the sine:
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Figure 3.2: Dispersion curves for the one-dimensional diatomic chain.

\[ Mm\omega_k^4 - (M + m)(G + g)\omega_k^2 + Ggk^2a^2 = 0 \]

\[ \Rightarrow \omega_k^2 = \frac{(M + m)(G + g)}{2Mm} \pm \frac{1}{2Mm} \left[ (M + m)^2(G + g)^2 - 4MmGgk^2a^2 \right]^{1/2} \]

\[ = \frac{(M + m)(G + g)}{2Mm} \left[ 1 \pm \left( 1 - \frac{2MmGgk^2a^2}{(M + m)^2(G + g)^2} \right) \right] \]

(3.9)

Note that we have taken a series expansion of the square root for the limit \( k \to 0 \), and have retained only the lowest-order term.

Equation (3.9) has the two roots for the frequency:

\[ \omega_k^2 = \left( M + m \right) \left( G + g \right) \frac{1}{Mm} - O(k^2) \quad ; \quad \frac{Ggk^2a^2}{(M + m)(G + g)} \]

(3.10)

Clearly the first frequency is large and varies only weakly with \( k \), whilst the second frequency has the same behaviour as the acoustic mode we met in the model for the monatomic chain. The first branch (flat at \( k = 0 \)) is called the optic mode, partly because it has a frequency that is in the vicinity of the optical region of the electromagnetic spectrum (whereas the acoustic mode has an acoustic frequency), but also because the atomic motions associated with this branch are the same as the response to an oscillating electromagnetic field. We

2 These modes are often called optical modes in older texts.
3 Actually in the infrared region of the spectrum, with typical frequency values 1–30 THz.
will discuss this later. For a more complicated crystal with $Z$ atoms in the unit cell, there will always be 3 acoustic branches (one longitudinal and two transverse) and $3(Z-1)$ optic branches.

We expect that the frequencies of the acoustic and optic branches will curve with increasing wave vector, as we expect that $\partial \omega / \partial k = 0$ at $k = \pi/2a$. One complete solution to equation (3.8) for all wave vectors is given in Figure 3.2.

**Some specific solutions**

*Solution for equal force constants: representation of a crystal with two different but equally spaced atoms*

One simplification to the model is to make the two force constants equal, i.e. $G = g$. This model corresponds to having two types of atoms with constant spacing between them, such as the alkali halides. From equation (3.10) the angular frequencies for small $k$ are

$$\omega_k^2 = 2G \left( \frac{1}{M} + \frac{1}{m} \right) ; \quad \frac{Gk^2a^2}{2(M+m)}$$

(3.11)

Inserting these two values into the matrix equation of motion (3.7), we can solve for the relationship between $\hat{U}_k$ and $\tilde{u}_k$. We find for the acoustic mode in the limit $k = 0$ that both atoms move in the same direction by the same amount:

$$\hat{U}_0 = \tilde{u}_0$$

(3.12)

This is what we would expect for a vibration that corresponds to compressional motion. On the other hand, for the optic mode we obtain:

$$MM\hat{U}_0 = -m\tilde{u}_0$$

(3.13)

The relative motions are opposite for the two atom types. If they have opposite charges, then their motions correspond to their response to an electric field, which is the point we made concerning the optical character above. The two modes of motion are shown in Figure 3.3.

At the Brillouin zone boundary $k = \pi/2a$, and $\sin^2(ka/2) = 1$. In this case equation (3.8) with $G = g$ has the solutions:

$$\omega_k^2 = \frac{2G}{M} ; \quad \frac{2G}{m}$$

(3.14)

The matrix equation of motion (3.7) for $k = \pi/2a$ simplifies to the form:
\[ \begin{pmatrix} M\omega_k^2 - 2G & 0 \\ 0 & m\omega_k^2 - 2G \end{pmatrix} \begin{pmatrix} \tilde{U}_k \\ \tilde{u}_k \end{pmatrix} = 0 \] (3.15)

When we substitute the two angular frequencies from equation (3.14) into this equation, we obtain the solutions for the associated atomic displacements:

\[ \omega_k^2 = \frac{2G}{M} \Rightarrow \tilde{u}_k = 0, \quad \tilde{U}_k \text{ is undetermined} \] (3.16)

\[ \omega_k^2 = \frac{2G}{m} \Rightarrow \tilde{U}_k = 0, \quad \tilde{u}_k \text{ is undetermined} \] (3.17)

So for both modes at the zone boundary one atom moves and the other stands still. You should note that this is not a general feature but is specific to this case. However, it is often the case that the distinction between the acoustic and optic modes is lost for wave vectors close to the zone boundary.

**Solution for equal masses: representation of a crystal with two atoms of the same type in a primitive unit cell**

Another simplification is to set the two masses to equal values, i.e. \( M = m \), whilst the two force constants remain unequal. This model could represent the case where there is only one atom type but two distinct environments, so that there are different separation distances, such as in the diamond or hexagonal close-packed structures. The angular frequencies for small \( k \) from equation (3.10) become:

\[ \omega_k^2 = \frac{2(G + g)}{M} \quad \text{and} \quad \frac{Ggk^2a^2}{2M(G + g)} \] (3.18)
Inserting these values into equation (3.7) gives the two sets of displacements. For the acoustic mode we have
\[ \tilde{U}_0 = \tilde{u}_0 \] (3.19)
and for the optic mode we have
\[ \tilde{U}_0 = -\tilde{u}_0 \] (3.20)

These relations are similar to the model for unequal masses but identical force constants. At the Brillouin zone boundary the solutions of equation (3.8) for \( M = m \) are

For \( k = \pi a \) equation (3.7) reduces to

\[
\left( \frac{M \omega_k^2 - (G + g)}{(G - g)} \right) \left( \frac{G - g}{M \omega_k^2 - (G + g)} \right) \begin{pmatrix} \tilde{U}_k \\ \tilde{u}_k \end{pmatrix} = 0
\] (3.22)

Substitution of the angular frequencies from equation (3.21) gives the associated solution for the atomic displacements:

\[ \omega_k^2 = \frac{2g}{M} \Rightarrow \tilde{U}_k = \tilde{u}_k \] (3.23)

\[ \omega_k^2 = \frac{2G}{M} \Rightarrow \tilde{U}_k = -\tilde{u}_k \] (3.24)

These results contrast with the case for unequal masses and identical force constants. Our model now retains the distinction between the acoustic and optic modes for all wave vectors.

**Solution for equal masses but with \( G \gg g \): representation of a simple molecular crystal**

The case when the masses are equal but the force constants are very different is representative of systems where there are both strong covalent bonds and weak interactions. One simple example is a lattice of diatomic molecules (e.g. molecular nitrogen), where the two atoms are tightly bound, and the molecules interact via weak dispersive and repulsive interactions. Anticipating our results, we would expect the molecules to move as rigid bodies, with the inter-
nal molecular vibrations being separated from the normal lattice dynamics. Another example is any mineral containing SiO$_4$ tetrahedra. In this case the Si–O bond stretching vibrations are of much higher frequency than the vibrations which involve displacements, rotations and bond-bending distortions of the tetrahedra.

We can now re-write our general equation (3.8) for our limiting case $G \gg g$ as

$$Mm\omega_k^4 - (M + m)G\omega_k^2 + 4Gg\sin^2(ka/2) = 0 \quad (3.25)$$

The roots of the quadratic equation are given as:

$$\omega_k^2 = \frac{4g}{(M + m)}\sin^2(ka/2) \quad \text{with} \quad \frac{G(M + m)}{Mm}$$

with the two solutions for all $k$ in the limiting case given as (respectively):

$$\tilde{U}_k = \tilde{u}_k \quad (3.27)$$

$$M\tilde{U}_k = -m\tilde{u}_k \quad (3.28)$$

The first solution represents an acoustic mode in which the molecule moves as a rigid body with just one degree of freedom. This solution is equivalent to the solution for the monatomic chain, equation (2.7), with the atomic mass replaced by the molecular mass. The second solution, on the other hand, represents the internal molecular bond-stretching frequency, which is effectively constant for all wave vectors.

**Generalisation to more complex cases**

*Acoustic and optic modes*

We reinforce our descriptions of acoustic and optic modes by considering the case of four atoms in a unit cell, all moving along the $x$ direction, and with $k \approx 0$. The atomic displacements associated with the four modes of vibration are given in Table 3.1. These are the only four independent linear combinations of positive or negative displacements. Except for mode 1, the sums of the displacements are zero. Thus modes 2 to 4 correspond to the optic modes. Mode 1, for which all the atoms move in phase, is the acoustic mode. All other possible displacement patterns correspond to linear combinations of these basic modes. For example:
Table 3.1: Atomic displacements for four modes.

<table>
<thead>
<tr>
<th>Mode 1</th>
<th>Atom 1</th>
<th>Atom 2</th>
<th>Atom 3</th>
<th>Atom 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td></td>
</tr>
<tr>
<td>Mode 2</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>Mode 3</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>Mode 4</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
</tbody>
</table>

displacements +1 -1 -1 -1 = \( \frac{1}{2} \times \) modes \((2 + 3 + 4 - 1)\)

It is easy to generalise this argument for \(Z\) atoms per cell, showing that for displacements along one direction there will always be 1 acoustic mode and \((Z - 1)\) optic modes. If we now allow motions along the \(y\) and \(z\) directions as well, it is clear that we will have 3 acoustic modes and \((3Z - 3)\) optic modes. We can conclude that the principal difference between acoustic and optic modes is that in the limit \(k \rightarrow 0\) the acoustic modes have all the atoms moving in phase, whereas the optic modes have the atoms moving out of phase. This distinction is not relevant for larger wave vectors, as we have seen in one case for our simple one-dimensional model. Note that if the atoms have different masses, the displacement patterns described above will be for mass-weighted displacements.

Zone boundary behaviour

We pointed out earlier that the gradient of the dispersion curve goes to zero at the boundaries of the Brillouin zone. This feature was noted for high symmetry cases. In the general case, when the direction of the wave vector is not normal to the plane of the surface of the Brillouin zone, it is the normal component that has a zero gradient at the zone boundary.

There is one significant exception to this. If the crystal space group has a screw-axis or a glide plane,\(^4\) the frequencies of pairs of branches for some zone boundary wave vectors become degenerate, with the gradient of the upper branch equal to the negative of the gradient of the lower branch. This feature is illustrated in some of the examples given below. The simplest explanation of this behaviour is that wave vectors along screw-axes are completely insensi-

---

\(^4\) Such a crystal is often called non-symmorphic.
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The behaviour of the dispersion curve at a zone boundary along the direction of a screw-axis. The dispersion curve on the left hand side can be unfolded as on the right hand side, to give the dispersion curves for two symmetries.

Figure 3.4: The behaviour of the dispersion curve at a zone boundary along the direction of a screw-axis. The dispersion curve on the left hand side can be unfolded as on the right hand side, to give the dispersion curves for two symmetries.

tive to the rotations of the screw-axis, and hence it will appear as if the unit cell has only half the repeat distance. This being so, the Brillouin zone will appear to be twice as large, and the real zone boundary will not be noticed. It is then possible to consider the dispersion curves for wave vectors along these special directions in an extended zone scheme, as illustrated in Figure 3.4.

Symmetry of lattice vibrations

Any lattice vibration will lower the symmetry of the structure. Different modes will have different effects on the symmetry, and it is possible to assign a symmetry to each mode, which labels the symmetry operations that are not removed by the vibration. In the language of group theory, each vibrational mode will correspond to a single irreducible representation of the point group of the particular wave vector.

The main effect of symmetry is that vibrations of the same symmetry can interact, whereas those of different symmetry cannot. What this means is that the displacement patterns of two modes of the same symmetry can mix, so that one cannot identify a unique displacement pattern to a mode if another mode of the same symmetry exists. Related to this is the fact that two modes of the same symmetry cannot have dispersion curves that cross. Instead of crossing, two modes will appear to cross but will in fact "repel" each other as they approach each other in frequency. This effect is known as anti-crossing, and is illustrated in Figure 3.5. Anti-crossing modes are quite common, and will be seen in the examples shown below. Symmetry is described in more detail by Bradley and Cracknell (1972).
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Examples

Dispersion curves have now been measured in a wide variety of materials using inelastic neutron scattering; here we give some representative examples. It should be appreciated that the determination of a complete set of dispersion curves for anything other than the simplest structures is a major undertaking, and frequently only an incomplete set of branches is obtained. The usual motivation for measuring dispersion curves is the information they give about interatomic forces, and often an incomplete set of dispersion curves is adequate for this. We will stress the importance of the particular examples in this regard. As we will see in Chapter 9, the low-frequency branches are more easily measured by neutron scattering than the high-frequency modes. But the low-frequency modes have the greater dispersion and are therefore the most interesting. The high-frequency modes are often only weakly dependent on wave vector, and therefore a spectroscopic measurement (Chapter 10) at \( k = 0 \) will generally suffice for most practical purposes. One of the key points to note from the examples given here is the range of values of frequencies of the lattice vibrations, typically in the THz region. Another feature that will be apparent is the complexity of the dispersion curves! A catalogue of measured dispersion curves in insulators is given in Bilz and Kress (1979), and an update of this compilation is given in Appendix H.

Ionic crystals: the alkali halides

The alkali halides are the best-studied family of insulator crystals, primarily because of their relative simplicity and the ease with which high-quality single crystals could be grown for neutron scattering experiments. Dispersion curves for NaCl and KBr are shown in Figure 3.6.\(^5\) There are two ions in the primitive

\(^5\) Dispersion curves for all the alkali halides are given in Bilz and Kress (1979).
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Reduced wave vector coordinate, $\xi$

Figure 3.6: Measured dispersion curves for NaCl (Raunio et al. 1969) and KBr (Woods et al. 1963). The transverse modes are shown as filled circles and continuous curves, and the longitudinal modes are shown as open circles and dashed curves. The data for KBr along [110] are incomplete.

cell, giving 3 acoustic and 3 optic modes for all wave vectors. Note, however, the degeneracies of the transverse modes, acoustic and optic, for wave vectors along the [001] and [111] symmetry directions. Also note that some branches show significant anti-crossing effects.

The dispersion curves for the alkali halides highlight one feature of ionic crystals, namely that the longitudinal and transverse optic modes have different frequencies at the zone centre. At first sight this is a surprising observation, since one might naively expect that transverse and longitudinal optic modes should have the same frequency. The difference arises from the fact that the longitudinal and transverse modes give rise to different long-range fields in the limit $k \to 0$. This difference in frequencies is colloquially called the $LO/TO$ splitting. For the alkali halides this observation is described by the Lyddane–Sachs–Teller (LST) relation (Lyddane et al. 1941):

$$\frac{\varepsilon_0}{\varepsilon_\infty} = \frac{\omega_L^2}{\omega_T^2}$$

(3.29)

where $\varepsilon_0$ and $\varepsilon_\infty$ are the dielectric constants for oscillating electric fields at zero and infinite frequency respectively, and $\omega_L$ and $\omega_T$ are the longitudinal and
transverse optic mode frequencies in the limit $k \to 0$. The LST relation can be generalised for more complex crystal structures (Cochran 1959b; Cochran and Cowley 1962). The LST relation is derived in many solid state textbooks using standard dielectric theory which is outside the scope of the present book (Ashcroft and Mermin 1976, p 548; Kittel 1976, p 306). We will meet the LST relation again in connection with the origin of displacive phase transitions (Chapter 8).

There was a burst of activity in the 1960s, when neutron scattering became a routine tool, to measure the dispersion curves for most alkali halide crystals. The motivation for this work was the development of force constant models that could be tested against experimental data. During this activity the shell model was found to be essential to model the lattice dynamics of these systems (Woods et al. 1960, 1963; Cochran 1971), and this work led to many refinements of the basic model (Bilz and Kress 1979, pp 8–14). The significance of these developments has been in the insights they have provided into crystal stability, which is a particularly crucial issue in the study of displacive phase transitions (Cochran 1959c, 1960, 1961). The soft mode model for ferroelectric phase transitions, described in Chapter 8, arose from this work.
Apart from the alkali halides, the dispersion curves in a number of related systems has also been measured, e.g. MgO (Sangster et al. 1970). More complex ionic crystals, such as CaF$_2$ (Elcombe and Pryor 1970), TiO$_2$ (Traylor et al. 1971) and perovskite SrTiO$_3$ (Stirling 1972) have also been studied by inelastic neutron scattering. The latter system was studied in order to provide information about the forces that give rise to the displacive phase transitions as a detailed case study.

**Molecular crystals: naphthalene**

One of the main features of molecular crystals as far as the lattice dynamics are concerned is that there is usually a large difference between the frequencies of modes in which the molecules move as rigid units (the *external modes*) and the modes which involve distortions of the molecules (the *internal modes*). Typically the external modes have frequencies below 3–4 THz, whereas the highest internal mode frequencies, which will involve stretching of covalent bonds, will be an order of magnitude higher. The internal modes will usually have only a weak dependence on wave vector, as we found earlier in the example with very different force constants.

The external modes involve translations and rotations of the molecules, giving six degrees of freedom per molecule. For $Z$ molecules in the unit cell there will be 3 acoustic modes and $(6Z - 3)$ external optic modes. If there are $f$ atoms per molecule, there will be a total of $(3Zf - 3)$ optic modes, of which $3Z(f - 2)$ will be the internal modes.

One system that has been studied in considerable detail is naphthalene, C$_{10}$H$_8$, which has two molecules in the unit cell. Neutron scattering studies of the deuterated form have led to the identification of all 12 external branches for the dispersion curves with wave vectors along the major symmetry directions in reciprocal space (Natkaniec et al. 1980). The lowest-frequency internal modes have also been measured. The results are shown in Figure 3.7. The space group of naphthalene is monoclinic $P2_1/c$, with the $2_1$ screw-axis along [010]. The dispersion curves at $(0, \frac{1}{2}, 0)$ show the degeneracies due to the screw-axis that was discussed above, and additional degeneracies are found for the zone boundary wave vectors between $(0, 0, 0)$ and $(\frac{1}{2}, 0, 0)$. The dispersion curves also show considerable anti-crossing effects. The motivation for this work was to test basic models for interatomic interactions for hydrocarbons. A basic Buckingham model was found to work fairly well, but it was later shown that the calculations of the dispersion curves could be improved by including a quadrupole moment on the molecules (Righini et al. 1980). Extensive work was also performed on the related material anthracene (C$_{14}$H$_{10}$), which was
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chosen to illustrate the relationship between the external and lowest-frequency internal modes (Dorner et al. 1982). Other molecular systems that have been studied in some detail include hexamethylene-tetramine (Dolling and Powell 1970), C₆N₂H₄ (Reynolds 1973), C₂(CN)₄ (Chaplot et al. 1983), and C₆F₃Cl₃ (Dove et al. 1989). These studies have provided useful insights into the cohesive energies of molecular crystals.

Ionic molecular crystals: calcite

Calcite, CaCO₃, is an example of a crystal with a number of distinctly different interactions. The atoms in the CO₃ groups are held together by strong covalent bonds, so that the carbonate groups move as rigid bodies in the low-frequency modes. On the other hand, there are strong Coulombic interactions between the Ca cations and the carbonate groups. Calcite has a rhombohedral structure with two formula units per unit cell; the carbonate groups are oriented normal to the three-fold axis. We therefore expect 18 external modes. Most of the external modes have been measured for wave vectors along the three-fold symmetry

Figure 3.8: a) Measured dispersion curves of calcite for wave vectors along the three-fold axis (Cowley and Pant 1973). b) Calculated dispersion curves along the same axis (Dove et al. 1992c).
axis; along this direction the transverse modes are doubly-degenerate, thereby reducing the number of branches in the dispersion curves to 12. The experimental results for the 10 lowest branches are shown in Figure 3.8a (Cowley and Pant 1973). Note the degeneracies at the zone boundary that arise from the existence of the glide plane, and the anti-crossing effects.

A model interatomic potential has been developed for calcite, which includes interactions for the external and internal modes, and which was optimised by fitting to the structure, elastic constants, and frequencies at \( k = 0 \) (Dove et al. 1992c). The complete set of calculated dispersion curves for wave vectors along the same direction as the experimental data is shown in Figure 3.8b. The agreement with the experimental data is about as good as can be obtained using models of the form described in Chapter 1. Better agreement can usually be obtained with the use of force constant models, but this may be due to the fact that such models can have more free parameters and fewer constraints. One feature that should be noted from Figure 3.8b is the separation between the external and internal mode frequencies. The external mode frequencies are all below 12 THz, whereas the internal mode frequencies are in the region 20–44 THz. The example of calcite provides an illustration of the
value of lattice dynamics measurements for the development of model potentials. The model has been used for the study of a high-temperature order–disorder phase transition in calcite (Dove and Powell 1989; Dove et al. 1992c), and for mineralogical applications (Dove et al. 1992c).

Covalent crystals: silicates

The covalently bonded silicates are in many respects similar to molecular crystals, in that they are composed of rigid SiO₄ tetrahedra. However, silicates are different from molecular crystals in that the tetrahedra are usually linked together at the corners. The high-frequency optic modes will be similar to the internal modes for molecular crystals, in that they will involve distortions of the tetrahedra through stretching of the Si–O bonds. However, modes of the low-frequency vibrations will also involve some distortions of the tetrahedra through bending of the O–Si–O bonds. Figure 3.9 shows the dispersion curves that have been measured for quartz, SiO₂ (Dorner et al. 1980), together with calculations using the model of Sanders et al. (1984). Low-frequency dispersion curves have also been measured for the silicates forsterite, Mg₂SiO₄ (Rao et al. 1988), and andalusite, Al₂SiO₅ (Winkler and Buehrer 1990). These measurements are of value in the analysis of transferable model interatomic potentials for silicates.

High-temperature superconductors

Classical superconductivity in metals involves an interaction between pairs of electrons mediated by the lattice vibrations. The record high temperature for the existence of superconductivity has recently risen dramatically with the discovery of superconductivity in oxides containing copper that have structures related to the perovskite structure. The crystal chemistry of these so-called high-temperature superconductors is not simple, as the superconductivity is associated with depletion of the oxygen content accompanied by changes in the valence of the copper ions. The two classic examples are La₂CuO₄₋ₓ, with superconductivity found below 45 K, and YBa₂Cu₃O₇₋ₓ, with superconductivity found below 96 K. It is not clear at the time of writing whether the superconductivity is associated with the lattice dynamics in the same way as it is in metals, or whether the superconducting mechanism involves pairing of electrons by another mechanism. However, the lattice dynamics are certainly involved in one way, in that the basic crystal structures are susceptible to dis-

---

6 There are silicates that have unconnected SiO₄ tetrahedra.
placive phase transitions depending on the oxygen content, and the structural state does have an effect on the existence of the superconducting state. We will see in Chapter 8 that there is a close connection between displacive phase transitions and lattice dynamics. For all these reasons it is desirable to measure the dispersion curves in high-temperature superconductors and related materials. A number of high-temperature superconductor samples have had their lattice dynamics measured (Birgeneau et al. 1987; Böni et al. 1988; Pintschovius et al. 1989, 1991; Reichardt et al. 1989). An example that illustrates the relative complexity of the dispersion curves in these materials is shown in Figure 3.10.

**Summary**

1. For Z atoms in the unit cell there are 3Z branches in the dispersion diagram, corresponding to 3Z modes of motion.
2. There are always 3 acoustic branches for any wave vector, with all atoms moving in phase for small wave vectors.
3. The remaining branches are optic modes, with atoms moving out of phase. Optic mode frequencies remain non-zero for zero wave vector.
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In this chapter we tackle the question of the amplitudes of lattice vibrations. We start by defining the normal mode coordinate. The effect of quantum mechanics on the lattice vibrations introduces temperature into the theory.

So far we have introduced most of the important features of lattice dynamics, namely the dispersion curves, acoustic and optic branches, the harmonic approximation, allowed wave vectors etc. We have used only simple models, but the features these have given are general and are found in complex cases as well. Leaving aside for now the discussion of the formal methods used for the calculation of dispersion curves and displacement vectors in general cases (dealt with in Chapter 6), we next need to tackle the question of the actual amplitudes of the lattice vibrations. We will need to introduce some formalism – the concept of normal modes and normal mode coordinates – in order to be able to draw some general conclusions.

**Normal modes and normal mode coordinates**

In Chapter 1 we introduced the general wave equation for a three-dimensional crystal with a monatomic unit cell (equation (1.26)). The main point was that a general wave causes the atoms to move in directions that are not necessarily parallel or perpendicular to the direction of the wave vector. So far we have included the information about the vibrational direction and the amplitude in a single amplitude vector. This means that we would write the equation for the displacement of any atom (labelled as the $j$-th atom in the $l$-th unit cell) as

$$u(jl, t) = \sum_{k, \nu} U(j, k, \nu) \exp\left(i[k \cdot r(jl) - \omega(k, \nu)t]\right)$$

(4.1)
where we have summed over all wave vectors, \( k \), and over all branches in the dispersion diagram, \( \nu \). Strictly speaking, we should really say that \( \nu \) labels the mode for any wave vector. \( U(j, k, \nu) \) is the amplitude vector that tells us how atom \( j \) moves under the influence of the wave \((k, \nu)\), giving the direction and amplitude of the motion.

It is usual to re-write equation (4.1) in a new form:

\[
U(jl, t) = \frac{1}{\sqrt{Nm_j}} \sum_{k, \nu} e(j, k, \nu) \exp(i(k \cdot r(jl)))Q(k, \nu)
\]  

(4.2)

where \( m_j \) is the mass of the \( j \)-th atom and \( N \) is the number of unit cells in the crystal. The new quantity \( Q(k, \nu) \) has subsumed the time dependence, and is a complex scalar quantity. In order that the net atomic displacement is always a real quantity, \( Q(k, \nu) \) is subject to the constraint:

\[
Q(-k, \nu) = Q^*(k, \nu)
\]  

(4.3)

\( Q(k, \nu) \) gives both the amplitude of the wave and the time dependence. On the other hand, the vector \( e(j, k, \nu) \), which is parallel to \( U(j, k, \nu) \), gives the direction in which each atom moves, and is normalised such that

\[
\sum_j |e(j, k, \nu)|^2 = 1
\]  

(4.4)

The vector \( e(j, k, \nu) \) is called the displacement vector. Other terms used are the mode eigenvector, since it is obtained as a solution of the eigenequations introduced in Chapter 6, or the polarisation vector, since it is related to the polarisation of the wave. It should be noted that within the harmonic approximation the displacement vector is independent of the mode amplitude.

It is straightforward to obtain the reverse Fourier transform of equation (4.1):

\[
Q(k, \nu) = \frac{1}{N^{1/2}} \sum_{jl} m_j^{1/2} \exp(-i(k \cdot r(jl)))e^*(j, k, \nu) \cdot U(jl, t)
\]  

(4.5)

The vibrational modes that we have calculated are called the normal modes of the system. They are travelling waves, each with a unique frequency, and have been defined by the formalism such that each normal mode is orthogonal. This is expressed mathematically for two modes labelled \( \nu \) and \( \nu' \) as:

\[
\sum_j e(j, k, \nu) \cdot e(j, -k, \nu') = \delta_{\nu, \nu'}
\]  

(4.6)
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where the use of both $k$ and $-k$ takes account of the imaginary components of $e$.

With the use of the new parameter $Q(k, v)$ the equations for the energy of a system gain a new simplicity. We will see later in Chapter 6 that the dynamic energy of the harmonic system, called the Hamiltonian $\mathcal{H}$, can be written as:

$$\mathcal{H} = \frac{1}{2} \sum_{k,v} \dot{Q}(k, v) \dot{Q}(-k, v) + \frac{1}{2} \sum_{k,v} \omega^2 (k, v) Q(k, v) Q(-k, v)$$ (4.7)

The simplicity of equation (4.7) makes the use of the new variables $Q(k, v)$ so popular. These variables look like coordinates, and so they are given the name of normal mode coordinates. An important feature of equation (4.7) is that there are no terms with interactions between different modes or between modes of different wave vectors. This is consistent with one of the features of harmonic systems, that there is no exchange of energy between one vibrational mode and another – each mode is independent of all others. Equation (4.7) represents a good starting point for further development, and we will meet this again in our discussion of anharmonic effects in Chapter 8, and we will also use it in Chapter 11 for detailed consideration of quantum mechanics.

The quantisation of normal modes

Everything that we have done so far has been classical. However, the behaviour of nature is determined by quantum mechanics rather than classical mechanics. For now we will simply cite the effects of quantum mechanics, although we will use some of these results quite a lot later on; the quantum picture will be derived in Chapter 11. Just as light is a wave motion that can be considered as composed of particles called photons, we can think of our normal modes of vibration in a solid as being particle-like. We call these little packets of energy phonons by analogy, the root of this word meaning sound. So we can think of our vibrational modes as being particles, and from now on we will regularly interchange between the particle and wave concepts, and will always call our vibrations phonons. This is the common usage!

Just like light, the energy of a phonon is given by the product of Planck's constant $\hbar$ ($= \hbar/2\pi$) and the angular frequency $\omega$. However, there is one feature that is peculiar to quantum mechanics that we need to take into account, namely that the lowest energy state of a quantum harmonic oscillator $E_0$ is not zero energy but equal to

$$E_0 = \frac{1}{2} \hbar \omega$$ (4.8)
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This is called the zero-point energy, and the corresponding motions at $T = 0$ K are called the zero-point vibrations.

The energy of the vibration can be changed only by integral units of the Planck energy, $\hbar \omega$. The mean energy of each vibrational mode, $E(k, \nu)$, is then given as:

$$E(k, \nu) = \hbar \omega(k, \nu) \left[ \frac{1}{2} + n(k, \nu) \right]$$

(4.9)

where $n(k, \nu)$ is the number of phonons in the $\nu$-th branch with wave vector $k$, and is called the phonon number or the occupation number. The phonon number is related to the temperature $T$ by the expression

$$n(k, \nu) = n(\omega, T) = \left[ \exp\left(\frac{\hbar \omega(k, \nu)}{k_B T}\right) - 1 \right]^{-1}$$

(4.10)

where $k_B$ is Boltzmann's constant. This expression is derived in Appendix C, and the function $n(\omega, T)$ is shown in Figure 4.1. It is a special case of the Bose–Einstein distribution, and is essentially an energy distribution function for quantum-mechanical particles (in our case the phonons) that are not subject to the Pauli exclusion principle (unlike electrons). It should be noted that the number of phonons depends only on frequency and temperature, and is independent of wave vector and mode label other than via the dependence of frequency on these quantities. This is why we write the phonon number as $n(\omega, T)$ in equation (4.10), to reflect the actual dependence.

Vibrational energies and normal mode amplitudes

We are now in a position to be able to calculate the amplitudes of the normal modes. We first calculate the average kinetic energy, $\langle K \rangle$, of the crystal, defined in the normal way from the atomic velocities:

$$\langle K \rangle = \frac{1}{2} \sum_{jl} m_j \left| \mathbf{u}(j,l,t) \right|^2$$

(4.11)

The instantaneous velocity of a single atom simply follows from equation (4.2) as

$$\mathbf{u}(j,l,t) = -i \left( \frac{\omega(k, \nu)e(j,k, \nu)}{Nm_j} \right)^{1/2} \sum_{k, \nu} Q(k, \nu) \exp(ik \cdot r(j,l))$$

(4.12)

When we insert this equation for the velocity of an atom into equation (4.11) for the average kinetic energy, the final result ends up looking rather simple:
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Figure 4.1: The Bose–Einstein distribution \( n(\omega, T) \) as a function of \( k_B T/\hbar \omega \).

\[
\langle K \rangle = \frac{1}{2} \sum_{k, \nu} \omega^2(k, \nu) \left| \langle 0(k, \nu) \rangle \right|^2
\]

(4.13)

The detailed derivation of this result is given in Appendix B.

We could repeat the whole procedure for the harmonic potential energy of the crystal, \( V \), which is dependent on the squared modulus of the displacement. However, we are not yet in a position to do this, as the calculation requires some of the formalism to be developed in Chapter 6. Instead we use the property of a harmonic oscillator that \( \langle V \rangle = \langle K \rangle \). Therefore the total harmonic energy of the crystal is

\[
\langle E \rangle = \langle K \rangle + \langle V \rangle = \sum_{k, \nu} \omega^2(k, \nu) \left| \langle 0(k, \nu) \rangle \right|^2
\]

(4.14)

This is the sum over the energies of the separate modes, so that we are able to conclude that the energy of a single mode, \( E(k, \nu) \), is equal to:

\[
E(k, \nu) = \omega^2(k, \nu) \left| \langle 0(k, \nu) \rangle \right|^2
\]

(4.15)

We are now in a position to calculate the normal mode amplitude. It is simply obtained by combining equations (4.9) and (4.15):

\[
\left| \langle 0(k, \nu) \rangle \right|^2 = \frac{\hbar}{\omega(k, \nu)} \left( n(\omega, T) + \frac{1}{2} \right)
\]

(4.16)
We should comment on the thermal average brackets that we have introduced into the picture. Although in an isolated harmonic oscillator there is no exchange of energy between different modes, in practice there is always contact with the outside world to change things around a bit inside the solid. In addition there will in practice always be some exchange of energy between modes because of phonon-phonon collisions. These arise from the breakdown of the harmonic approximation, which we will consider in more detail in Chapter 8. It is sufficient to note though that even allowing for the breakdown of the main model, the central ideas remain intact!

In the high-temperature limit, defined as

\[ k_B T \gg \hbar \omega \]  \hspace{1cm} (4.17)

the distribution function for the phonon number in equation (4.10) reduces to

\[ n(\omega, T) + \frac{1}{2} = \frac{k_B T}{\hbar \omega} \gg 1 \]  \hspace{1cm} (4.18)

In this case the normal mode amplitude has the simpler form:

\[ \langle |Q(k, \nu)|^2 \rangle = k_B T / \omega^2(k, \nu) \]  \hspace{1cm} (4.19)

At high temperatures, therefore, all modes have the same energy, equal to \( k_B T \). We noted at equation (4.14) that half of this energy is kinetic, and half is potential. Thus the kinetic energy per mode in the classical limit is \( \frac{1}{2} k_B T \). Since the number of modes is equal to the number of degrees of freedom \((3 \times \text{number of atoms})\), it is clear that we have also ended up with the classical equipartition result that each degree of motion has an average kinetic energy of \( \frac{1}{2} k_B T \).

By combining the results expressed in equations (4.2) and (4.16) we have finally achieved our original goal of obtaining a complete description of the atomic motions in a crystal within the harmonic approximation.

**So how far do the atoms actually move?**

We can now consider the actual size of the atomic displacement. First let us consider the size of the normal mode coordinate for a single phonon in the high-temperature limit, equation (4.19). For a temperature \( T = 300 \text{ K} \) and a frequency \( \omega/2\pi = 2 \text{ THz} \), the root-mean-square value of \( Q \) is about \( 5 \times 10^{-14} \text{ kg}^{1/2} \text{ Å} \). For a crystal with a monatomic unit cell and \( N \) atoms in the crystal, the mean-square atomic displacement is given as
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Figure 4.2: The full curve shows the calculated mean-squared displacement for an atom of mass 40 a.m.u. in a monatomic unit cell, with the approximation that all phonons have the same frequency of 2 THz. Note the small non-zero value at 0 K, and the linear temperature dependence at high temperatures. For comparison the broken curve shows the same quantity calculated using the classical high-temperature approximation.

\[
\langle |u(j)|^2 \rangle = \frac{1}{Nm_j} \sum_{k,v} \langle |Q(k,v)|^2 \rangle
\]  \hspace{1cm} (4.20)

This equation is derived from equation (4.2) in Appendix B. If we assume that all vibrations have the same angular frequency\(^1\) \(\omega\), and note that there will be 3\(N\) modes, the root-mean-square value for the atomic displacement in the high-temperature limit can be written as

\[
\langle |u(j)|^2 \rangle = \frac{3k_B T}{m_j \omega^2}
\]  \hspace{1cm} (4.21)

For a frequency of 2 THz and an atomic mass of 40 a.m.u., the root-mean-square displacement at 300 K is calculated to be \(-0.34\ \text{Å}\). This value is of typical order of magnitude measured in crystal structure refinements. Two points should be noted: firstly, heavier atoms vibrate with smaller amplitudes than light atoms; secondly, the mean-square displacement varies linearly with \(T\) at high temperatures (in the classical limit), as is generally observed experimentally. The temperature dependence of the mean-squared displacement is shown in Figure 4.2 for a range of temperatures, calculated without making the high-

\(^1\) The approximation that all phonons have the same frequency is known as the Einstein model, and is discussed in more detail in Chapter 5. Whilst it is a crude approximation, and is unrealistic for acoustic modes, with a suitable choice of the average frequency the Einstein model can give a surprisingly good representation of real behaviour.
temperature approximation. The range of validity of the high-temperature approximation is apparent from this figure.

**The crystallographic temperature factor**

As we noted in the first chapter, the motions of atoms can be detected in an X-ray diffraction experiment through the Debye–Waller or temperature factor, which occurs in the expression for the structure factor (Willis and Pryor 1975; Castellano and Main 1985; Kuhs 1992). Formally the structure factor for Bragg scattering can be written as:

\[
F(Q) = \left\langle \sum_j f_j(Q) \exp(iQ \cdot r_j) \right\rangle
\]

\[
= \sum_j f_j(Q) \exp(iQ \cdot \langle r_j \rangle) \exp\left(-\frac{1}{2} \left[Q \cdot u_j\right]^2\right)
\]

(4.22)

where

\[
Q = h \mathbf{a}^* + k \mathbf{b}^* + l \mathbf{c}^*
\]

(4.23)

and \(f_j(Q)\) is the amplitude for scattering from an individual atom (known as the atomic scattering factor for X-ray diffraction and scattering length for neutron scattering). The anisotropic temperature factor (Willis and Pryor 1975) for a crystal with orthogonal unit cell axes is given as

\[
\left\langle \left[Q \cdot u_j\right]^2\right\rangle = h^2 a^* a^* \left\langle u_1^2\right\rangle + k^2 b^* b^* \left\langle u_2^2\right\rangle + l^2 c^* c^* \left\langle u_3^2\right\rangle + 2hka^* b^* \left\langle u_1 u_2\right\rangle + 2hla^* c^* \left\langle u_1 u_3\right\rangle + 2kla^* b^* c^* \left\langle u_2 u_3\right\rangle
\]

(4.24)

where \(u_j = (u_1, u_2, u_3)\).

From the theory outlined above, we can write down an expression for the anisotropic temperature factor in terms of the normal mode coordinates:

\[
\left\langle u_\alpha(j)u_\beta(j)\right\rangle = \frac{1}{Nm_j} \sum_{k,v} \langle Q(k, v)Q(-k, v) \rangle e_\alpha(j, k, v)e_\beta(j, -k, v)
\]

(4.25)

It is therefore expected, as observed, that the temperature factor will increase linearly with temperature except at low temperatures.
Summary

1 We have introduced the formalism for the mode amplitudes in terms of the normal mode coordinates, and the harmonic energy of the crystal has been written in terms of these new variables.

2 The effects of quantum mechanics have been introduced into the picture. The lattice vibration quantum has been called the phonon. An expression for the average number of phonons at any temperature has been used in our energy equations.

3 The amplitudes of the vibrational modes have been related to the energy of the mode.

4 The energy of the mode has been shown to be related to the frequency of the mode and temperature.

5 We have derived an expression for the crystallographic temperature factor.
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The results of the previous chapter are used to construct the lattice dynamics contributions to the major thermodynamic functions. The density of states method for the practical evaluation of these functions is described. The Einstein and Debye models for the density of states are discussed, and they are applied to the calculation of the heat capacity. The main results are also applied to the study of reconstructive phase transitions.

The basic thermodynamic functions

In Chapter 4 we obtained the following expression for the harmonic phonon energy of the crystal:

\[
E = \sum_{k,\nu} \hbar \omega(k, \nu) \left[ \frac{1}{2} + n(\omega, T) \right] = \sum_{k,\nu} \hbar \omega(k, \nu) \left[ \frac{1}{2} + \left( \exp(\hbar \omega(k, \nu) / k_B T) - 1 \right)^{-1} \right]
\]

(5.1)

This is equivalent to the internal energy; the harmonic model does not allow for thermal expansion, so therefore this function is for constant volume. The constant volume heat capacity, \( C_V \), is then equal to

\[
C_V = \left( \frac{\partial E}{\partial T} \right)_V = \sum_{k,\nu} \hbar \omega(k, \nu) \frac{\partial n(\omega, T)}{\partial T} = \sum_{k,\nu} \left( \frac{\hbar \omega(k, \nu)}{k_B T} \right)^2 \frac{\exp(\hbar \omega / k_B T)}{\left[ \exp(\hbar \omega / k_B T) - 1 \right]^2}
\]

(5.2)
In the high-temperature limit, i.e. $k_B T \gg \hbar \omega$, $E$ and $C_v$ simply become equal to $3NZk_B T$ and $3NZk_B V$ respectively, where $Z$ is the number of atoms in the unit cell, and $N$ is the number of unit cells in the crystal. This latter result is the classical Dulong–Petit result, which was found empirically in the early 19th century (Dulong and Petit 1819) and which is consistent with classical statistical mechanics. However, as $T$ falls to zero, the heat capacity is observed also to fall to zero. In fact, before the effects of quantum mechanics were appreciated, the Dulong–Petit value for the heat capacity was the only value that could be calculated with the knowledge of the day. The failure of this result for low temperatures could not be understood until classical mechanics was superseded by quantum mechanics – the results of this chapter represent one of the most significant advances in the understanding of the crystalline state.

Using statistical thermodynamics any thermodynamic quantity can be obtained from the partition function, $Z$, which following the definition in Appendix C is given as

$$Z = \exp(-\varphi / k_B T) \prod_{k,v} \frac{\exp(-\hbar \omega(k, v) / 2k_B T)}{1 - \exp(-\hbar \omega(k, v) / k_B T)}$$

(5.3)

where $\varphi$ is the potential energy of the crystal. The free energy at constant volume, $F$ (the Helmholtz free energy), is obtained from:

$$F = -k_B T \ln Z$$

$$= \varphi + \frac{1}{2} \sum_{k,v} \hbar \omega(k, v) + k_B T \sum_{k,v} \ln[1 - \exp(-\hbar \omega(k, v) / k_B T)]$$

$$= \varphi + k_B T \sum_{k,v} \ln[2 \sinh(\hbar \omega(k, v) / 2k_B T)]$$

(5.4)

The two forms for the free energy are given since they are both frequently encountered in the literature. The entropy $S$ follows from the first of the two equations for $F$ as

$$S = -\frac{\partial F}{\partial T} = -k_B \sum_{k,v} \ln[1 - \exp(-\hbar \omega(k, v) / k_B T)] - \frac{1}{T} \sum_{k,v} \hbar \omega(k, v)n(\omega, T)$$

$$= \frac{1}{2T} \sum_{k,v} \hbar \omega_v(k) \coth(\hbar \omega_v(k) / 2k_B T) - k_B \sum_{k,v} \ln[2 \sinh(\hbar \omega(k, v) / 2k_B T)]$$

(5.5)

These results have three main applications. Firstly, they enable us to understand the observed thermodynamic properties of solids, and we will develop
models that can explain the quantitative details of experimental data (e.g. the behaviour of the heat capacity at low temperatures). Secondly, the results can be used as a predictive tool for calculating the thermodynamic properties of materials within environments that cannot be reproduced in the laboratory. Thirdly, we can use these results to understand crystal stability and phase transitions.

### Evaluation of the thermodynamic functions and the density of states

#### General considerations

The equations for the thermodynamic functions can in principle be evaluated directly using a long list of frequency values taken from the dispersion curves calculated over a fine grid of wave vectors within the first Brillouin zone. Since the energy of a vibration depends only on its frequency there is some advantage in developing a formalism that relies only on the frequency distribution. We define a quantity called the density of states, \( g(\omega) \), such that the number of modes with angular frequencies between \( \omega \) and \( \omega + \Delta \omega \) is equal to \( g(\omega)\Delta \omega \). Thus the harmonic phonon energy of the crystal can be written in the new form:

\[
E = \int h\omega g(\omega) \left[ \frac{1}{2} + n(\omega, T) \right] d\omega
\]

The heat capacity, for example, can then be written as:

\[
C_V = \frac{\partial}{\partial T} \int h\omega g(\omega)n(\omega, T) d\omega
\]

In many cases, however, a detailed model for the calculation of the dispersion curves is not available. This is often a problem when trying to construct the thermodynamic functions of minerals that are unstable at room temperature and pressure. As a result, there are a number of schemes for approximating the form of \( g(\omega) \) for the interpretation of experimental data or the prediction of thermodynamic quantities.

#### Optic modes

The simplest approach to modelling the contribution of the optic branches to the density of states is to make the assumption that all the optic modes have the same frequency, whose value can be determined by fitting the calculated thermodynamic functions against experimental data. This approach is known as the Einstein model (Einstein 1907). Although this seems like a rather drastic simplification, it turns out that with a suitable choice of the mean frequency value – called the Einstein frequency, \( \omega_E \) – the model can reproduce the heat
capacity over a wide range of temperatures. This is often extended to include
the acoustic modes with the same mean frequency value.

The next level of sophistication is to take a small number of representative
frequency values. This may be useful for systems that are so complex that the
accurate calculation of the density of states is computationally impractical, or
for cases when a good model is not available but when experimental spectro-
scopic data have been obtained (Salje and Werneke 1982). If one took the val-
ues for \( k = 0 \) only, as given by spectroscopic measurements, the calculations
would neglect any effects due to dispersion. Baldereschi (1973) has shown that
there is a special point within any Brillouin zone for which the calculated fre-
quencies give accurate mean values for thermodynamic analysis. With this
approach calculations only need be performed at a single wave vector.

Finally, the density of states for the optic modes can be modelled assuming a
uniform distribution of frequencies between two cut-off values for the lower-
frequency modes, and delta functions for the high-frequency bond-stretching
vibrations. The acoustic modes can be incorporated using the Debye model
described below. The resultant density of states is often a good approximation
for relatively complex crystals. The cut-off values can be obtained from spec-
troscopic measurements of the phonon frequencies at \( k = 0 \). This method is
often used for materials in non-ambient environments (e.g. high pressure),
when calorimetric experiments are impossible but when spectroscopy can be
used. In some cases the model can be refined by using two or more such distrib-
utions when experimental data indicate significant separations between bands
of modes. This approach was largely pioneered by Kieffer (1979a–c, 1980),
and has been successfully applied to a wide range of minerals – it is, of course,
known as the Kieffer model.

A number of different models to represent the density of states in the com-
plex aluminosilicate andalusite, \( \text{Al}_2\text{SiO}_5 \), are compared in Figure 5.1.

**Acoustic modes**

To calculate the contribution to the density of states from the acoustic modes we
will assume that the frequency dispersion is linear with wave vector, and for sim-
plecity we will also assume that we are able to replace the slopes of each branch
with the average slope.\(^1\) This approach was introduced by Debye (1912), and is
known as the Debye model.\(^2\) We define an average velocity of sound, \( c \), such that

---

\(^1\) In practice this assumption is not necessary, but for our purposes it keeps the detail simple.

\(^2\) It is interesting to note that the Einstein and Debye models were proposed before the atomic
structure of crystals had been experimentally verified (Bragg 1913) and before the early work on
lattice dynamics by Born and von Kármán (1912, 1913).
The volume of the Brillouin zone is equal to $8\pi^3 N/V$, where $V$ is the volume of the crystal. Remembering that there are $N$ points in the Brillouin zone, the density of points in reciprocal space will be equal to $V/8\pi^3$. The number of points with wave vector between $k$ and $k + dk$ will then be equal to

$$g(k)dk = \frac{V}{8\pi^3} 4\pi k^2 dk$$  \hspace{1cm} (5.9)$$

We can convert this expression from wave vector to frequency ($\omega = ck$, $d\omega = cdk$) to obtain an expression for the density of states:

$$g(\omega)d\omega = \frac{3V}{8\pi^3} 4\pi \left( \frac{\omega}{c} \right)^2 \frac{d\omega}{c}$$  \hspace{1cm} (5.10)$$

where the extra factor of 3 comes from the fact that there are three acoustic
modes for each wave vector. Note that this gives the general result that the density of states is proportional to $\omega^2$ in the limit that $\omega \propto k$ as $\omega \to 0$. Thus the contribution of the acoustic phonons to the thermal energy, equation (5.6), is

$$E = \int_0^{\omega_D} \left( \frac{3\hbar \omega^3}{2\pi^2 c^3} \right) \left[ \exp(\hbar \omega / k_B T) - 1 \right]^{-1} d\omega$$  \hspace{1cm} (5.11)

where we have now dropped the constant zero-point energy from our equations. We have defined a cut-off frequency, $\omega_D$, called the Debye frequency. The Debye frequency can be calculated from an effective cut-off wave vector determined by the number of points within a sphere in reciprocal space:

$$\frac{Vk^3}{6 \pi^2} = N \Rightarrow \omega_D = c \left( \frac{6 \pi^2 N}{V} \right)^{1/3}$$  \hspace{1cm} (5.12)

Alternatively, the value of $\omega_D$ can be treated as an adjustable parameter to be determined by fitting to experimental data. In this case we re-write equation (5.11) as

$$E = 3N \int_0^{\omega_D} 3\hbar \left( \frac{\omega}{\omega_D} \right)^3 \left[ \exp(\hbar \omega / k_B T) - 1 \right]^{-1} d\omega$$  \hspace{1cm} (5.13)

$\omega_D$ can be treated as a constant, or can be assumed to be weakly temperature dependent.

If we now make the substitutions

$$x = \frac{\hbar \omega}{k_B T} ; \quad x_D = \frac{\hbar \omega_D}{k_B T}$$  \hspace{1cm} (5.14)

we obtain the following expression for the thermal energy:

$$E = \left( \frac{3V\hbar}{2\pi^2 c^3} \right) \left( \frac{k_B T}{\hbar} \right)^4 \int_0^{x_D} x^3 (e^x - 1)^{-1} dx$$  \hspace{1cm} (5.15)

This integral must be solved numerically. However, in the low-temperature limit we can allow the upper limit on the integral, $x_D$, to go to infinity, since it will already have a very large value. This gives a standard integral with the solution:

$$\int_0^\infty x^3 (e^x - 1)^{-1} dx = \frac{\pi^4}{15}$$  \hspace{1cm} (5.16)

Thus the thermal energy due to the acoustic modes at low temperature is equal to
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Figure 5.2: Heat capacity of andalusite (Al₂SiO₅) showing the experimental data for $C_P$ (full circles, Robie and Hemingway 1984; Hemingway et al. 1991), the results from a lattice dynamics calculation of $C_V$ (dashed curve, Winkler et al. 1991a; Winkler and Buehrer 1990), and the calculated form of $C_P$ obtained from the calculation of $C_V$ using equation (5.24) (continuous curve).

\[ E = \frac{3Vh}{2\pi^2c^3} \left( \frac{k_B T}{\hbar} \right)^4 \left( \frac{\pi^4}{15} \right) = \frac{V\pi^2(k_B T)^4}{10(c\hbar)^3} \]  

(5.17)

The heat capacity

The heat capacity is the easiest thermodynamic quantity to measure experimentally, and is worthy of a more detailed consideration. An example of the heat capacity of a complex system, andalusite, is given in Figure 5.2, in which the experimental values of $C_P$ (rather than $C_V$) are compared with calculations using the density of states obtained from a lattice dynamics calculation as shown in Figure 5.1c. We can explain the characteristic form of the temperature dependence of the heat capacity in three stages.

Classical model

We have already quoted above the classical Dulong–Petit result for the heat capacity, namely

\[ C_V = 3NZk_B \]  

(5.18)

This result is obeyed at high temperatures for all systems (neglecting the contribution from the electrons), although anharmonic effects may tend to lower
the value of the heat capacity slightly. For many systems the Dulong–Petit regime may be rather higher than room temperature, particularly if there are high-frequency vibrations, so that a full quantum-mechanical calculation of the heat capacity is then required. For andalusite the value of \(C_v\) obtained from equation (5.18) is 199.5 J mol\(^{-1}\) K\(^{-1}\), and from Figure 5.2 it can be seen that the Dulong–Petit regime for andalusite is above 1000 K.

**Einstein model**

On cooling, the heat capacity is found to decrease in value from the Dulong–Petit limit, eventually reaching zero at 0 K. As we have described above, Einstein (1907) suggested making the simple approximation that all the frequencies be set equal to just one value, \(\omega_E\). The heat capacity will then be equal to

\[
C_v = 3N\frac{\hbar\omega_E}{k_B} \left( \frac{\exp(\hbar\omega_E/k_BT) - 1}{\exp(\hbar\omega_E/k_BT) - 1} \right)^2
\]

This is known as the Einstein model for the heat capacity. It may be crude, but it gives a reasonable picture; in particular, the Einstein model predicts the decrease of the heat capacity on cooling. The main purpose of the Einstein model was to demonstrate the fact that the temperature dependence of the heat capacity arises from quantum-mechanical effects, rather than to give quantitative results. When equation (5.19) is fitted against experimental data, the model generally agrees with the data quite well, giving a useful estimate for the appropriate value of \(\omega_E\). However, the model does not correctly reproduce the behaviour very close to absolute zero: the calculated heat capacity falls to zero on decreasing temperature faster than is observed experimentally. The reason for this is that at low temperature the acoustic modes with small wave vectors, and hence low frequencies, will be the most populated modes, and these are essentially neglected in the Einstein model. So we need to turn to a different model for the acoustic mode contribution to the heat capacity.

**Debye model**

The Debye (1912) model for the heat capacity uses the acoustic mode density of states (equation (5.10)). The heat capacity for this model can be obtained from equations (5.2) and (5.13) for the internal energy, giving the general formula:

\[
C_v = 3N \int_0^{\omega_D} 3\hbar \left( \frac{\omega}{\omega_D} \right)^3 \frac{\partial n(\omega, T)}{\partial T} \, d\omega
\]
At low temperature, we can use equation (5.17) to obtain the simple result:

\[
C_v = \left( \frac{2k_B V \pi^2}{5} \right) \left( \frac{k_B T}{\hbar} \right)^3 \tag{5.21}
\]

The low-temperature heat capacity is thus predicted to vary as the third power of the temperature, and this behaviour is observed experimentally in many systems over a range of a few degrees above absolute zero. It is common practice to make use of a particular temperature called the Debye temperature, \( \Theta_D \), defined as

\[
\frac{\hbar \omega_D}{k_B T} = \frac{\Theta_D}{T} \Rightarrow \Theta_D = \frac{\hbar}{k_B} \left( \frac{6 \pi^2 N}{V} \right)^{1/3} \tag{5.22}
\]

The low-temperature heat capacity can be re-expressed in terms of the Debye temperature:

\[
C_v = \frac{12 \pi^4 N k_B}{5} \left( \frac{T}{\Theta_D} \right)^3 \approx 234 N k_B \left( \frac{T}{\Theta_D} \right)^3 \tag{5.23}
\]

Because the Debye model neglects any curvature of the acoustic mode dispersion curves, we expect that the Debye temperature will have a weak dependence on the temperature at which it is evaluated. In general application, a single Debye frequency can be determined by fitting the calculated heat capacity, equation (5.20), against experimental data over a range of temperatures, to give a reasonable but not perfect agreement at any temperature, or else the Debye frequency can be fitted at every temperature to give perfect agreement at all temperatures but with a temperature-dependent Debye frequency.

**Conversion to constant pressure**

The theory outlined above for harmonic crystals is applicable only under the condition of constant volume: the harmonic model does not predict the existence of thermal expansion. However, all experiments are performed under the condition of constant pressure, since it is virtually impossible to design an experiment that will prevent thermal expansion. There is a simple conversion between the heat capacity at constant pressure, \( C_p \), and \( C_v \) (e.g. Adkins 1975, p 115):

\[
C_p = C_v + TV \beta^2 / K_T \tag{5.24}
\]

where \( \beta \) is the thermal expansion coefficient,
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\[ \beta = \frac{1}{V} \left( \frac{\partial V}{\partial T} \right)_p = K_T \left( \frac{\partial P}{\partial T} \right)_V \]  
(5.25)

and \( K_T \) is the isothermal compressibility,

\[ K_T = -\frac{1}{V} \left( \frac{\partial V}{\partial P} \right)_T \]  
(5.26)

The compressibility can be calculated from the elastic constants (Nye 1964), which can themselves be calculated by lattice energy programs if experimental values are not available:

\[ K_T = \sum_{i,j=1,3} S_{ij} \]  
(5.27)

where \( S \) is the elastic compliance matrix, and is given by the inverse of the elastic constant tensor, \( C^{-1} \) (Nye 1964). On the other hand, the thermal expansion coefficient is not so straightforward to obtain by calculation. Thermal expansion is an anharmonic effect, but for the present purposes can be treated within the spirit of the harmonic approximation. We first note that the pressure, \( P \), is given by the derivative of the Helmholtz free energy with respect to the volume \( V \). From equation (5.4) we have

\[ P = -\left( \frac{\partial F}{\partial V} \right)_T = -\frac{\partial \varphi}{\partial V} - \frac{1}{2} \sum_{k,v} \hbar \frac{\partial \omega(k,v)}{\partial V} - \sum_{k,v} n(\omega,T) \hbar \frac{\partial \omega(k,v)}{\partial V} \]  
(5.28)

Inserting this expression into the equation for the thermal expansion coefficient yields:

\[ \beta = -K_T \sum_{k,v} \hbar \frac{\partial \omega(k,v)}{\partial V} \frac{\partial n(\omega,T)}{\partial T} \]  
(5.29)

This can be represented in a manner which reflects the similarity to the heat capacity. We define a quantity that gives the contribution of each mode to the heat capacity:

\[ \tilde{C}_{k,v} = \hbar \omega(k,v) \frac{\partial n(\omega,T)}{\partial T} \]  
(5.30)

We also define a quantity known as the \textit{mode Grüneisen parameter}:

\[^3\text{Note that we assume that the frequencies are independent of temperature for constant volume, and depend on temperature only through the effects of thermal expansion. We will consider the intrinsic temperature dependence of the frequencies in Chapter 8.}\]
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Figure 5.3: Calculated phonon dispersion curves for NaCl, using the model of Sangster and Atwood (1978).

\[ \gamma_{k,v} = - \frac{V}{\omega(k,v)} \frac{\partial \omega(k,v)}{\partial V} = - \frac{\partial \ln \omega(k,v)}{\partial \ln V} \]  
(5.31)

and the related mean Grüneisen parameter:

\[ \gamma = \sum_{k,v} \gamma_{k,v} \tilde{c}_{k,v} / C_v \]  
(5.32)

where the negative sign in (5.31) gives a positive contribution to \( \gamma \); it is generally found that frequencies tend to decrease in value as the volume increases, which one might expect since interatomic forces will decrease as bond lengths increase.

The mean Grüneisen parameter may be expected to be temperature dependent (Barron et al. 1980), although for some systems (notably for monatomic unit cells) \( \gamma \) does not vary significantly with temperature. For the Debye model, every mode frequency is simply proportional to the Debye frequency, so that each mode Grüneisen parameter has the same value, and the heat capacity terms in equation (5.32) cancel.

Finally the thermal expansion coefficient can then be written as

\[ \beta = \frac{K_T \gamma C_v}{V} \]  
(5.33)

Each of the quantities in this expression are calculable, although the evaluation of \( \gamma \) requires several rather lengthy calculations over a grid in reciprocal space performed using different values of the unit cell volumes. Thus from a harmonic lattice dynamics calculation it is possible to estimate the thermal
expansion and hence the conversion from $C_V$ to $C_p$. It may, however, often be preferable to use experimental data for the conversion factor!

**Worked example: the heat capacity of NaCl**

NaCl is a good simple example to illustrate the methods described above. The dispersion curves calculated with a model developed by Sangster and Atwood (1978) are shown in Figure 5.3; they can be compared with the experimental results shown in Figure 3.6a. The density of states for this model, evaluated with a square grid in reciprocal space of $0.1a^*$ between grid points, is shown in Figure 5.4. Note the $\omega^2$ dependence at small $\omega$, which is highlighted in the inset to Figure 5.4. The heat capacity calculated from this density of states is given in Figure 5.5. The $T^3$ dependence at low temperatures is highlighted in the inset to Figure 5.5.

In Figure 5.6 we compare the heat capacity with a calculation using the Einstein model with a value of $\omega_E$ chosen to give reasonable agreement at higher temperatures. The detail at low temperature is highlighted in the inset to Figure 5.6. We see that the Einstein model provides a reasonable description of the heat capacity for temperatures above 50 K, and in particular it correctly reproduces the departures from the Dulong–Petit limit. The value of $\omega_E$ can only be obtained by fitting. In some senses $\omega_E$ gives an average of all the frequencies appropriately weighted. For the calculations of some other thermodynamic quantity using the Einstein model the best value of $\omega_E$ may well be different, reflecting a different weighting.
Technically the Debye model does not apply to crystals such as NaCl, because half the modes are optic modes. However, some authors do try to fit the Debye model to measured heat capacities. In one sense this may be possible for NaCl, if one considers the optic modes to be extensions of the acoustic modes, but this justification is not valid for more complex crystals. Accordingly we do not pursue this analysis here. In any case, the correction for the acoustic modes can be incorporated into a Kieffer model.

Free energy minimisation methods and the quasi-harmonic approximation

The use of the Grüneisen parameters suggests that it may be possible to incorporate anharmonic interactions into calculations of structure and lattice dynamics via the dependence of the frequencies on volume and structure. The equilibrium structure at any temperature is always that with the lowest free energy. This suggests that it may be possible to model temperature dependence of a crystal structure by calculating the minimum of the free energy, equation (5.4). The energy advantage of having as small a volume as possible is offset at higher temperatures by the entropy advantage of lower frequencies, leading to a net thermal expansion. The assumption that the anharmonicity is restricted to thermal expansion, so that the temperature dependence of the phonon frequencies arises only from the dependence on crystal structure and volume, is called the *quasi-harmonic approximation*, since the lattice dynamics are still treated within the harmonic approximation. Whilst this model is good for predicting
Figure 5.6: Comparison of the Einstein model for the heat capacity of NaCl with the exact result. The inset shows the comparison in more detail at low temperature.

thermal expansion, it does neglect any intrinsic temperature dependence of the phonon frequencies. For the calculation of thermal expansion this may not be a problem, but the quasi-harmonic model described here is unable to model displacive phase transitions which arise primarily through the intrinsic anharmonic interactions (Chapter 8). The free energy minimisation approach using the quasi-harmonic approximation has been applied to the study of high-temperature–high-pressure phenomena in minerals (Parker and Price 1989).

Reconstructive phase transitions

The stability of any crystal phase against transformation to another phase is determined by the difference between the free energies of the two phases, which is itself temperature dependent. The phase transition temperature at a constant pressure can be calculated by comparing free energy curves constructed using equation (5.4); the temperature at which the curves cross will be the transition temperature. To calculate the complete pressure–temperature phase diagram the Clausius–Clapeyron equation can be used, which relates the slope of the phase diagram, \( \frac{dP}{dT} \), to the differences in the entropy (\( \Delta S \)) and volume (\( \Delta V \)) across the phase boundary (Adkins 1975, pp 188–189; Mandl 1971, pp 231–234):

\[
\frac{dP}{dT} = \frac{\Delta S}{\Delta V}
\]  

(5.34)

The change in volume can easily be obtained from lattice energy calculations. The change in entropy can be calculated from a lattice dynamics calculation
via equation (5.5). It can be demonstrated from a consideration of equation (5.5) that at high temperatures $\Delta S$ is virtually independent of temperature. Similarly $\Delta V$ will also be relatively independent of temperature if the thermal expansion coefficients of both phases are similar. Therefore equation (5.34) predicts that the phase boundary will be approximately straight, and a single calculation of $\Delta S$ and $\Delta V$ will yield the full phase diagram.

Examples of the calculations of phase diagrams are for Mg$_2$SiO$_4$ (Price et al. 1987b) and Al$_2$SiO$_5$ (Winkler et al. 1991a). The work on the polymorphs of Mg$_2$SiO$_4$ is a good example of what can be achieved with a reliable model interatomic potential. The calculated structure and vibrational frequencies for forsterite are in good agreement with experimental data. From a calculated density of states the heat capacity, Grüneisen parameter, and thermal expansion coefficient were calculated. Finally, the structures and free energies of all three polymorphs were calculated, from which the $P$–$T$ phase diagram was constructed. The final phase diagram is not in exact agreement with experimental data, but it is clear how the model could be improved to remove this discrepancy.

The phase diagram for Al$_2$SiO$_5$ is reproduced in Figure 5.7. This was calculated using an extrapolation procedure for the evaluation of the phase bound-
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aries. The limits of the model required that two fixed state points needed to be taken from experimental data. The major success of this model was the calculation of the triple point observed in this system, which was found to be in qualitative agreement with experimental data (Bohlen et al. 1991; Hemingway et al. 1991). From the examples that have appeared in the literature it appears that the slopes of phase boundaries can be calculated with higher accuracy than the positions of fixed points.

Summary

1. We have obtained expressions for the major thermodynamic functions within the harmonic approximation.
2. The concept of the phonon density of states has been introduced, and methods for its calculation have been described.
3. A number of different approaches to the calculation of the heat capacity have been described. Different approaches are relevant for different temperature regimes.
4. Thermal expansion coefficients can be estimated from lattice dynamics calculations. This is important for converting calculations performed under constant volume to constant pressure results for comparison with experimental data.
5. The models give reasonable results for the phase boundaries associated with reconstructive phase transitions.
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The standard formal methods of lattice dynamics are developed. As an introduction to the formal methods we return to the diatomic chain and recast the equations of motion in a more general form. The dynamical matrix is introduced, and it is shown that the frequencies are obtained from the eigenvalues of the dynamical matrix and that the atomic motions are given by the eigenvectors. The Hamiltonian is written in terms of the normal mode coordinates. The casual reader does not need this chapter for the rest of the book, and may be advised to skip over the details.

Review and problems
So far we have worked with rather simple models, which have given us a number of results that are of general use. We have found, however, that the calculations get exceedingly difficult even when we get as complicated as the diatomic unit cell. The problems with our simple approach are the following:

- The simple approach only works in high-symmetry cases, where any mode will contain only one direction of motion. In general there will be mixing of different motions in each vibrational mode, and different modes may correspond to different mixtures of the same atomic motions.
- The equations of motion are difficult to solve when there are many (i.e. more than two) atoms in the unit cell.
- The equations get cumbersome when we include forces from distant neighbours.
- We have not explicitly considered how to treat atoms in general positions in the unit cell.

For these reasons we need a general theoretical framework to define the basic lattice dynamics problem. This can then be used in a computer program
The diatomic chain revisited

The basic ideas that we will develop in this chapter can be illustrated by considering the one-dimensional diatomic model discussed in Chapter 3. We will progress by re-writing the basic equations of motion. We will first make a change of variables:

\[ E = M^{1/2} \tilde{U}_k \; ; \; e = m^{1/2} \tilde{u}_k \]

so that we will solve our equations for \((E, e)\) instead of \((U, u)\). The equations of motion in matrix form are now:

\[
\begin{pmatrix}
E \\
e
\end{pmatrix}
\omega_k^2 = D(k)
\begin{pmatrix}
E \\
e
\end{pmatrix}
\]

where the matrix \(D(k)\), which is known as the dynamical matrix, is given by:

\[
D(k) = \begin{pmatrix}
\frac{(G + g)}{M} & \frac{(G + g \exp(-ika))}{(Mm)^{1/2}} \\
\frac{(G + g \exp(ika))}{(Mm)^{1/2}} & \frac{(G + g)}{M}
\end{pmatrix}
\]  

We will see later that the dynamical matrix is of central importance in the calculation of dispersion curves. It has two symmetry properties that are apparent in our case, namely that \(D(-k) = D^*(k)\), and that the matrix is Hermitian, i.e. \(D^T(k) = D^*(k)\). This latter property gives the condition that the eigenvalues of \(D(k)\) are real, that is that the squares of the frequencies of the lattice vibrations are necessarily real. Equation (6.3) can be compared with equation (3.7).

Equations (6.2) and (6.3) have two general solutions:

solution 1: \(\omega_1^2 , (E_1, e_1)\)

solution 2: \(\omega_2^2 , (E_2, e_2)\)

If we include both solutions in the matrix equation of motion (6.2), we obtain

\[ e \cdot \Omega = D(k) \cdot e \]

where the frequency and displacement matrices are, respectively, equal to
The frequency matrix $\Omega$ can be obtained from the dynamical matrix $D$ by a simple procedure. Equation (6.5) can be simply rearranged to give:

$$\Omega = e^{-1} \cdot D \cdot e$$

(6.7)

As the frequency matrix $\Omega$ is diagonal by definition, all we have done is to diagonalise the dynamical matrix $D$. The elements of the diagonal matrix are simply the eigenvalues of the diagonalised matrix, and the elements of the diagonalising matrix (in this case, the displacement matrix $e$) are simply the eigenvectors of the matrix being diagonalised (here the dynamical matrix, $D$). Thus we refer to the squares of the frequencies as the eigenvalues of the dynamical matrix, and the displacements produced by the corresponding modes of vibration as the mode eigenvectors. The solution to equation (6.7) contains an arbitrary scale factor on the eigenvectors, which are therefore defined to be normalised such that:

$$E_1^2 + e_1^2 = E_2^2 + e_2^2 = 1$$

(6.8)

The eigenvectors therefore give the relative atomic displacements rather than their absolute values – we considered the magnitudes of the absolute displacements in Chapter 4. We also note that the eigenvectors are orthogonal, which is mathematically described by the condition:

$$E_1 E_2 + e_1 e_2 = 0$$

(6.9)

The physical meaning is that different modes are independent, and can therefore be added linearly without interacting.

It is clear therefore that all the information that determines both the frequencies and displacements associated with the sets of vibrations of a system is contained in the dynamical matrix, and the task of calculating the dispersion curves resolves itself as the task of setting up the dynamical matrix. We shall see below that the dynamical matrix is determined by the force constants between a set of reference atoms and all their neighbours, as is clear in this example. The Hermitian character of the dynamical matrix is the condition that the eigenvalues are real, although they may be negative. Negative eigenvalues imply unphysical imaginary frequencies. The existence of imaginary mode frequencies implies that the crystal is unstable with respect to the distortion described by the corresponding eigenvector. Whilst this may often imply that a model used in a calculation gives an unstable crystal structure, the concept is of
central importance in the theory of phase transitions. In general, calculations of dispersion curves are performed by evaluating the dynamical matrix, and obtaining the eigenvalues and eigenvectors. The general case can be rather complicated!

**The equations of motion and the dynamical matrix**

This part of the chapter gets rather complicated – actually, the concepts are not too difficult, but there are so many labels on everything that it all looks rather difficult. It is worth beginning by pointing out where we are going. In order to stay quite general, all the equations are in matrix form. You can expand things out to check that we aren’t saying anything new – the expansions are not difficult to do. We will write the harmonic energy in matrix form, and then write the equation of motion in the same matrix form. We will take the same set of solutions as before, and insert them into the matrix equation of motion in order to get solutions for the frequencies. By putting everything together again, we will end up with the same type of matrix equation as in equation (6.7). In our nomenclature we will allow for any number of atoms in the unit cell, and will allow for interactions with many neighbouring atoms in other unit cells. We will work in three dimensions.

Let us start by defining the lattice energy, $W$, as a sum over all atom–atom interactions:

$$W = \frac{1}{2} \sum_{jl',ll'} \varphi(jl')$$

where $j$ denotes an atom in the $l$-th unit cell, and the interaction energy $\varphi$ is for the pair of atoms $(jl)$ and $(jl')$. The harmonic displacement energy is expressed in matrix form as:

$$E_{\text{harm}} = \frac{1}{2} \sum_{jl',ll'} \mathbf{u}^T(jl) \cdot \Phi \cdot \mathbf{u}(jl') = \frac{1}{2} \sum_{jl',ll'} \sum_{\alpha\beta} u_\alpha(jl) \Phi_{\alpha\beta} u_\beta(jl')$$

(6.11)

where we define the $3 \times 1$ displacement matrix, $\mathbf{u}(jl)$, as:

$$\mathbf{u}(jl) = \begin{pmatrix} u_x(jl) \\ u_y(jl) \\ u_z(jl) \end{pmatrix}$$

(6.12)

and $\mathbf{u}^T$ is the transpose of $\mathbf{u}$.
The force constant matrix $\Phi$ is a $3 \times 3$ matrix, with elements:

$$
\Phi_{\alpha\beta}^{(j')}(j\prime\prime, l\prime) = \frac{\partial^2 W}{\partial u_{\alpha}(j\prime) \partial u_{\beta}(j\prime\prime)}
$$

(6.13)

The subscripts $\alpha$ and $\beta$ denote the cartesian vector components $x, y, z$. All that we have introduced is a compact way of writing the harmonic term in the Taylor expansion of the crystal energy. But in previous chapters we haven’t quite written it this way. You can easily convince yourself, by writing out all the terms, that our previous notation is consistent with the following matrix equation:

$$
E^{\text{harm}} = \frac{1}{4} \sum_{jj'\prime, ll'} \left[ u(jj) - u(j'\prime l') \right]^T \cdot \Phi^{(j'\prime)}(jj') \cdot \left[ u(jj) - u(j'\prime l') \right]
$$

(6.14)

where the matrix $\Phi$ has elements:

$$
\Phi_{\alpha\beta}^{(j'\prime)}(ll') = \frac{\partial^2 \Phi^{(j'\prime)}(ll')}{\partial u_{\alpha}(jl) \partial u_{\beta}(j'\prime l')}
$$

(6.15)

Equation (6.14) contains an extra factor $\frac{1}{2}$ (making a total factor of $\frac{1}{4}$) because of double counting backwards and forwards. As before, by expanding all the terms it is straightforward to show that equation (6.14) is consistent with equation (6.11), with

$$
\Phi_{\alpha\beta}^{(j')}(ll') = -\Phi_{\alpha\beta}^{(j')} + \delta_{jj'} \delta_{ll'} \sum_{j''l''} \Phi_{\alpha\beta}^{(j'\prime)}(ll'')
$$

(6.16)

The second term in equation (6.16) arises from the interaction of any atom $(jl)$ with the rest of the crystal, and is known as the self term.

In the general case, therefore, the equation of motion for the $j$-th atom in the $l$-th unit cell is given in this matrix formulation by:

$$
m_j \ddot{u}(jl, t) = -\sum_{j'\prime\prime, l'\prime} \Phi^{(j'\prime\prime)}(j'\prime l') \cdot u(j'\prime l', t)
$$

(6.17)

where $m_j$ is the mass of the $j$-th atom. We have now included the time $(t)$ dependence in the displacement vector $u(jl, t)$.

The solution for $u(jl, t)$ will be a linear superposition of travelling harmonic waves of different wave vector $k$ and mode label $\nu$:
where \( r(\ell l) \) can be taken as either of two quantities. It can be taken as the equilibrium (or mean) position of the atom \((\ell l)\), or else it can be taken as the origin of the unit cell \(\ell\). It is actually not important which choice is made, as the difference is simply transferred to the phase of \(U(\ell, k, v)\), and the calculated mode frequencies are unaffected. The amplitude vector \(U(\ell, k, v)\) (known as the displacement vector) is independent of \(\ell\) since the differences in motions between neighbouring unit cells are completely described by the exponential phase factor.

When we substitute the wave equation (6.18) into the equation of motion (6.17) we obtain the standard equation of motion:

\[
m_j \omega^2(k, v)U(j, k, v) = \sum_{j', l'} \Phi \left( \begin{array}{c} j' \\ 0l' \end{array} \right) \cdot U(j', k, v) \exp \left( i(k \cdot [r(jl') - r(j0)]) \right)
\]

(6.19)

where the reference atom is in the unit cell \(\ell = 0\).

The equations of motion for a single solution (labelled \(v\)) can now be expressed in vector form, where we quote the final result (compare with equation (6.2)):

\[
\omega^2(k, v)e(k, v) = D(k) \cdot e(k, v)
\]

(6.20)

The column vector \(e(k, v)\) is composed of the displacement vector weighted by the square root of the atomic mass, so that it has \(3n\) elements \((n\) is the number of atoms per unit cell):

\[
e(k, v) = \begin{pmatrix}
    \sqrt{m_1} U_x(1, k, v) \\
    \sqrt{m_1} U_y(1, k, v) \\
    \sqrt{m_1} U_z(1, k, v) \\
    \sqrt{m_2} U_x(2, k, v) \\
    \vdots \\
    \sqrt{m_n} U_z(n, k, v)
\end{pmatrix}
\]

(6.21)

This is the generalisation of equation (6.1). \(D(k)\) is the \(3n \times 3n\) dynamical matrix. Nomenclature becomes clumsy now! We write \(D(k)\) in terms of blocks of \(3 \times 3\) matrices. Each block corresponds to pairs of atom labels \(j\) and \(j'\), and
the elements of each block have labels $\alpha, \beta = 1, 2, 3$, representing $x, y, z$ respectively. The full matrix $D(k)$ is composed of an $n \times n$ array of these smaller $3 \times 3$ matrices. The elements of the small $3 \times 3$ blocks of the dynamical matrix are given as:

$$D_{\alpha\beta}(jj', k) = \frac{1}{(m_jm_{j'})^{1/2}} \sum_{j''} \Phi_{\alpha\beta}(jj'') \exp(ik \cdot [r(j'') - r(j)])$$

(6.22)

where $l = 0$ as it refers to the reference unit cell (compare with the force constant matrix given above). The position of this element in the full dynamical matrix is clearly

$$3(j - 1) + \alpha ; 3(j' - 1) + \beta$$

(6.23)

This labelling can be seen to follow from the labelling in equations (6.19) and (6.21). It is straightforward to show that equation (6.3) is consistent with this definition.

As equation (6.20) has $3n$ components, there will be $3n$ solutions corresponding to the $3n$ branches in the dispersion diagram. We can compact our equations as before to make the $3n \times 3n$ matrix $e(k)$, by joining together the column vectors $e(k, \nu)$, and now defining the frequency matrix $\Omega(k)$ as the diagonal matrix of the squares of the angular frequencies (compare with equation (6.6));

$$\Omega(k) = \begin{pmatrix}
\omega^2(k, 1) \\
\omega^2(k, 2) \\
\omega^2(k, 3) \\
\vdots \\
\omega^2(k, 3n)
\end{pmatrix}$$

(6.24)

$$e(k) \cdot \Omega(k) = D(k) \cdot e(k)$$

(6.25)

The dynamical matrix is Hermitian, i.e.

$$D(k) = (D^*(k))^T$$

(6.26)

We have already noted the property of Hermitian matrices that the eigenvalues are always real, and the eigenvectors, which may be complex, are orthogonal. As we pointed out earlier, the eigenvalues of the dynamical matrix are the
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squares of the angular frequencies of the different vibrational modes, and the
eigenvectors give the relative displacements of the atoms associated with each
vibrational mode.

The equations of motion do not contain information about the amplitude,
which was discussed in detail in Chapter 4. The eigenvectors calculated by this
procedure are normalised, such that:

\[(e(k))^T \cdot (e(k))^* = (e(k))^T \cdot e(-k) = 1\]  \hspace{1cm} (6.27)

The vector \(e(k, v)\) is called the polarisation vector, and was first introduced in
Chapter 4. Equation (6.27) is the generalisation of equation (6.8).

Let us stop to summarise what we have done. We have gone through this
procedure in order to demonstrate how compact the equations for calculating
the lattice vibration frequencies can be, and the form of the equations given
here is now sufficiently general that they are readily incorporated into a com-
puter program. In detail, we have simply redefined our variables in equation
(6.21). The dynamical matrix includes both the force constant for any particu-
lar atom–atom interaction and the phase factor for the atomic motion of any
wave. Thus the general equation (6.20) represents the equation of motion. The
use of mass-weighted variables enables us to find solutions for \(\omega^2\) rather than
\(m\omega^2\). The formalism always gives real values for the solutions \(\omega^2\). Moreover, it
generates the complete set of atomic motions associated with each wave.
These motions are linearly independent (orthogonal), in that the motions asso-
ciated with one wave do not generate the motions for any other. This can be
expressed as (compare with equations (6.8) and (6.9)):

\[(e(k, v))^T \cdot e(-k, v') = \delta_{vv'}\]  \hspace{1cm} (6.28)

These are called normal modes, and are the fundamental vibrational
motions. Although the frequencies are real, the motions are in general com-
plex, which simply expresses through the real and imaginary parts the relative
phases of the motions of each atom.

Extension for molecular crystals

The theory we have outlined in this chapter can also be extended for molecular
crystals, where there are also rotational degrees of freedom. Each molecule has
six dynamical variables rather than three. It is easier to define a coordinate sys-
tem for each molecule such that the tensor for the moment of inertia is diag-
onal, although for all but the highest-symmetry cases the coordinate system for
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one molecule will not be coincidental with that for other molecules or with the
crystal coordinate system. In the components of the mode eigenvectors involv-
ing the rotational degrees of freedom, and in the terms in the dynamical matrix
involving the differentials with respect to rotations, the factors of \( \sqrt{m} \) will be
replaced by \( \sqrt{I_{ij}} \), where \( I_{ij} \) is the relevant diagonal component of the inertia ten-
sor. The theory of the lattice dynamics of molecular crystals was originally
developed by Cochran and Pawley (1964) and Pawley (1967, 1972) for rigid
molecules, and has since been adapted to include internal degrees of freedom
(Chaplot et al. 1982, 1983).

The dynamical matrix and symmetry

We remarked in Chapter 3 that the normal modes can be described by sym-
metry, in that the displacements generated by the normal mode will transform
as a given representation of the symmetry of the wave vector. The dynamical
matrix formalism can be applied directly to the determination of the symmetry
of the normal modes, and this approach lends itself to computer programming,
enabling the symmetries of normal modes to be calculated by computer rather
than hand. The essential theory is described by Maradudin and Vosko (1968)
and Warren (1968), and the actual implementation of this approach is outlined
by Warren and Worton (1974). The dynamical matrix is solved for modes that
involve displacements of one atom type only (by which we mean the set of
atoms that are related by the space group of the crystal). The calculated eigen-
vectors are then grouped according to their symmetry. The actual mode eigen-
vectors that are obtained from a lattice dynamics calculation will be a simple
linear combination of the symmetry-adapted eigenvectors, so the symmetry of
the normal modes can be assigned following the use of a simple routine to
solve the corresponding set of simultaneous equations. The group theory com-
puter program of Warren and Worton (1974) allows for the use of both atoms
and molecules.

Extension for the shell model

The formalism presented so far has been appropriate for the case where all the
particles are atoms with mass. This is the so-called rigid-ion model, in which it
is assumed that the ions cannot deform. The alternative to the rigid-ion model
is the shell model, which was described in Chapter 1. The shell model is a
simple method for modelling the deformation of the electronic structure of an ion
due to the interactions with other atoms, notably associated with the polarisation
induced by local electric fields. It is straightforward to modify the dynamical
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matrix to take account of shell-model interactions. The shell model effectively splits an atom into two charged particles: a massless shell and a core that contains all the mass of the atom. We therefore have equations of motion for both core and shell, although we will now show that this does not increase the number of degrees of freedom of the system nor the number of normal modes. The essential point is that the zero mass of the shell forces the motion of the shell to be determined by the motion of the core. This is associated with the fact that the shell is always in an equilibrium position, since its zero mass means that it can move to a new position instantaneously. This is the adiabatic approximation that was introduced in Chapter 1.

We can rewrite the equations of motion (6.17) for the cores and shells:

\[ m_j \ddot{u}_c(jl,t) = -\sum_{j'l'} \Phi_{cc} \cdot u_c(j'l',t) - \sum_{j'l'} \Phi_{cs} \cdot u_s(j'l',t) \quad (6.29) \]

\[ 0 = -\sum_{j'l'} \Phi_{sc} \cdot u_c(j'l',t) - \sum_{j'l'} \Phi_{ss} \cdot u_s(j'l',t) \quad (6.30) \]

where the subscripts c and s indicate core and shell respectively. For the force constants, the subscripts indicate that the derivatives are with respect to the displacements of the core or shell; terms with both core and shell are of course allowed. By analogy with equation (6.20) we can write the general equations of motion for both cores and shells as:

\[ \omega^2(k, \nu) e_c = D_{cc} \cdot e_c + D_{cs} \cdot e_s \quad (6.31) \]

\[ 0 = D_{sc} \cdot e_c + D_{ss} \cdot e_s = D_{cs}^+ \cdot e_c + D_{ss} \cdot e_s \quad (6.32) \]

The eigenvectors \( e_c \) retain the factors of \( m^{1/2} \) as in equation (6.21), but owing to the mass of the shells being zero this is not the case for \( e_s \). Accordingly, whereas the core–core dynamical matrix \( D_{cc} \) contains the weighting \( 1/(m_j m_j)^{1/2} \), \( D_{cs} \) is weighted only by \( 1/m^{1/2} \) and there is no mass weighting of \( D_{ss} \). Equation (6.32) gives us the equation that relates the displacements of the shells to the cores, confirming that the core–shell model does not have more degrees of freedom than a rigid-ion model:

\[ e_s = -D_{ss}^{-1} \cdot D_{cs}^+ \cdot e_c \quad (6.33) \]

We substitute equation (6.33) into equation (6.31) to give the final equation of motion:

\[ \omega^2(k, \nu) e_c = \left[ D_{cc} - D_{cs} \cdot D_{ss}^{-1} \cdot D_{cs}^+ \right] \cdot e_c \quad (6.34) \]
This modified dynamical equation can be solved for the dispersion curves and mode eigenvectors in the same way that equation (6.20) and subsequent generalisation is solved for the rigid-ion case.

The treatment we have outlined is quite general, and, for example, it does not assume that the positions of the shells are the same as the positions of the corresponding cores. Thus an atom that does not occupy a centre of symmetry in a crystal structure can be polarised at equilibrium, and this is usually the case when a structure is relaxed in a lattice energy calculation with a realistic interatomic potential model. In the early development of the shell model it was assumed that the core and shell positions are coincident. This allowed equation (6.34) to be written in a different form, which we give here for reference. The core–core term can be written as

\[ D_{cc} = R + Z \cdot C \cdot Z \]  \hspace{1cm} (6.35)

The matrix \( R \) contains the short-range interactions between cores, the matrix \( Z \) is a diagonal matrix with each element being the charge of the core, and the matrix \( C \) is the so-called “Coulomb matrix”, which expresses the long-range part of the dynamical matrix. Analogous equations follow for the shell–shell term and the core–shell term:

\[ D_{ss} = S + Y \cdot C \cdot Y \]  \hspace{1cm} (6.36)

\[ D_{cs} = T + Z \cdot C \cdot Y \]  \hspace{1cm} (6.37)

where the diagonal matrix \( Y \) contains the charges of the shells, \( S \) contains the short-range interactions between the shells, and \( T \) contains the short-range interactions between the cores and shells. The final dynamical matrix is therefore given as

\[ D = R + Z \cdot C \cdot Z + (T + Z \cdot C \cdot Y) \cdot (S + Y \cdot C \cdot Y)^{-1} \cdot \left( T^+ + Y \cdot C \cdot Z \right) \]  \hspace{1cm} (6.38)

An alternative parameterisation of equation (6.38) has also been used (Cochran 1971). Further developments of this basic shell model are described in Bilz and Kress (1979, ch. 2).

The shell model has also been extended for molecular crystals by Luty and Pawley (1974, 1975) and Pawley and Leech (1977). In the simplest application it is assumed that the whole molecule has a uniform polarisability. The early work was applied to the lattice dynamics of sulphur (Luty and Pawley 1975), but there have been relatively few other applications.
Actual calculations of dispersion curves

The formalism we have introduced may seem a little formidable, but computer programs are available that can calculate the dispersion curves very quickly using standard routines to diagonalise the dynamical matrix. These calculations are often used in support of experimental studies, the methods of which are outlined in Chapter 9. There are two approaches in the analysis of measured dispersion curves, which may both involve fitting calculated curves to the experimental ones.

The first approach makes no assumption about the form of the interatomic potentials, other than the Coulombic interaction. Instead the values of the relevant set of harmonic force constants are simply treated as numbers that are obtained by fitting calculated dispersion curves to measurements. If central forces (i.e. forces that depend only on separation distances and not on the direction of the interatomic separation) are used, there are two force constants associated with each pair of atoms, namely the radial force constant $K_r$ that acts along the separation distance, and the tangential force constant $K_t$ that acts perpendicularly to the separation distance. These are both related to the short range interatomic potential $\varphi_R$ by:

$$K_r = \frac{\partial^2 \varphi}{\partial r^2} \quad (6.39)$$

$$K_t = \frac{1}{r} \frac{\partial \varphi}{\partial r} \quad (6.40)$$

The first derivatives of $\varphi_R$ are subject to the equilibrium constraint that any derivative of the lattice energy must be zero (equation (1.11)). With the use of a shell model, the force constants are usually required only for close neighbours in order to give a good fit to experimental dispersion curves. Moreover it can often be assumed that the short-range forces operate only between the shells, so that the matrices $\mathbf{R}$ and $\mathbf{T}$ can be set to zero. Further levels of approximation include allowing only the shells to be charged ($Z = 0$), and to use the core–shell representation only for negative ions.

The force constant approach was first used for ionic crystals following the development of neutron scattering methods and the first measurements of dispersion curves (Woods et al. 1960, 1963); it is also used for metals and semiconductors (e.g. Cochran 1959c), where the forces are not easily described by mathematical functions. However, this approach becomes more difficult when the symmetry is low (the number of independent force constants can be reduced significantly by high symmetry), the number of atoms is high, and
when forces are long-ranged – in each case a large number of force constants is then required.

The second approach is to use a model interatomic potential energy function, which will contain a few variables with values that can be determined by fitting to the measured dispersion curves. The advantage of this approach is that the given model provides a constraint that relates the values of the individual force constants. For example, for a given pair of atoms the two force constants $K_r$ and $K_t$ are no longer independent. It is usual that the model is subject to the additional constraint that the predicted equilibrium crystal structure should be close to the experimental structure. In general the calculations of the dispersion curves should be performed using an equilibrium structure for the model rather than the observed structure, so that the tangential force constants (equation (6.40)) do not include non-equilibrium contributions. This approach works best for insulators, where the Coulombic, dispersive and repulsive interactions can be modelled easily; the variables might relate to the size and hardness of the atoms (Chapter 1).

The force constant models can usually be made to give a better representation of the dispersion curves than the model interatomic potentials, owing to the fewer number of constraints. Interatomic potentials are also subject to correlations between parameters, which further reduces the number of degrees of freedom in the model.

As an example of the comparison between the two approaches we consider the case of calcite. Measured dispersion curves are given in Figure 3.8. The measured dispersion curves were originally fitted by a force constant shell model, which gave good agreement between the calculated and measured frequencies (Cowley and Pant 1973). More recently the dispersion curves have been calculated using an interatomic potential model (using rigid ions) that was partly optimised by fitting to the elastic constants and frequencies at $k = 0$ (Dove et al. 1992c). The agreement between the calculated and measured dispersion curves is poorer than for the force constant model, but is nevertheless reasonable (the calculated dispersion curves using this model are also given in Figure 3.8). However, the principal advantage of the interatomic potential model is that it can be applied to other problems, whereas the force constant model can be used only for calculations of dispersion curves. The model for calcite has also been used to calculate the energies of different phases of calcite, and in further studies of the structural properties (Dove et al. 1992c). In this case the dispersion curves were primarily used to optimise the model, an illustration of the importance of such measurements.

There are of course many cases when we already have a reasonable interatomic potential model and do not need to optimise against experimental data.
This is particularly true for classes of systems for which we have transferable potentials, such as organic crystals and silicates (Chapter 1). In such cases dispersion curves may be required for further calculations of thermodynamic properties, for example, and having a good model means that expensive or difficult (even impossible) experimental measurements of dispersion curves are not required. In other cases, a good model calculation can be used to help interpret measurements of dispersion curves.

A recent description of a computer program for lattice dynamics calculations is given by Eckold et al. (1987). This program includes the group theory program of Warren and Worton (1974), and routines for calculating intensities for neutron scattering, using the formalism of Chapter 9, and for fitting force constants to measured dispersion curves.

### Normal mode coordinates

In Chapter 4 we introduced the normal mode coordinate, \( Q(k, v) \), such that:

\[
Q(k, v) = \langle k, v | r \rangle = \sum_k e(j, k, v) \exp(ik \cdot r(j)) Q(k, v)
\]

The dynamic energy of the harmonic system, called the Hamiltonian \( \mathcal{H} \), can be written as

\[
\mathcal{H} = \frac{1}{2} \sum_{jl} m_j |\hat{u}(jl)|^2 + \frac{1}{2} \sum_{jj',ll'} \sum_{k,v} u^T(jl) \cdot \Phi_{jj'}^{ll'}(k,v) \cdot u(j'l')
\]

This equation follows from equation (6.11). We can substitute for \( \hat{u} \) and \( u \) in equation (6.43). It turns out that when we do this, we end up with the satisfying result introduced in equation (4.6):

\[
\mathcal{H} = \frac{1}{2} \sum_{k,v} \dot{Q}(k,v) \dot{Q}(-k,v) + \frac{1}{2} \sum_{k,v} \omega^2(k,v) Q(k,v) Q(-k,v)
\]

The first part of equation (6.44) was first introduced in Chapter 4, and is derived in Appendix B (equation (B.6)). The second part of equation (6.44), the potential energy term, is also derived in Appendix B. The derivation uses the dynamical matrix transformation that is given by equations (6.17)–(6.25);
the potential energy term in equation (6.44) is clearly a diagonalisation of the same term in equation (6.43).

Summary

In this chapter we have bridged the gap between the simple models of earlier chapters and real systems.

1. We have obtained general equations for the harmonic lattice vibrations that can be used for any crystal.
2. We have defined the dynamical matrix, noting that the vibrational frequencies are obtained as the square roots of the eigenvalues and the corresponding atomic motions are given by the eigenvectors of the dynamical matrix.
3. The formalism has been extended to include shell-model interactions.
4. The formalism for the mode eigenvectors has been recast in terms of the normal mode coordinates, and the harmonic energy of the crystal has been written in terms of these new variables.

FURTHER READING

Ashcroft and Mermin (1976) ch. 22
Born and Huang (1954) ch. 15, 38
Brüesch (1982) ch. 2, 3, 4; app. F–J
Califano et al. (1981)
Cochran (1973) ch. 4
Willis and Pryor (1975) ch. 3
Acoustic modes and macroscopic elasticity

The connection between the acoustic modes and the elastic properties of a crystal is developed. The dynamical matrix for the acoustic modes is written in terms of the elastic constant tensor.

The behaviour of long-wavelength acoustic modes

We pointed out in Chapter 2 that the acoustic modes in the long-wavelength limit correspond to crystal strains, and that the force constants that determine the dispersion curves are given by the appropriate elastic constants. The purpose of this chapter is to develop the relationship between the acoustic modes and the complete elastic constant tensor.

Consider first a longitudinal acoustic mode in a cubic crystal with wave vector along [100], as illustrated in Figure 7.1. The magnitude of the wave vector is small but non-zero, such that the wavelength is much larger than the unit cell size. Each (100) plane of atoms is displaced in the $x$ direction by a constant amount relative to its neighbouring planes. Therefore the displacement $u_x$ of each plane is proportional to its position $x$. This corresponds to a uniform compressional strain of the crystal, $\varepsilon_{11} = \frac{\partial u_x}{\partial x}$, which locally makes a cubic unit cell tetragonal.

Now consider a transverse acoustic mode in a cubic crystal with wave vector along [100], as illustrated in Figure 7.2. In this case the planes of atoms are displaced along the $y$ direction by a constant amount relative to its neighbouring planes. Therefore the displacement $u_y$ of each plane is also proportional to its position $x$ and $\frac{\partial u_y}{\partial x}$ is constant. Because the direction of the displacements $u_y$ is orthogonal to the $x$ direction, the gradient $\frac{\partial u_y}{\partial x}$ describes the shear strain $\varepsilon_{12}$. This strain will locally make an orthogonal unit cell monoclinic.

Finally, consider the transverse acoustic mode in a cubic crystal with wave vector along [110] illustrated in Figure 7.3. The planes of atoms are displaced
along [110]. In this case the displacements that accompany the shear strain give rise to a local tetragonal distortion of the unit cell plus a rotation of the unit cell. There is also a subsidiary shear of the unit cell that makes the axes non-orthogonal, but as this distortion is of higher order than the tetragonal shear strain it is a much smaller effect and can be neglected.

**Acoustic mode frequencies and the elastic constant tensor**

In this section we present the method for calculating the slopes of the acoustic phonon dispersion curves in the long-wavelength limit, where the acoustic modes give rise to strain distortions as described above. The pure strain component \( \varepsilon_{ij} \) is classically defined as

\[
\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial r_j} + \frac{\partial u_j}{\partial r_i} \right) = \frac{1}{2} \left( \varepsilon_{ij} + \varepsilon_{ji} \right)
\]  

(7.1)

where \( \mathbf{u} = (u_1, u_2, u_3) \) is the displacement of a volume element caused by the strain at the position \( \mathbf{r} = (r_1, r_2, r_3) \), and the subscripts \( i \) and \( j \) denote the components of the vectors \( \mathbf{u} \) and \( \mathbf{r} \). The energy per unit volume \( U \) associated with a set of strain distortions is given as

\[
U = \frac{1}{2} \sum_{i,j,k,l} C_{ijkl} \varepsilon_{ij} \varepsilon_{kl}^*
\]  

(7.2)

\footnote{We have to take the complex conjugate of the second strain component in order to ensure that the energy is a real quantity. This would not be necessary if we did not use a complex notation for the travelling waves.}
Figure 7.2: Atomic displacements associated with a long-wavelength transverse acoustic mode propagating along [100] in a cubic crystal and polarised along [010].

where $\mathbf{C}$ is the elastic constant tensor, which is of fourth rank. The energy of an element of volume $dV$ due to the strains is therefore given as

$$dE = U dV = \frac{dV}{2} \sum_{i,j,k,l} C_{ijkl} \varepsilon_{ij} \varepsilon_{kl}^*$$

(7.3)

In the present context, the strains arise from the acoustic modes, which propagate as

$$\mathbf{u}(t) = \mathbf{u} \exp(i[k \cdot r - \omega t])$$

(7.4)

where $\mathbf{k} = (k_1, k_2, k_3)$. Noting the definitions (7.1) and (7.4) we see that the strain waves propagate as

$$\varepsilon_{ij}(t) = \frac{i}{2} \left( u_i(t)k_j + u_j(t)k_i \right)$$

$$= \frac{i}{2} \left( \ddot{u}_i k_j + \ddot{u}_j k_i \right) \exp(i[k \cdot r - \omega t])$$

(7.5)

To calculate the dynamics of the small volume element we use the standard Newton equation of motion for the mass of the volume element to obtain:

$$\rho \ddot{u}_j dV = -\frac{\partial}{\partial u_j} dE$$

(7.6)

where $\rho$ is the density.

---

2 We have assumed that the diameter of the volume element is much smaller than the wavelength of the acoustic modes we will be considering.
We can solve equation (7.6) in two steps. Firstly, from equation (7.4) we have:

$$\rho \ddot{u}_i dV = -\rho \omega^2 u_i dV \quad (7.7)$$

Secondly, from equation (7.3) and the first line of equation (7.5) we have:

$$-\frac{\partial}{\partial u_i} dE = -\frac{dV}{2} \sum_{j,k,l} C_{ijkl} \frac{\partial \varepsilon_{ij}}{\partial u_i} \varepsilon_{kl}^*$$

$$= -\frac{dV}{2} \sum_{j,k,l} C_{ijkl} k_j k_l (u_k k_l + u_l k_k)$$

$$= -dV \sum_{j,k,l} C_{ijkl} k_j k_l u_k \quad (7.8)$$

Gathering together these last two equations leads to the result:

$$\rho \omega^2 \ddot{u}_i = \sum_{j,k,l} C_{ijkl} k_j k_l \ddot{u}_i \quad (7.9)$$

which can be written in matrix form:

$$\rho \omega^2 \ddot{\mathbf{u}} = \mathbf{M} \cdot \ddot{\mathbf{u}} \quad (7.10)$$

where the dynamical matrix $\mathbf{M}$ is given as

$$M_{ik} = \sum_{j,l} C_{ijkl} k_j k_l \quad (7.11)$$
From equation (7.10) we see that $\rho \omega^2$ is the eigenvalue of the matrix $M$ (obtained as one of the solutions of the determinant of $M$), and the eigenvectors give the corresponding motions. $M$ is therefore identical to the dynamical matrix for the acoustic modes.

The reader is referred to Nye (1964, ch. VIII) for a discussion of the symmetry properties of the elastic constant tensor. There is a general reduction of the number of independent components from 81 to 21 in the least symmetric case (triclinic), and in the most symmetric case (cubic) there are only 3 independent components. It is common practice to use the Voigt notation, in which pairs of indices are replaced by single indices:

$$
egin{align*}
11 &\rightarrow 1 & 22 &\rightarrow 2 & 33 &\rightarrow 3 \\
12, 21 &\rightarrow 6 & 13, 31 &\rightarrow 5 & 23, 32 &\rightarrow 4
\end{align*}
$$

The elastic constant tensor can then be represented by a symmetric $6 \times 6$ matrix. Nye (1964) tabulates the elastic constant tensor in this representation for each crystal symmetry.

One application of the formalism presented here is that it is possible to obtain elastic constants from measurements of the acoustic mode dispersion relations.

**Worked example: acoustic waves in a cubic crystal**

The elastic constant matrix for a cubic crystal is given as

$$
C = \begin{pmatrix}
C_{11} & C_{12} & C_{12} & \cdot & \cdot & \cdot \\
C_{12} & C_{11} & C_{12} & \cdot & \cdot & \cdot \\
C_{12} & C_{12} & C_{11} & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & C_{44} & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & C_{44} & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & C_{44}
\end{pmatrix}
$$

(7.12)

where the dots indicate zero values. The symmetric dynamical matrix $M$ then has the form (showing only the upper right half):

$$
M = \begin{pmatrix}
C_{11} k_1^2 + C_{44} (k_2^2 + k_3^2) & (C_{12} + C_{44}) k_3 k_2 & (C_{12} + C_{44}) k_1 k_3 \\
C_{12} k_2^2 + C_{44} (k_1^2 + k_3^2) & C_{11} k_2^2 + C_{44} (k_1^2 + k_3^2) & (C_{12} + C_{44}) k_2 k_3 \\
C_{12} k_3^2 + C_{44} (k_1^2 + k_2^2) & C_{12} k_3^2 + C_{44} (k_1^2 + k_2^2) & C_{11} k_3^2 + C_{44} (k_1^2 + k_2^2)
\end{pmatrix}
$$

(7.13)
The solutions for the three wave vectors, \([\xi, 0, 0]\), \([\xi, \xi, 0]\) and \([\xi, \xi, \xi]\), are tabulated below:

<table>
<thead>
<tr>
<th>(\mathbf{k} = [\xi, 0, 0])</th>
<th>(\mathbf{k} = [\xi, \xi, 0])</th>
<th>(\mathbf{k} = [\xi, \xi, \xi])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho \omega^2_{[100]} = C_{11} \xi^2)</td>
<td>(\rho \omega^2_{[110]} = (C_{11} + C_{12} + 2C_{44}) \xi^2)</td>
<td>(\rho \omega^2_{[111]} = (C_{11} + 2C_{12} + 4C_{44}) \xi^2)</td>
</tr>
<tr>
<td>(\rho \omega^2_{[010]} = C_{44} \xi^2)</td>
<td>(\rho \omega^2_{[1\overline{1}0]} = (C_{11} - C_{12}) \xi^2)</td>
<td>(\rho \omega^2_{[1\overline{1}0]} = (C_{11} - C_{12} + C_{44}) \xi^2)</td>
</tr>
<tr>
<td>(\rho \omega^2_{[001]} = C_{44} \xi^2)</td>
<td>(\rho \omega^2_{[001]} = 2C_{44} \xi^2)</td>
<td>(\rho \omega^2_{[112]} = (C_{11} - C_{12} + C_{44}) \xi^2)</td>
</tr>
</tbody>
</table>

where the subscripts on \(\omega\) denote the directions of motion of the atoms.

We can comment on the stability of the crystal. If \(C_{44}\) is negative, the crystal is unstable against the shear given by one of the transverse acoustic modes with wave vectors in the \(a^*-b^*\) plane (and related planes). Alternatively, if \(C_{11} \leq C_{12}\) the crystal is unstable against the transverse acoustic mode with the wave vector along \([110]\) and polarisation vector along \([1\overline{1}0]\). There are a number of phase transitions that occur in all crystal classes when these stability conditions are broken on cooling, as discussed in Chapter 8. These phase transitions are called ferroelastic; an extensive review of the properties of ferroelastic phase transitions is given by Salje (1990). The stability conditions for the acoustic modes for all crystal classes have been enumerated by Cowley (1976) and Terhune et al. (1985).

**Summary**

1. We have shown that the long-wavelength acoustic modes generate shear distortions of the crystal structure.
2. We have derived the dynamical matrix for the acoustic modes, which is constructed in the general case in terms of the elastic constants.
3. Using the acoustic dynamical matrix it is possible to obtain values for the elastic constants from the acoustic mode dispersion curves.

**FURTHER READING**

Ashcroft and Mermin (1976) ch. 22
Born and Huang (1954) ch. 11–13, 26–27
Nye (1964) ch. VIII
Anharmonic effects and phase transitions

The effects of anharmonic interactions are described in detail. Most of the chapter is concerned with the role of anharmonic interactions as the driving mechanism of displacive phase transitions. The soft mode model of phase transitions is developed and discussed in connection with various different kinds of phase transitions.

Failures of the harmonic approximation

The harmonic phonon model developed in the previous chapters has given us many reasonable results (phonon frequencies, normal mode amplitudes, mean-squared atomic displacements, elastic constants etc.). However, there are a number of phenomena that cannot be explained within the harmonic approximation. These are of three types:

1 Temperature dependence of equilibrium properties:
   - thermal expansion;
   - temperature dependence of elastic constants;
   - temperature dependence of phonon frequencies;
   - natural linewidths of phonon frequencies.

2 Occurrence of phase transitions.

3 Transport properties, e.g. thermal conductivity.

These effects result from the anharmonic interactions. The aim of this chapter is to explore the effects of anharmonic interactions.

Anharmonic interactions

We can start by taking the harmonic Hamiltonian given in terms of normal mode coordinates, equation (6.31), and then simply add to this the corresponding anharmonic terms:
Introduction to lattice dynamics

Figure 8.1: Linewidth of a \( k \sim 0 \) optic mode in KNO\(_3\) as a function of temperature. The straight line has been fitted to the data, and passes through zero width at \( T = 0 \) K (Harris 1992).

\[
\mathcal{H} = \frac{1}{2} \sum_{k,v} \tilde{Q}(k,v) \tilde{Q}(-k,v) + \frac{1}{2} \sum k,v \omega_0^2(k,v) Q(k,v) Q(-k,v) \\
+ \sum_{\kappa \neq 2} \frac{1}{\kappa!} \sum_{k_1,v_1} \cdots \sum_{k_\kappa,v_\kappa} V_{\kappa} \left( k_1 \cdots k_\kappa \right) Q(k_1,v_1) \cdots Q(k_\kappa,v_\kappa) \Delta(k_1 + \cdots + k_\kappa)
\]

(8.1)

where \( V_{\kappa} \) is the \( \kappa \)-th order coupling constant, which gives the strength of the interaction between the relevant phonons, \( \omega_0(k,v) \) is the harmonic frequency of the mode \((k,v)\), and the function \( \Delta(G) \) has a value of unity if \( G \) is a reciprocal lattice vector and zero otherwise.

We shall continue using the approximation of small oscillations so that we need only consider the cubic and quartic terms. The anharmonic interactions have two main effects on the phonons. Firstly, they change the phonon frequencies from the harmonic values; we will consider this in some detail later in this chapter. Secondly, they cause the phonon modes to dampen. This effect is seen as a broadening of the spectral lines in a scattering experiment. Figure 8.1 shows a phonon linewidth, measured in an infrared absorption experiment, that increases linearly with temperature. A spectral linewidth (units of frequency) is the inverse of a lifetime of an excited state. In this case the phonon represents an excited state of the crystal, which after a period of time (the lifetime) decays into another state. One can think of phonons scattering from one another as atoms in a gas scatter from each other. The cubic and quartic terms represent the scattering processes shown in Figure 8.2. There are strict conservation laws that restrict the behaviour of phonon scattering processes, which we illustrate with respect to three-phonon processes. The first is the conservation
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Figure 8.2: Schematic representations of phonon collisions corresponding to cubic (top) and quartic (bottom) anharmonic interactions.

of energy. For two phonons combining to form a third this is given by the frequency relationship:

$$\omega_1 + \omega_2 = \omega_3$$  \hspace{1cm} (8.2)

The second is the conservation of wave vector. This has the property that the total wave vector can change only by a reciprocal lattice vector $G$, as for example,

$$k_1 + k_2 = k_3 + G$$  \hspace{1cm} (8.3)

This is like any scattering process (e.g. Bragg scattering of X-rays). The case of $G = 0$ is called a normal scattering process (exact conservation of wave vector); for non-zero values of $G$ the process is called an Umklapp process after the German for flipping over. For this reason the number of terms in the anharmonic Hamiltonian are restricted to those cases that obey these conservation laws. One other condition is given by symmetry: the Hamiltonian can contain only terms that conserve the symmetry of the system. The symmetry of a normal mode coordinate is an irreducible representation of the space group of the crystal, whereas the Hamiltonian must have the full symmetry of the space group. Therefore the terms in the Hamiltonian must contain products of the irreducible representations that give the identity representation.

**Simple treatment of thermal conductivity**

The simple theory of thermal conductivity highlights nicely the anharmonic phonon scattering processes. The thermal conductivity of an insulator along a direction $x$ can be represented by the equation:
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\[ J = -K \frac{dT}{dx} \]  \hspace{1cm} (8.4)

where \( J \) is the amount of heat energy passing through a unit area per unit time (the heat flux), \( K \) is the thermal conductivity, and \( dT/dx \) is the temperature gradient. If the crystal were harmonic, we could pump energy into one end (by heating that end only) and generate phonons that would flow along the crystal until reaching the other end. Hence the flux \( J \) would depend only on the temperature difference between the two ends of the crystal, and not on the length of the crystal. That this is not the case tells us that the phonons are being scattered. There are a number of scattering mechanisms; the one we consider here is phonon–phonon scattering.\(^1\)

We can sketch a rough derivation for the thermal transport equation given above and obtain an expression for the thermal conductivity \( K \) using an analogy with the kinetic theory of gases, considering the phonons to be interacting particles. We consider two small regions of a crystal separated by a phonon mean-free-path length \( \lambda \). When there is a temperature gradient \( dT/dx \) through the crystal (parallel to the distance between our two regions, defined as the \( x \) direction), the temperature difference over this mean-free-path length is

\[ \Delta T = \lambda_x \frac{dT}{dx} = v_x \tau \frac{dT}{dx} \]  \hspace{1cm} (8.5)

where \( v_x \) is the \( x \)-component of the average phonon drift velocity, and \( \tau \) is the mean phonon lifetime. The difference between the phonon densities in our two regions is simply given as

\[ n(T + \Delta T) - n(T) = \Delta T \frac{dn}{dT} = v_x \tau \frac{dn}{dT} \]  \hspace{1cm} (8.6)

The energy flux \( J \) is simply given as the product of the average drift velocity, the phonon energies, and the difference between the occupation numbers:\(^2\)

\[ J = -v_x \sum_j \hbar \omega_j \left[ n_j(T + \Delta T) - n_j(T) \right] = -v_x^2 \tau C_V \frac{dT}{dx} \sum_j \hbar \omega_j \frac{dn_j}{dT} \]

\[ = -v_x^2 \tau C_V \frac{dT}{dx} = -\frac{1}{3} v_x^2 \tau C_V \frac{dT}{dx} = -K \frac{dT}{dx} \]  \hspace{1cm} (8.7)

\(^1\) Other mechanisms include scattering by defects (which we will not go into here because we have not considered the effects of defects on the phonon spectrum), scattering from the surfaces (which we can neglect if we consider thick samples) and scattering of phonons by electrons, the so-called electron–phonon interaction, which is the most important process in metals but not so important in insulators.

\(^2\) We assume for simplicity that there is no correlation between the average phonon drift velocity or phonon lifetime and the particular mode.
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Figure 8.3: Thermal conductivity of a crystal of NaF (Jackson and Walker 1971).

where \( C_V \) is the heat capacity (considered here to be at constant volume). Note that in equation (8.7) we have replaced the average of the squared velocity component by the average of the squared total velocity. Hence we have obtained the simple result:

\[
\frac{1}{3} \lambda^2 \tau C_V = \frac{1}{3} v^3 C_V
\]  

(8.8)

In Figure 8.3 the thermal conductivity of NaF is shown as a function of temperature. As expected, it falls on increasing temperature because the number of collisions increases so that the mean-free-path length decreases. This effect dominates the increase in the heat capacity. At very low temperatures the conductivity begins to fall on decreasing temperature because collisions with the sides of the crystal limit the growth in the mean-free-path length, and the decreasing heat capacity becomes the main determining factor for the temperature dependence.

We need to ask ourselves what types of collisions are responsible for the finite size of the thermal conductivity. It turns out that the main scattering processes are the Umklapp processes. This is because the normal scattering processes (\( G = 0 \) in equation (8.3)) will not change the net flow of phonons in one direction, so that in the absence of the Umklapp processes the thermal conductivity would be unaffected by the phonon–phonon scattering effects.

Temperature dependence of phonon frequencies

We will consider a simple model, known as the pseudo-harmonic approximation, which will give a simple renormalisation of phonon frequencies due to the anharmonic terms.\(^3\) The result we will find is that the phonon frequencies

\(^3\) This model is described in more detail in Blinc and Zeks (1974).
vary approximately linearly with temperature, usually increasing on increasing temperature. This mechanism is not the only one that causes phonon frequencies to change with temperature. The effects of thermal expansion, which are usually more important, generally cause a decrease in phonon frequency on increasing temperature, because the average distance between atoms increases leading to a decrease in the strength of the interatomic interactions. The effects of thermal expansion are best expressed in terms of the Grüneisen parameters that were described in Chapter 5. The importance of the model presented here is that it can predict the existence of displacive phase transitions.

The formal expression for the crystal Hamiltonian including only harmonic and quartic terms obtained from equation (8.1) is:

$$\mathcal{H} = \frac{1}{2} \sum_{k,v} \hat{Q}(k,v)\hat{Q}(-k,v) + \frac{1}{2} \sum_{k,v} \omega_0^2(k,v)Q(k,v)Q(-k,v)$$

$$+ \frac{1}{4!} \sum_{k,v,k',v',p,p',\mu,\mu'} \sum_{v,v',\mu,\mu'} \left\{ V_4 \left( \frac{k,k',p,p'}{v,v',\mu,\mu'} \right) Q(k,v)Q(k',v')Q(p,\mu)Q(p',\mu') \times \Delta (k + k' + p + p') \right\}$$

(8.9)

For the present purposes we assume that the quartic terms are the only important anharmonic terms. Moreover, we assume that the atoms undergo small oscillations, so that the anharmonic terms are small in comparison with the harmonic term. This second assumption implies that the character of the phonons does not change significantly in the presence of the anharmonic interactions, and that the only effect of the higher order terms, apart from the finite lifetime effect, is a change in frequency.

The main approximation we make is to replace a pair of normal mode coordinates in equation (8.9) by the thermal averages:

$$Q(p, \mu)Q(p', \mu') \rightarrow \langle Q(p, \mu)Q(p', \mu') \rangle$$

(8.10)

The thermal average of a pair of normal mode coordinates is zero unless:

$$p' = -p \quad ; \quad \mu' = \mu$$

(8.11)

which imposes the conservation requirement for the thermal averages:

---

4 The equations are easier to handle in this case, although Bruce and Cowley (1973) have shown that the cubic terms are also important as regards the temperature dependence of the phonon frequencies.
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\( \langle Q(p, \mu)Q(p', \mu') \rangle \propto \delta_{p-p'}\delta_{\mu,\mu'} \) \hspace{1cm} (8.12)

This approximation effectively removes some of the fluctuations from the theory, which is the main feature of what is known as a mean-field theory (discussed later). In addition, we now only allow scattering processes in which two phonons scatter to form two more; we neglect terms where one phonon breaks into three or three phonons merge into one. Furthermore, we now neglect Umklapp terms.

Bearing in mind the changes in the conservation requirements, the approximate Hamiltonian becomes:

\[
\hat{\mathcal{H}}^a = \frac{1}{2} \sum_{k,v} \hat{Q}(k,v)\hat{Q}(-k,v) + \frac{1}{2} \sum_{k,v} \omega_0^2(k,v)Q(k,v)Q(-k,v)
\]

\[
+ \frac{1}{4} \sum_{k,v,p,\mu} V_4 \left( Q(k,v)Q(-k,v)\langle Q(p,\mu)Q(-p,\mu) \rangle \right) \hspace{1cm} (8.13)
\]

It should be noted that we gain a factor of 6 in the quartic term that comes from the summation over all modes. This can be seen as arising from all allowed scattering processes of the type \((k, k') \rightarrow (p, p')\). Two phonons of wave vector \(k\) and \(k'\) scatter from each other to give two new phonons of wave vector \(p\) and \(p'\). In our approximation we include only the wave vectors that obey the criterion \(k + k' + p + p' = 0\), and we also require that the terms include only the wave vectors \(k, -k, p, \) and \(-p\). Thus we only have the six terms indicated in the table:

<table>
<thead>
<tr>
<th>( k )</th>
<th>( k' )</th>
<th>( p )</th>
<th>( p' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k )</td>
<td>(-k)</td>
<td>( p )</td>
<td>(-p)</td>
</tr>
<tr>
<td>( k )</td>
<td>(-k)</td>
<td>(-p)</td>
<td>( p )</td>
</tr>
<tr>
<td>( k )</td>
<td>( p )</td>
<td>(-k)</td>
<td>(-p)</td>
</tr>
<tr>
<td>( k )</td>
<td>(-p)</td>
<td>(-k)</td>
<td>( p )</td>
</tr>
<tr>
<td>( k )</td>
<td>(-p)</td>
<td>( p )</td>
<td>(-k)</td>
</tr>
</tbody>
</table>

We recall the result from Chapter 4 for the thermal amplitude of a normal mode coordinate in the high-temperature limit:

\[
\langle Q(p,\mu)Q(-p,\mu) \rangle = k_B T / \omega^2(p,\mu) \hspace{1cm} (8.14)
\]

We can substitute this result into the approximate Hamiltonian given by equation (8.13):
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\[ H^a = \frac{1}{2} \sum_{k, \nu} \dot{Q}(k, \nu)\dot{Q}(-k, \nu) + \frac{1}{2} \sum_{k, \nu} \omega_0^2(k, \nu)Q(k, \nu)Q(-k, \nu) + \frac{k_B T}{4} \sum_{k, \nu, p, \mu} V_4 \left( k, -k, p, -p \atop \nu, \nu, \mu, \mu \right) Q(k, \nu)Q(-k, \nu) / \omega^2(p, \mu) \] (8.15)

This equation is then equivalent to a harmonic equation, if we replace the harmonic frequencies in equation (8.15) with the modified, or renormalised, frequencies \( \tilde{\omega}(k, \nu) \):

\[ H^a = \frac{1}{2} \sum_{k, \nu} \dot{Q}(k, \nu)\dot{Q}(-k, \nu) + \frac{1}{2} \sum_{k, \nu} \tilde{\omega}^2(k, \nu)Q(k, \nu)Q(-k, \nu) \] (8.16)

where the renormalised frequencies are given by:

\[ \tilde{\omega}^2(k, \nu) = \omega_0^2(k, \nu) + \frac{k_B T}{4} \sum_{k, \nu, p, \mu} V_4 \left( k, -k, p, -p \atop \nu, \nu, \mu, \mu \right) / \tilde{\omega}^2(p, \mu) \] (8.17)

This is called the pseudo-harmonic approximation, because we have replaced the anharmonic Hamiltonian by an effective harmonic Hamiltonian, and have replaced the harmonic force constants by effective force constants.\(^5\)

The new frequencies are called renormalised frequencies because their values have been renormalised by the anharmonic interactions. We can in principle solve equation (8.17) for the new frequencies in two ways. We can put the pseudo-harmonic frequencies in the denominator of equation (8.17) and solve a set of equations for the renormalised frequencies self-consistently (complicated!), or we can replace these renormalised frequencies in the denominator by the harmonic frequencies and calculate the approximate shift in each frequency from its harmonic value.

The important point to note is that we have been able to introduce temperature explicitly into the phonon frequencies. If the coupling constants \( V_4(...) \) are approximately independent of temperature, the phonon frequencies vary linearly with temperature. The temperature comes into the picture via the thermal population of the phonons that interact with the phonon whose frequency we are calculating, equation (8.14).

\(^5\) Some authors prefer to use the term quasi-harmonic instead of pseudo-harmonic. The former term, however, has a number of other uses, one of which occurs later in this chapter, and is generally taken to refer to any model in which the harmonic frequencies are modified by some change in the crystal rather than renormalised by anharmonic interactions. We met an example of this in Chapter 5, where thermal expansion was treated by considering the dependence of phonon frequencies on volume. Yet another name for the model described here is the independent mode approximation, as used by Bruce and Cowley (1981, pp 124–128).
Figure 8.4: Anharmonic potential well for a single atom. The broken curve shows a harmonic term that equals the anharmonic potential at one given energy.

The origin of the positive shift in frequency with temperature is illustrated in Figure 8.4, which shows an anharmonic potential well. As the temperature increases, the anharmonic potential well is narrower than the corresponding harmonic well would be. The atoms are therefore constrained to a tighter amplitude, which gives rise to a higher frequency since the mode amplitude is proportional to $\omega^{-1}$.

**Displacive phase transitions and soft modes**

The simple picture of a phonon frequency that varies linearly with temperature is very relevant in the standard model of displacive phase transitions. Let us consider a phonon frequency, of wave vector $k$, which has been renormalised by the quartic anharmonic interactions and which can simply be expressed as

$$\tilde{\omega}^2 = \omega_0^2 + \alpha T \tag{8.18}$$

where $\alpha$ will in general be positive.

We recall from our discussion of the calculation of harmonic frequencies that if $\omega_0^2$ is negative the crystal is unstable against the displacements of the corresponding mode eigenvector. We now consider a symmetric high-temperature phase. If it has a harmonic frequency at any wave vector $k$ that is imaginary, then the structure is not stable at 0 K, and there is another structure of lower symmetry that has a lower energy at 0 K. The lower energy structure can be viewed as a small modification of the higher-symmetry structure: the modification is caused by the distortion corresponding to the eigenvector of the mode with the imaginary frequency. In other words, the stable structure is equivalent to the symmetric structure with a frozen-in normal mode coordinate of wave vector $k$ corresponding to the imaginary harmonic frequency.
On warming, the anharmonic contribution to the phonon frequency increases until the renormalised frequency $\omega^r(k, \nu)$ becomes zero and then real. At this point the symmetric structure is now stable, and the point at which the renormalised frequency reaches zero in value corresponds to the phase transition between the low-temperature low-symmetry phase and the high-temperature symmetric phase. This gives a transition temperature, $T_c$, for the phase transition which is related to the fundamental parameters:

$$T_c = -\frac{\omega_0^2}{\alpha}$$

(8.19)

This process is illustrated in Figure 8.5.

Another way of thinking about this mode is that in the high-temperature symmetric phase the mode frequency decreases on cooling until it becomes zero in value. At that point the crystal is unstable against the corresponding distortion and the crystal undergoes a phase transition to a lower-symmetry phase. This mode (in the high-temperature phase) is called a soft mode, because it has a low frequency and the crystal is essentially soft against the corresponding displacements of the atoms. The frequency is said to soften on cooling towards the transition point. Often the wave vector $k$ is a high-symmetry point (a Brillouin zone boundary or the zone centre), but this need not always be so. Also, the transition on cooling occurs as soon as any one point on a phonon branch reaches zero. There is also a soft mode on the low-temperature side of the transition, which increases in frequency on cooling, associated with the instability that occurs on heating.

In practice the calculated frequencies for the high-symmetry structure will occur for a range of wave vectors, and in some cases whole branches may be unstable. Usually though, the instability will occur at the wave vector with the largest imaginary frequency.
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Figure 8.6: Schematic representations of a ferroelectric soft mode behaviour: a) behaviour of the phonon dispersion curves; b) atomic distortions.

It should be noted that the anharmonic effects that drive a soft mode phase transition need not be particularly strong (Bruce and Cowley 1981, p 91). Rather, the soft mode harmonic frequency has a small imaginary value so that it is particularly sensitive to the effects of the anharmonic interactions. This is because the anharmonic interactions produce a shift in the value of $\omega^2$ rather than a rescaling, and the shifts required to stabilise the soft mode need not be significantly larger than the corresponding changes in the high-frequency modes.

Ferroelectric and zone centre phase transitions

The soft mode theory of phase transitions was originally developed to explain the origins and mechanisms of ferroelectric phase transitions\(^7\) (Cochran 1959a, 1960, 1961). A ferroelectric phase transition involves the loss of a centre of symmetry in the unit cell, and in general this will give rise to a net dipole moment of the unit cell (Lines and Glass 1977). This in turn gives rise to a macroscopic dielectric polarisation of the whole crystal which can be measured fairly easily, just as the alignment of atomic magnetic moments gives rise to an observable magnetisation in a ferromagnetic material. One of the

\(^7\) Cochran (1981) and Dolino (1990) have noted that the soft mode theory had been anticipated many years previously but that the ideas had not been appreciated. The first observation of a soft mode was by Raman and Nedungadi (1940) in quartz, and at the same time Saksena (1940) had predicted the existence of a soft mode in quartz theoretically. The Lyddane–Sachs–Teller (Lyddane et al. 1941) relation was contemporaneous with these studies. The first experimental verifications of the soft mode theory were by Barker and Tinkham (1962) and Cowley (1962).
characteristic properties of a ferroelectric phase transition is that it is accompanied by a large dielectric constant that increases towards an infinite value at the transition temperature. This effect is in fact predicted by the Lyddane–Sachs–Teller relation (equation (3.29)), which preceded the development of the soft mode theory and which shows that a diverging value of the dielectric constant follows from the softening of a transverse optic phonon frequency with zero wave vector. The atomic motions associated with the soft phonon correspond to the displacements that accompany the ferroelectric phase transition, and these are illustrated schematically in Figure 8.6.

One example of a soft mode ferroelectric phase transition is the perovskite PbTiO$_3$, which undergoes a cubic–tetragonal ferroelectric phase transition at 763 K (Burns and Scott 1970; Shirane et al. 1970). The distortion associated with the transition is shown in Figure 8.7, and primarily involves small atomic displacements along [001]. The transition in PbTiO$_3$ is first order, so the soft mode frequency does not actually reach zero – this is the case for many ferroelectric phase transitions, and is a consequence (discussed in Appendix D) of a coupling to a strain distortion. The temperature dependence of the soft mode has been measured above and below the transition temperature, as shown in Figure 8.8.

A large number of other perovskite crystals also undergo ferroelectric phase transitions. The best known example is BaTiO$_3$, which has a phase transition at 393 K which in some senses is similar to that observed in PbTiO$_3$. However, whereas the soft mode in PbTiO$_3$ is observed to behave as a sharp phonon at all temperatures, the soft mode in BaTiO$_3$ is found to be heavily damped (Yamada et al. 1969; Harada et al. 1971). This is believed to be associated with a degree of disorder in the BaTiO$_3$ structure – rather than the tetragonal phase simply
consisting of the atoms moving along [001], in BaTiO$_3$ the Ti atoms are located in potential minima lying away from their average position in the cubic phase along the [111] directions. In the tetragonal phase there are then four possible positions for the Ti atoms, and on further cooling there are subsequent structural transitions involving progressive ordering of the Ti atoms, until at low temperatures the structure becomes rhombohedral with the polarisation along [111]. Well-behaved soft modes with zero wave vector are also found in SrTiO$_3$ (Cowley 1962) and KTaO$_3$ (Comès and Shirane 1972; Perry et al. 1989). However, in both of these cases the ferroelectric phase transition appears to try to occur at low temperatures (~32 K in the case of SrTiO$_3$), and at such low temperatures quantum-mechanical effects actually suppress the transition and allow it to occur only at 0 K.

There are also phase transitions that have soft modes with zero wave vector but which are not ferroelectric. One example is quartz, which undergoes a hexagonal–trigonal phase transition at 846 K (Dolino 1990), and although both the high- and low-temperature phases are non-centrosymmetric, there is not an accompanying change in the dielectric polarisation or a divergence of the dielectric constant. The soft mode has recently been measured by neutron scattering (Dolino et al. 1992).  

---

8 Quartz is actually somewhat more complicated owing to the existence of an incommensurate phase transition at a similar temperature to the transition to the trigonal phase, but the details are only important close to the transition. This aspect will be discussed later in this chapter.
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A number of crystals undergo phase transitions which involve soft modes with wave vectors at Brillouin zone boundaries. In these cases the soft phonons can be either acoustic or optic modes since, as we have seen in Chapter 3, in many cases the distinction between the two types of mode is unclear at zone boundary wave vectors. The different types of soft mode, and the respective atomic displacements, are shown schematically in Figure 8.9. One of the results of a zone boundary soft mode phase transition is that the unit cell of the low-temperature phase is doubled in one or more directions. In some cases neighbouring unit cells of the high-temperature phase develop dipole moments, but as these are in opposite directions the unit cell of the low-temperature has no net moment. By analogy with antiferromagnetism this type of transition is sometimes called an antiferroelectric phase transition, although the term is not often used these days.

Undoubtedly the best example of a zone boundary phase transition is the cubic–tetragonal transition in the perovskite SrTiO$_3$, which has a soft mode with wave vector $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ and a transition temperature of 110 K (Cowley et al. 1969; Shirane and Yamada 1969) in addition to the ferroelectric soft mode. The atomic motions that are associated with the soft mode and which freeze into the structure below the transition are shown in Figure 8.10. They mostly consist of rotations of the interconnected TiO$_6$ octahedra about [001], with neighbouring octahedra in the (001) plane rotating in opposite directions. The rotations in neighbouring (001) planes are in opposite senses, so that the unit cell doubles in each direction (the new low-temperature unit cell is actually an
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Figure 8.10: The structure change associated with the phase transition in SrTiO$_3$, where we show only the oxygen atoms. The lines outline the unit cells in both phases. In the low-temperature phase the atomic motions associated with the soft mode are identical to the displacement pattern of the low-temperature phase.

unconventional C-centred tetragonal cell, and the cell vectors $\mathbf{a}$ and $\mathbf{b}$ of the conventional I-centred cell are at 45° from the corresponding unconventional cell vectors). The temperature dependence of the soft mode on both sides of the transition temperature is shown in Figure 8.11.

**Ferroelastic phase transitions**

A ferroelastic phase transition is the macroscopic elastic analogue of ferromagnetic or ferroelectric phase transitions, in that the transition involves the creation of a reversible spontaneous shear strain that shows hysteresis behaviour similar to that shown by spontaneous magnetisation or dielectric polarisation (Salje 1990). Ferroelastic phase transitions are accompanied by a combination of elastic constants that falls to zero at the transition temperature, which implies that the gradient of one of the transverse acoustic modes at zero wave vector falls to zero, as discussed in Chapter 7. This is a soft acoustic mode, which may soften across most of the branch or just in the vicinity of zero wave vector. The shear strains generated by transverse acoustic modes are shown in Figures 7.2 and 7.3, and the behaviour of soft acoustic modes is illustrated schematically in Figure 8.12. Experimental data for soft acoustic modes in *sym*-triazine (hexagonal–monoclinic transition at 198 K) and HCN (tetragonal–orthorhombic transition at 170 K) are shown in Figure 8.13. In the case of

---

9 In both cases the transition temperatures are 10 K lower in the deuterated forms.
Figure 8.11: The temperature dependence of the soft mode in SrTiO$_3$. The experimental data were obtained from Raman scattering (circles, Fleury et al. 1968) and inelastic neutron scattering (crosses, Cowley et al. 1969; triangles, Shirane and Yamada 1969). The soft mode of the high-temperature phase is triply-degenerate, and splits into a doubly-degenerate and singlet mode in the low-temperature phase.

Figure 8.12 Schematic representations of two types of acoustic mode softening, involving the whole or part of the branch.

*sym*-triazine the softening is confined to wave vectors around $k = 0$, whereas the whole branch softens in HCN.

**Incommensurate phase transitions**

In most cases soft modes occur with special values of the wave vector, either at zero or at a zone boundary point. There are a number of cases in which the soft mode falls to zero frequency at a wave vector that is at some point between the zone centre and boundary. The distortions associated with such a soft mode are shown in Figure 8.14. These distortions impose a periodicity on the structure which is unrelated to (incommensurate with) the periodicity of the underlying
Figure 8.13 Measurements of the soft acoustic branch in deuterated HCN (Mackenzie and Pawley 1979) and deuterated sym-triazine (Dove et al. 1983). For HCN the open circles represent data at $T_c + 67$ K and the closed circles represent data at $T_c + 2$ K. For sym-triazine the open circles represent data at $T_c + 107$ K and the closed circles represent data at $T_c + 21$ K.

Figure 8.14 Representation of the atomic displacements associated with a soft incommensurate mode.

crystal lattice,\footnote{Technically the reduced wave vector must not be equal to a fraction of two integers.} and the phase transition is accordingly termed an incommensurate phase transition (Blinc and Levanyuk 1986). Another commonly used term for the structure of the incommensurate phase is a modulated structure.

There are a number of possible mechanisms for incommensurate phase transitions, one of which is described briefly below in connection with quartz. In most cases an incommensurate phase transition is followed at a lower temperature by a second transition at which the periodicity of the modulation changes so that it is related to the periodicity of the underlying lattice. This transition is known as a lock-in transition, since the modulation wave vector has locked in to a value with a periodicity that is commensurate with that of the underlying structure. The lock-in transition can occur just a few degrees below the incommensurate mode.
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Figure 8.15 shows the temperature dependence of the phonon dispersion curve in K$_2$SeO$_4$, which has an incommensurate phase transition at 128 K with an incommensurate wave vector of ~0.3a$^*$. Quartz undergoes an incommensurate phase transition at 850 K and a lock-in transition at 848 K. For many years the two transitions were not recognised as distinct, and it was believed that the famous $\alpha$-$\beta$ phase transition involved a single change. The history of the phase transition in quartz has recently been reviewed by Dolino (1990). The soft optic branch is relatively flat in frequency for wave vectors along [100] (Berge et al. 1986; Bethke et al. 1987; Dolino et al. 1989, 1992; Vallade et al. 1992). As the soft optic mode falls to zero, it interacts with an acoustic mode of the same symmetry for wave vectors along [100] (as anti-crossing effect). However, these two modes have different symmetries at $k = 0$, so that the interaction strength is zero at $k = 0$ but increases with increasing wave vector (approximately as $k^2$). The effect of the interaction is to lower the frequency of the acoustic branch at wave vectors away from the zone centre, and as the temperature is lowered this effect increases until the minimum of the acoustic branch reaches zero.

There are a number of interesting properties of incommensurate phases. One of the main characteristic features is the existence of sharp diffraction peaks that are displaced from the main Bragg peaks by the incommensurate wave vector. These are known as satellite reflections, and contain information about...
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There are two new types of lattice vibration that are associated with the incommensurate modulation. The first is associated with fluctuations in the amplitude of the modulation, and the second is associated with fluctuations in the phase of the modulation with respect to the underlying crystal lattice—these are termed amplitudons and phasons respectively.

Some comments on the experimental aspects of soft modes

The original picture of the mechanism of displacive phase transitions in terms of the softening of a transverse optic phonon has been confirmed by a large number of experimental studies. The early experimental work on the 'model' examples has been summarised by Scott (1974), Shirane (1974) and Axe (1971). The experimental studies on the lattice dynamical aspects of the incommensurate phase transitions pointed to the generality of the idea—a number of the articles in Blinc and Levanyuk (1986) describe measurements of the lattice dynamical aspects of incommensurate phase transitions. Detailed calculations on SrTiO$_3$ by Bruce and Cowley (1973) have confirmed the essential correctness of the basic soft mode model.

The studies on materials such as BaTiO$_3$ showed that not all displacive phase transitions are as simple as the model might suggest—in this case the transition has more of the nature of an order–disorder phase transition, with atoms hopping between sites that are different from the apparent high-symmetry sites. Moreover, in a number of studies the soft phonon is found to dampen on approaching the phase transition simply as a result of the relative enhancement of the anharmonic interactions.

Further experimental studies of SrTiO$_3$ and other materials undergoing second order phase (i.e. continuous, see Appendix D) transitions, however, have shown additional complications with the simple model. The major experimental point, as reviewed by Bruce and Cowley (1981, pp 220–249), is that the soft mode frequency does not reach zero frequency at the transition temperature, but saturates at a finite value. Instead the neutron scattering experiments show the existence of a sharp peak at zero frequency which increases in temperature on approaching the transition temperature from above. Bruce and Cowley (1981, pp 249–316) have reviewed the different possible explanations for this behaviour under three main ideas, all of which are undoubtedly important. The first idea is that the soft mode picture is too simple in its neglect of higher-order anharmonic processes, which should surely become important as the soft mode frequency reaches small values. The second idea is that at temperatures close to but still above the transition temperature the picture of a lattice of atoms vibrating about symmetric positions is inadequate, and instead the crystal con-
tains clusters of the low-temperature structure. The important dynamics in this case concern the motions of the domain walls (called solitons) which will occur over much longer time scales than phonon motions. The third idea is that defects are important, particularly close to the transition temperature, and that defects can locally change the energy required for the phase transition to occur. These effects are, however, only important at temperatures close to the transition temperature, and for an understanding of the fundamental origin of the phase transition and the behaviour over a wide range of temperatures we do not need to go beyond the basic ideas of the soft mode model.

Soft modes and the Landau theory of phase transitions

Order parameter and susceptibility

We have noted above that at a soft mode displacive phase transition, the structure of the low-symmetry (low-temperature) phase is equivalent to that of the high-symmetry phase distorted by the static atomic displacements associated with the eigenvector of the soft mode. The distortion pattern is usually more-or-less constant for all temperatures – only the amplitude is significantly temperature dependent. The amplitude of the distortion is called the order parameter, and is of central importance for the theory of any phase transition.

The first theoretical approach to any phase transition is Landau theory, which is a phenomenological approach that gives useful information concerning a wide range of physical and thermodynamic properties associated with the phase transition (Salje 1990, ch. 13; Blinc and Zeks 1974, ch. 3; Bruce and Cowley 1981, pp 1–74). Landau theory is described in detail in Appendix D. The central idea is that the Gibbs free energy of a crystal, $G$, can be expressed as a power series expansion in the order parameter, $Q$, about the free energy of the high-symmetry structure, $G_0$:

$$G(Q) = G(Q = 0) + \frac{1}{2} a(T - T_c)Q^2 + \frac{1}{4} bQ^4 + \cdots$$  

(8.20)

From this expansion it is possible to calculate the temperature dependence of the order parameter, as described in Appendix D.

In the high-symmetry phase ($\langle Q \rangle = 0$), $Q$ vibrates as a normal mode. The prefactor, $a(T - T_c)$, is then equivalent to the square of the soft mode frequency as given by equations (8.18) and (8.19). This prefactor is also, in the high-

\[11\] We follow convention here and describe the phase transition in the language of Landau theory using the Gibbs free energy rather than the Helmholtz free energy.
temperature phase, equivalent to the inverse susceptibility, \( \chi^{-1} = \partial^2 G / \partial Q^2 \). The soft mode concept as developed in this chapter provides some theoretical justification for the application of Landau theory to displacive phase transitions, and gives some physical interpretation of the phenomenological parameters of equation (8.20).

For a phase transition to occur in a crystal, the potential energy of the crystal (called the lattice energy in previous chapters) must be a double-well function of the order parameter, e.g.,

\[
V(Q) = -\frac{1}{2} \kappa_2 Q^2 + \frac{1}{4} \kappa_4 Q^4 + \cdots
\]  

(8.21)

This potential is equivalent to the temperature-independent part of the Landau free energy in equation (8.20). The harmonic prefactor, \(-\kappa_2\), is also equivalent to the square of the harmonic component of the soft mode frequency, \(\omega_0^2\), at \(Q = 0\), which we have already pointed out must be negative.

**Double-well potentials: a simple model**

Considerable theoretical work has been carried out on one simple atomic model that displays a phase transition, which is illustrated in Figure 8.16. The model consists of a lattice of atoms, which are allowed to vibrate along one direction and which interact with their nearest neighbours with harmonic forces (Bruce and Cowley 1981, pp 114–119; Giddy et al. 1989, 1990). Each atom also experiences a force due to a static on-site double-well potential which is assumed to arise from the interaction of the atom with the rest of the crystal. The Hamiltonian for this system is

\[
\mathcal{H} = \frac{m}{2} \sum_j \dot{x}_j^2 + \frac{J}{4} \sum_{j,j'} (x_j - x_{j'})^2 + \sum_j V(x_j)
\]  

(8.22)

where

\[
V(x_j) = -\frac{1}{2} ax_j^2 + \frac{1}{4} bx_j^4
\]  

(8.23)

One key parameter is the depth of the double-well, which is equal to \(V_0 = a^2/4b\). The transition is determined by the strength of the coupling parameter \(J\) – the higher the value of \(J\) the higher the transition temperature. There are two limiting cases of the model. If \(V_0 \gg J\), the atoms tend to remain near the minima of the potential wells, i.e. at \(\pm x_0\), where \(x_0 = (a/b)^{1/2}\), at all
temperatures, and the transition involves ordering of the positions of all the atoms to either $+x_0$ or $-x_0$. This transition is of order–disorder type, and will not have an associated soft mode. We do not expect Landau theory to be valid for this case.\textsuperscript{12} The other limiting case is $V_0 \ll J$. This is a typical soft mode displacive transition, and the theory we have discussed in this chapter is applicable in this case. In practice it turns out that a large number of phase transitions fall into this limiting case, and it is found that Landau theory is appropriate for these transitions over a wide temperature interval.

It is possible to have intermediate cases, where the height of the potential barrier between two minima is similar to $k_B T_c$. It is found in such cases that at temperatures well above the transition temperature the behaviour of the crystal corresponds to the classic soft mode behaviour. On approaching the transition, regions of the crystal fluctuate spontaneously into the low-temperature ordered phase, and the transition takes on characteristics of an order–disorder transition. The soft mode in these cases does not actually reach zero, but instead the lineshape that is measured in an experiment broadens significantly in frequency on cooling. When the width is comparable to the mode frequency, the mode is said to be overdamped, since the apparent lifetime of the phonon is no longer than one period of the oscillation. We have previously mentioned overdamped soft modes as observed in BaTiO$_3$.

\textit{An exact model of a displacive phase transition}

Our aim now is to draw the connection between Landau theory and the soft mode theory of displacive phase transitions – we will find that the lattice dynamical model of the mechanism of a displacive phase transition provides the natural physical basis for the application of Landau theory to these phase transitions. We will use an approach first suggested by Chihara et al. (1973) and subsequently developed by Rae (1982) and reviewed in more general

\textsuperscript{12} If mean-field theory is applicable, an order–disorder phase transition may be better described by the Bragg–Williams model (Rao and Rao 1978, pp 184–190), which predicts that the coefficients of an expansion of the free energy in the form of equation (8.27) will be temperature dependent.
terms by Dove et al. (1992a). We start with the standard equation for the free energy of a harmonic crystal:

\[ F = k_B T \sum_{k,\nu} \ln \left[ 2 \sinh \left( \frac{\hbar \omega(k, \nu)}{2k_B T} \right) \right] + V \]  

(8.24)

where \( V \) is the potential energy of the crystal, which is added to the normal phonon free energy.

We now use the quasi-harmonic approximation. It is assumed that the phonon free energy is a function of the order parameter \( Q \) through the dependence of the harmonic phonon frequencies on \( Q \). We retain only the \( Q \)-dependent part of \( V \) as given in equation (8.21). The essence of the quasi-harmonic approximation is that the harmonic model is used with new frequencies.

To make things simple, we will assume an Einstein model. For \( N_A \) atoms, we can rewrite equation (8.24) in the quasi-harmonic approximation as

\[ F(Q, T) = 3RT \ln \left[ 2 \sinh \left( \frac{\hbar \omega(Q)}{2k_B T} \right) \right] + V(Q) = F_{\text{ph}}(Q, T) + V(Q) \]  

(8.25)

We also assume the existence of a double-well potential for \( V(Q) \) of the form of equation (8.21). In the high-temperature limit, we can develop the phonon part of \( F(Q, T) \), \( F_{\text{ph}}(Q, T) \), as an expansion about \( F_{\text{ph}}(Q = 0) \):

\[ F_{\text{ph}}(Q) = F_{\text{ph}}(Q = 0) + Q \left( \frac{\partial F_{\text{ph}}}{\partial Q} \right)_{Q=0} + \frac{1}{2} Q^2 \left( \frac{\partial^2 F_{\text{ph}}}{\partial Q^2} \right)_{Q=0} \]  

(8.26)

We can readily obtain the differentials, noting the simplifications to the expressions in the standard high-temperature limit:

\[ \frac{\partial F_{\text{ph}}}{\partial Q} = \frac{2}{N_A} \coth \left( \frac{\hbar \omega}{2k_B T} \right) \hbar \frac{\partial \omega}{\partial Q} = \frac{3RT}{\omega} \frac{\partial \omega}{\partial Q} \]  

(8.27)

\[ \frac{\partial^2 F_{\text{ph}}}{\partial Q^2} = \frac{3}{2} N_A \coth \left( \frac{\hbar \omega}{2k_B T} \right) \hbar \frac{\partial^2 \omega}{\partial Q^2} + \frac{3}{4} N_A \frac{\hbar^2}{k_B T} \cosech^2 \left( \frac{\hbar \omega}{2k_B T} \right) \left( \frac{\partial \omega}{\partial Q} \right)^2 \]  

\[ = \frac{3RT}{\omega} \left[ \frac{\partial^2 \omega}{\partial Q^2} - \frac{1}{\omega} \left( \frac{\partial \omega}{\partial Q} \right)^2 \right] \]  

(8.28)

We now need to calculate the dependence of the Einstein frequency, \( \omega \), on
There are two cases to consider. In the first case, the potential energy of the crystal also contains terms of the form:

$$V(Q, Q_0) = \frac{1}{2} \omega_0^2 Q_0^2 + \frac{1}{2} \alpha Q_0^2 Q^2$$

(8.29)

where $\omega_0$ is the harmonic frequency of the Einstein mode when $Q = 0$, and $Q_0$ is the normal mode coordinate for the Einstein mode. The potential contains a quartic anharmonic interaction between $Q_0$ and the normal mode coordinate of the soft mode, $Q$, which becomes the order parameter in the low-symmetry phase. In the low-symmetry phase, when the average value of $Q$ is non-zero, equation (8.29) can be written as

$$V(Q, Q_0) = \frac{1}{2} \left( \omega_0^2 + \alpha Q^2 \right) Q_0^2$$

(8.30)

The quasi-harmonic frequency for the Einstein mode is therefore equal to

$$\omega^2 = \omega_0^2 + \alpha Q^2$$

(8.31)

In this case, therefore, the differentials we require are

$$\frac{\partial \omega}{\partial Q} = \frac{\alpha Q}{\omega}, \left( \frac{\partial \omega}{\partial Q} \right)_{Q=0} = 0$$

(8.32)

$$\frac{\partial^2 \omega}{\partial Q^2} = \frac{\alpha}{\omega} - \frac{\alpha Q}{\omega^2} \frac{\partial \omega}{\partial Q}, \left( \frac{\partial^2 \omega}{\partial Q^2} \right)_{Q=0} = \frac{\alpha}{\omega_0}$$

(8.33)

Substituting equations (8.32) and (8.33) into equation (8.25) gives the final result for the free energy of the crystal in the high-temperature limit as

$$F(Q, T) = \frac{3\alpha R T}{2 \omega_0^2} Q^2 - \frac{1}{2} \kappa_2 Q^2 + \frac{1}{4} \kappa_4 Q^4$$

(8.34)

This result is equivalent to the Landau free energy of equation (8.20), provided that $\alpha$ is positive. It should be noted that the temperature-dependent term is identical to that obtained from the pseudo-harmonic approximation, equation (8.17) with different notation, which follows directly from the use of the same quartic anharmonic interaction in both cases.

The effect of the order parameter on the phonon frequencies, as given by equation (8.31), is often easily measurable using spectroscopic techniques. Experimental data for the phase transition in As$_2$O$_3$ are shown in Figure 8.17. These measurements provide a convenient method for measuring the order
Figure 8.17: The effect of the order parameter on the temperature dependence of a hard mode frequency in As$_2$O$_5$, as measured by Raman spectroscopy (Bismayer et al. 1986). The line indicates the extrapolation of the high-temperature data, and highlights the frequency change in the low-temperature phase.

The second case we consider is where the Einstein modes correspond to a set of degenerate pairs in the high-symmetry phase, which do not remain degenerate in the low-symmetry phase. The relevant potential is of the form:

$$V(Q, Q_1, Q_2) = \frac{1}{2} \omega_0^2 (Q_1^2 + Q_2^2) + \frac{1}{2} \gamma Q (Q_1^2 - Q_2^2)$$

(8.35)

where we neglect higher-order terms. $Q_1$ and $Q_2$ are the normal mode coordinates of the degenerate pair, and $\omega_0$ is the harmonic frequency of the degenerate modes when $Q = 0$. The relevant anharmonic interaction with $Q$ in this case is a cubic term, in which $Q_1$ and $Q_2$ interact with $Q$ with opposite sign. The reason for this sign difference is that in the high-symmetry phase, where $\langle Q^2 \rangle = \langle Q_1^2 \rangle = \langle Q_2^2 \rangle$, there must be no resultant term that is linear in $Q$.

In the low-symmetry phase, where $\langle Q \rangle$ has a non-zero value, we can rewrite equation (8.35) as

$$V(Q, Q_1, Q_2) = \frac{1}{2} \omega_1^2 Q_1^2 + \frac{1}{2} \omega_2^2 Q_2^2$$

(8.36)
where $\omega_1$ and $\omega_2$ are the two Einstein frequencies corresponding to the normal mode coordinates $Q_1$ and $Q_2$ respectively:

$$\omega_1^2 = \omega_0^2 + \gamma Q \quad (8.37a)$$

$$\omega_2^2 = \omega_0^2 - \gamma Q \quad (8.37b)$$

In this case we have:

$$\left( \frac{\partial \omega_1}{\partial Q} \right)_{Q=0} = -\left( \frac{\partial \omega_2}{\partial Q} \right)_{Q=0} = \frac{\gamma}{2\omega_0} \quad (8.38)$$

$$\left( \frac{\partial^2 \omega_1}{\partial Q^2} \right)_{Q=0} = -\left( \frac{\partial^2 \omega_2}{\partial Q^2} \right)_{Q=0} = \frac{\gamma^2}{4\omega_0^3} \quad (8.39)$$

Substituting equations (8.37) and (8.39) into equation (8.25), recalling that half the modes are for $\omega_1$ and half for $\omega_2$, gives the result:

$$F(Q, T) = -\frac{3\gamma^2 RT}{8\omega_0^4} Q^2 - \frac{1}{2} \kappa_2 Q^2 + \frac{1}{4} \kappa_4 Q^4 \quad (8.40)$$

This is different from the expression for the Landau free energy in that the sign of the temperature-dependent term is necessarily always negative, and hence there is no instability on increasing temperature. The splitting of degenerate modes therefore hinders rather than drives the phase transition.

Although this case does not provide a mechanism for a phase transition, it is nevertheless useful for the measurement of the order parameter. The relationships (8.37a) and (8.37b) give the splitting of the degenerate pair below the transition temperature:

$$\omega_1^2 - \omega_2^2 = 2\gamma Q$$

$$\Rightarrow \omega_1 - \omega_2 = \gamma Q / \omega_0 \quad (8.41)$$

This splitting is also easily measured using spectroscopic techniques, and experimental data are shown in Figure 8.18. Measurements of the order parameter from splittings of degenerate modes are usually quite accurate, and unlike the previous case they do not require the extrapolation of $\omega_0$ below the transition temperature.

The analysis of the exact model so far has used the high-temperature approximation in order to show that Landau theory for displacive phase transi-
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Figure 8.18: The splitting of a degenerate mode below the transition temperature in sym-triazine (Daunt et al. 1975). The line is the extrapolation of the high-temperature data.

Anharmonic effects arise quite naturally from exact theories. However, in practice there is no need to make this approximation, and instead we can use equation (8.25) exactly, with appropriate values for the Einstein frequencies. By this means the principal failure of Landau theory, namely the failure to reproduce the correct thermodynamic limiting behaviour that $\frac{dQ}{dT} = 0$ at $T = 0$ K, is avoided.

Let us put in some numbers. If we take the parameter values, $\alpha/2\pi = 3.61$ THz, $\kappa_2 = 1.0$ J mol$^{-1}$, $\kappa_4 = 0.8224$ J mol$^{-1}$, $\alpha = 4.14 \times 10^{22}$ s$^{-2}$, $\gamma = 0$, we have the following values for the coefficients in the Landau free energy:

\begin{align}
    a &= \frac{3\alpha R}{\omega_0^2} = 2.0 \times 10^{-3} \text{ J mol}^{-1} \\
    T_c &= \frac{\kappa_2 \omega_0^2}{3\alpha R} = 500 \text{ K} \\
    b &= \kappa_4 = 1.0 \text{ J mol}^{-1}
\end{align}

The temperature dependence of the order parameter calculated from the Landau expansion is compared with the exact calculation in Figure 8.19. It can be seen that there is good agreement between the two curves at most temperatures, but below about 100 K the order parameter in the exact calculation flattens off (the effect known as order parameter saturation), whereas the Landau model predicts that the order parameter will continue to rise on cooling (Salje et al. 1991). The thermodynamic condition that $\frac{dQ}{dT} = 0$ at $T = 0$ K is not built in to the Landau model since it is a high-temperature approximation to the exact quantum-mechanical free energy. An example of an actual
application of the exact model is given by the analysis of the ferroelastic phase transitions in the molecular crystals sym-triazine (Rae 1982) and NaN$_3$ (Aghdaee and Rae 1983). In these cases, each mode used in the analysis was degenerate in the high-temperature phase, and it was found that both cubic and quartic anharmonic interactions were required to account for the observed behaviour. From measurements of the temperature dependence of the order parameter and the phonon frequencies at $k = 0$ it was possible to obtain values for $\omega_0$, $\alpha$ and $\gamma$ for each Einstein mode considered. Thus it was possible to construct the potentials given by equations (8.29) and (8.37), as merged into a single potential, exactly. From the final equation for the free energy it was possible to go back and calculate the temperature dependence of the order parameter in both cases, which turned out to agree quite closely with the experimental data. The model also predicted the transition temperatures to within 1 K of the actual transition temperature.

**Validity of Landau theory**

Landau theory was originally developed to explain behaviour close to $T_c$, where a series expansion of the free energy might be expected to be valid. As we have shown in this chapter, the lattice dynamics interpretation of Landau theory indicates that when higher-order anharmonic interactions are negligible compared to the quartic terms, Landau theory should be expected to work over a wide temperature range. Moreover, since the effects of the anharmonic interactions increase with temperature, it would be expected that this condition will be met at temperatures well below the transition temperature.
Where Landau theory often does fail in the general case – particularly for order–disorder transitions with short-range interactions, such as magnetic transitions (Fisher 1983), but also for some displacive phase transitions (Bruce and Cowley 1981, pp 112–217) – is in the region for which it was supposed to be most applicable, namely close to the transition temperature. In this region the effects of fluctuations that are neglected by Landau theory become important. The neglect of these fluctuations is equivalent to the assumption that each atom in the crystal sees the same local environment (a mean-field). Landau theory is thus an example of a mean-field theory, which in the general sense is a theory in which each relevant variable is assumed to see an average environment. This mean-field approximation is a very powerful technique, since it makes many difficult problems tractable. However, when fluctuations are important, as in a magnetic phase transition, mean-field theory fails spectacularly. In such cases mean-field theory overestimates the value of $T_c$ and gives a poor representation of the temperature dependence of the order parameter.

An alternative description of the condition for the suitability of mean-field theory is that the correlations associated with the new ordering are intrinsically long-range, so that the continuity of the local environment is forced upon the system. For example, in the simple model described by equations (8.22) and (8.23), if $J \gg V_0$, the phonon dispersion curve is very steep compared with the energy of the double well. Thus the amplitudes associated with the minimum point on the dispersion curve (the soft mode) are much larger than those for modes with other wave vectors. In a real space picture this means that the atoms prefer to move in the local double-well potential in a cooperative manner. The fact that the soft regime on the dispersion curve is in a very narrow range of wave vectors is equivalent to saying that the correlations are long-range, and hence Landau theory as a mean-field theory is expected to be applicable (Dove et al. 1992a). The phase transition in SrTiO$_3$ is known to be dominated by fluctuations, and Landau theory is not well obeyed in the vicinity of the transition temperature (Müller and Berlinger 1971; Riste et al. 1971).

In a magnetic system, the mean-field approximation is the assumption that each spin experiences an average field generated by all the other spins in the system. In a site disordered model, as in a binary alloy, the mean-field approximation is the assumption that each atom is surrounded by the same number of neighbours of each atom type. In both these examples the mean-field approximation neglects local configurations.

Mean-field theories universally predict that $Q \propto (T_c - T)^\beta$, with $\beta = \frac{1}{2}$, whereas for phase transitions that are dominated by fluctuations it is generally found that the value of $\beta$ is nearer $\frac{1}{4}$, e.g. 0.38.
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The origin of the anharmonic interactions

Logically the question of the origin of the anharmonic terms in equation (8.1) comes rather earlier in the story than the end, but with a knowledge of the effects of anharmonic interactions we can ask a rather more fundamental question. The real interatomic interactions are obviously anharmonic in nature; for example, both the Coulombic interaction and the short-range Born–Mayer interactions will contribute to the anharmonic terms. However, for the existence of phase transitions we are interested in the more specific question of the origin of the double minimum in the potential energy, as expressed in simplest form by equation (8.21). This is still an open question! In some cases a simple model potential contains a sufficiently correct representation of the anharmonic interactions to be able to calculate properties associated with a phase transition. In this regard recent work on quartz, in which a simple Buckingham potential with Coulombic interactions within the rigid-ion approximation was developed from ab initio quantum-mechanical calculations, provides a good example (Tsuneyuki et al. 1988, 1990; Tautz et al. 1991). However, for materials that display ferroelectric phase transitions a shell-model description may be essential. There is an idea that for these materials the interaction between the core and shell of the O2~ ion may be anharmonic, and it may be that this interaction provides the important anharmonic interactions. The justification for this idea lies in the fact that the O2~ ion is intrinsically unstable, and is stabilised in the solid state only by the crystal fields. Thus a double-well core–shell interaction may reflect this instability. These ideas are as yet untested, and at the present time there is a large amount of effort being spent on attempting to calculate the interatomic forces in simple ferroelectric materials by ab initio quantum-mechanical methods.

Summary

1. The harmonic approximation is found to fail in a number of key aspects, particularly as temperature is increased.
2. Anharmonic interactions are essential for a realistic model of thermal conductivity.
3. Anharmonic interactions have two effects on phonon frequencies. The first is an indirect effect: the anharmonic interactions give rise to thermal expansion which causes phonon frequencies to decrease. The second is a direct effect that acts to increase phonon frequencies. This second effect is present even when thermal expansion is absent, and is involved in the mechanism of displacive phase transitions.
4. Displacive phase transitions are associated with a soft mode, which is a
Anharmonic effects and phase transitions

phonon mode of the high-temperature phase that is only stabilised by anharmonic interactions. The soft mode frequency decreases to a zero value on cooling towards the transition temperature.

5 The soft mode model is described in relation to a number of different types of displacive phase transitions.

6 Anharmonic phonon theory and the soft mode model are shown to account for the successful application of Landau theory to displacive phase transitions.
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Neutron scattering

This chapter deals with the use of coherent inelastic neutron scattering for the measurement of phonon dispersion curves. The properties of neutrons and the production of neutrons are described. The general formalism of scattering theory that is presented in Appendix E is developed and applied to the measurement of individual normal modes. Two different approaches, using steady state and pulsed neutron sources, are described.

Properties of the neutron as a useful probe

The fact that particles have wave properties means that we can use particle beams to study the microscopic behaviour of matter. One common example is the use of electron diffraction. We can also scatter beams of neutrons from matter, and it turns out that neutrons have very nice properties for this purpose. The energy, $E$, and momentum, $p$, of a neutron are related to its wave vector $k$ (=$2\pi$/wavelength) by

$$E = \frac{\hbar^2 k^2}{2m} \quad ; \quad p = \hbar k$$

(9.1)

where $m$ is the neutron mass. There are a number of useful properties of neutrons with thermal energies.

1 The mass of the neutron ($1.675 \times 10^{-27}$ kg) is of the same order as the mass of a nucleus. Hence the neutrons can scatter elastically (no change in energy) or inelastically (with energy change) from the nuclei.

2 The wavelength of a neutron beam is typically in the range ~1–5 Å. This means that the neutron beam has good wave vector resolution for studies over the length scales at the unit cell level, comparable with that of X-rays (with wavelengths in the range ~1–2 Å).
3 Thermal neutrons will have energies of up to \(~100\) meV,\(^1\) which are similar to phonon energies. For example, a neutron beam of energy 20.68 meV (\(3.31 \times 10^{-18}\) J per neutron) will have a wavelength of 2.0 Å, and a corresponding phonon frequency of 5.0 THz. This energy corresponds to a temperature of 240 K. The fact that the neutron wavelength and energy are so close to typical values for phonons arises from the size of the neutron mass. X-ray frequencies are much higher than phonon frequencies (for Cu K\(_\alpha\) radiation the frequency is \(1.95 \times 10^6\) THz), and it is generally too difficult to obtain sufficient energy resolution of an X-ray beam to be able to use X-rays to measure phonon frequencies.\(^2\) Electromagnetic radiation with frequencies around the visible region can be used to measure phonon frequencies, but in this case the wavelength is so much larger than phonon wavelengths that measurements are restricted to phonon wave vectors close to the centre of the Brillouin zone (Chapter 10).

4 The electrostatic charge on the neutron is zero, which means that the neutrons do not interact with the electrons in matter via electrostatic forces. Thus for materials that do not have any magnetic order (short- or long-range) the neutrons are not coherently scattered by the electrons.

5 Neutrons interact with atomic nuclei via the strong nuclear force. This is a short-range interaction, with an interaction length of the order of \(10^{-15}\) m. This distance is much shorter than typical interatomic distances and the wavelength of thermal neutrons, so the nuclei effectively behave as point particles for scattering of thermal neutrons. This means that there is no variation of the scattering amplitude with scattering angle.

6 The neutron has a magnetic moment, which arises from the internal quark substructure of the neutron. Therefore the neutron is able to interact with the magnetic moments of the atoms inside a crystal (which arise from the electronic structure); we will not consider this any further.

7 Because the interactions are only with the nuclei, for most materials there is only a very low absorption of the neutron beam. This means that it is easy to control the sample environment (temperature or pressure) since the neutrons are able to pass through the walls of sample chambers. It also means that neutrons will be scattered from the bulk of the material being studied. This is unlike the case of X-rays, which are strongly absorbed by most materials, and which for crystals bigger than \(~1\) mm\(^3\) are scattered primarily from the surface. It proves to be fortunate that there are some

---

\(^1\) Neutron energies are typically given in units of meV. Given that it is energy changes that are measured in neutron scattering, it is also common for phonon dispersion curves to be presented in units of meV rather than THz.

\(^2\) Sufficiently high resolution can only be obtained using synchrotron radiation.
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materials (e.g. boron and cadmium) which are strong neutron absorbers; these can be used to mask materials that necessarily lie in the neutron beam, so that there is no scattering from them.

These properties mean that neutrons provide an ideal probe of lattice vibrations. In fact neutron scattering is the only available technique for measuring phonon dispersion curves across the whole Brillouin zone. In this chapter we will be concerned with coherent neutron scattering, in which each nucleus of the same atom type in each unit cell contributes an equal amount of scattering power. When there is a significant dependence of the scattering on the nuclear spin state, or when significant fractions of different isotopes of the same atom are present, there is an additional incoherent scattering intensity due to the fact that the different nuclei of the same atom type scatter differently. Coherent and incoherent scattering are sufficiently different that they are treated separately. We will consider only coherent scattering here; incoherent scattering is discussed in some detail by Bée (1988).

Sources of thermal neutron beams

Reactor sources
The most common source of neutrons is a nuclear reactor which has been designed for the production of neutron beams rather than power. Neutrons are produced by the fission reactions within the fuel elements inside the reactor, and are immediately slowed down to lower energies by collisions with atoms in a moderator that surrounds the fuel. In a power reactor the neutrons are used to initiate further fission reactions, whereas in a research reactor the neutrons are scattered from within the reactor down tubes that leave the reactor through beam holes. The beam of neutrons that emerges from the beam hole has a spectrum of energies that is determined by the temperature of the moderator within the reactor, which is typically around room temperature. Higher- or lower-energy beams can be produced by scattering the neutrons from a vessel containing hot (usually heated graphite at ~ 2000 K) or cold (liquid hydrogen at ~ 30 K) material.

The neutron scattering instruments are sited at the positions of the beam holes. Careful shielding is required in order to absorb dangerous high-energy radiation, such as fast neutrons or gamma rays, which apart from the risk to health also give too high a background level in an experimental measurement.

Spallation sources
Spallation neutron sources have recently become available as competitive alternatives to the use of reactor sources. The principle of a spallation source is that
the beam of neutrons is produced when a beam of high-energy protons strikes a heavy metal target (e.g. $^{238}$U). The proton beam is produced as a pulse in a moderate-sized accelerator. Each proton pulse creates a single pulse of neutrons with a broad energy spectrum, which can be cooled to thermal energies using an appropriate moderator. The pulse nature of the beam, which contains neutrons of a wide range of energies, and the fact that neutrons of different energies travel at different speeds can be exploited by building instruments that measure the time taken by the neutrons in a single pulse to leave the target, pass through the experiment, and reach the detector. The neutron flux from a spallation source is considerably weaker than from a reactor source, but this is offset by the ability to use all the neutrons within a single pulse with time-of-flight techniques.

**Control of the neutron beam**

When high beam flux is the principal criterion, the neutron scattering instrument will be positioned at the face of the reactor. However, it is often preferable to be able to locate the instrument some distance away from the reactor, either in order to decrease the background radiation or in order to be able to place more instruments on the beam lines than could be accommodated bunched around the reactor face. It is possible to guide neutron beams along tubes (called guide tubes) without a major loss in intensity by exploiting the fact that neutrons can reflect from surfaces if the glancing angle is small enough.

**Interactions of neutrons with atomic nuclei**

Neutrons are scattered from any object with a change in wave vector $Q$ (called the scattering vector or wave vector transfer), and a change in energy $\hbar \omega$ (called the energy transfer) which has a value of zero for elastic scattering and a non-zero value (positive or negative) for inelastic scattering. The intensity of scattering of any radiation from any single object will be a function of the scattering vector $Q$. This $Q$-dependence will be determined by the Fourier transform of the interaction potential, which is often related to the density of the object that scatters the radiation. Since X-rays scatter from the electron density of an atom, the intensity will be strongly dependent on the magnitude of $Q$, as the X-ray wavelength is of the same order of size as the radius of the atom. However, in the case of neutron scattering, the interaction potential occurs over a length scale of $\sim 10^{-15}$ m, which is considerably shorter than the wavelength of the neutron beam and of the length scales that are probed by neutron scattering. Thus the appropriate interaction potential is approximately a delta function, which has a Fourier transform equal to a constant value. Hence the intensity of neutron scattering is independent of the scattering vector.
The strength of the interaction between the neutron and an atomic nucleus is conventionally expressed as a cross-sectional area, \( \sigma = 4\pi b^2 \), where \( b \) is the scattering length. The scattering length therefore enters the theory of neutron scattering developed in Appendix E as the quantity that determines the amplitude of the scattered neutron beam.

Whereas the corresponding quantities in the X-ray case (called the atomic form factors or scattering factors) vary monotonically with atomic number, the scattering lengths in the case of neutron scattering vary erratically from one atom type to another. Moreover, the scattering lengths for most nuclei are not as dissimilar as they are for X-rays. Some representative values of neutron scattering lengths are given below (in units of fm = 10^{-15} m, data from Sears (1986, 1992), as reproduced in Bée (1988, pp 17–27)).

<table>
<thead>
<tr>
<th>Atom</th>
<th>( b ) (fm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>-3.74</td>
</tr>
<tr>
<td>D</td>
<td>6.67</td>
</tr>
<tr>
<td>C</td>
<td>6.65</td>
</tr>
<tr>
<td>N</td>
<td>9.36</td>
</tr>
<tr>
<td>O</td>
<td>5.81</td>
</tr>
<tr>
<td>Mg</td>
<td>5.38</td>
</tr>
<tr>
<td>Al</td>
<td>3.45</td>
</tr>
<tr>
<td>Si</td>
<td>4.15</td>
</tr>
<tr>
<td>P</td>
<td>5.13</td>
</tr>
<tr>
<td>S</td>
<td>5.81</td>
</tr>
<tr>
<td>Mn</td>
<td>-3.73</td>
</tr>
<tr>
<td>Fe</td>
<td>9.54</td>
</tr>
</tbody>
</table>

Note that the scattering lengths can be either positive or negative, since nuclei can scatter neutrons with or without a change in phase (\( \pi \)) of the neutron wave function. An interesting case is given by the two isotopes of hydrogen, which scatter with opposite sign. The theory of the interaction between neutrons and nuclei is given by Sears (1986).

The neutron scattering function

Summary of main results

The main general results of scattering theory are derived within the classical approximation in Appendix E. An incoming beam of neutrons with wave vector \( \mathbf{k_i} \) and energy \( E_i \) will be scattered with final wave vector \( \mathbf{k_f} \) and final energy \( E_f \). We show in Appendix E that the intensity of a scattered beam of neutrons with scattering vector \( \mathbf{Q} = \mathbf{k_i} - \mathbf{k_f} \) and energy transfer \( h\omega = (E_i - E_f) \) is proportional to the scattering function \( S(Q, \omega) \), which is defined as

\[
S(Q, \omega) = \int F(Q, t) \exp(-i\omega t)dt
\]

(9.2)

where the intermediate scattering function, \( F(Q, t) \), is given as

\[
F(Q, t) = \langle \rho(Q, t) \rho(-Q, 0) \rangle
\]

(9.3)
and the density function $\rho(Q, t)$ (sometimes called the density operator) is defined as the Fourier transform of the instantaneous nuclear density weighted by the scattering length:

$$\rho(Q, t) = \sum_j b_j \exp(iQ \cdot r_j(t))$$  \hspace{1cm} (9.4)

The instantaneous position of the $j$-th nucleus, $r_j(t)$, can be written as

$$r_j(t) = R_j + u_j(t)$$  \hspace{1cm} (9.5)

where $R_j$ is the equilibrium (or mean) position of the nucleus and $u_j(t)$ is the instantaneous displacement.

The full equation for the scattering function follows from these equations:

$$S(Q, \omega) = \sum_{i,j} \left[ b_i b_j \exp(iQ \cdot [R_i - R_j]) \right] \times \left\{ \exp(iQ \cdot [u_i(t) - u_j(0)]) \right\} \exp(-i\omega t) dt$$  \hspace{1cm} (9.6)

This expression includes diffraction by the crystal (no phonons involved in the scattering process) and scattering involving one, two or more phonons.

**Expansion of the neutron scattering function for harmonic crystals**

All of the dynamic information in equation (9.6) is contained in the time correlation function $G_{ij}(Q, t)$:

$$G_{ij}(Q, t) = \left\{ \exp(iQ \cdot [u_i(t) - u_j(0)]) \right\}$$  \hspace{1cm} (9.7)

We can make more progress if we examine this function in more detail. It is a standard result for a harmonic oscillator (whether classical or quantum) that thermal averages involving two variables (or operators in the quantum case) $A$ and $B$ can be expressed as (Ashcroft and Mermin 1976, p 792; Squires 1978, pp 28–30):

$$\langle \exp(A) \exp(B) \rangle = \exp\left(\langle (A + B)^2 \rangle / 2 \right)$$  \hspace{1cm} (9.8)

Although crystals are only approximately harmonic, the behaviour of an anharmonic crystal is often close to that of a modified harmonic crystal (Chapter 8). In any case, the result (9.8) relies on the distribution functions of the two variables being Gaussian, which will generally be approximately true. The correlation function in equation (9.7) can then be re-expressed using equation (9.8):
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\[
\exp\left(\frac{iQ}{\hbar} \left[ \mathbf{u}_i(t) - \mathbf{u}_j(0) \right] \right)
\]

\[
= \exp\left( -\frac{1}{2} \left\{ \left[ Q \cdot \mathbf{u}_i(t) \right]^2 - \frac{1}{2} \left\{ \left[ Q \cdot \mathbf{u}_j(0) \right]^2 + \left\{ \left[ Q \cdot \mathbf{u}_i(t) \right] \cdot \left[ Q \cdot \mathbf{u}_j(0) \right] \right\} \right\} \right)
\]

(9.9)

The first two terms in the right hand exponent are the time-independent Debye–Waller factors:

\[
\left\{ \left[ Q \cdot \mathbf{u}_i(t) \right]^2 \right\} = \left\{ \left[ Q \cdot \mathbf{u}_j(0) \right]^2 \right\} = 2W_i ; \left\{ \left[ Q \cdot \mathbf{u}_j(0) \right]^2 \right\} = 2W_j \quad (9.10)
\]

Therefore the correlation function \( G_{ij}(Q,t) \) is given as

\[
G_{ij}(Q,t) = \exp\left( -\left[ W_i + W_j \right] \right) \exp\left\{ \left[ Q \cdot \mathbf{u}_i(t) \right] \cdot \left[ Q \cdot \mathbf{u}_j(0) \right] \right\}
\]

(9.11)

We can now expand the exponential term of equation (9.11) as a power series:

\[
\exp\left\{ \left[ Q \cdot \mathbf{u}_i(t) \right] \cdot \left[ Q \cdot \mathbf{u}_j(0) \right] \right\} = \sum_{m=0}^{\infty} \frac{1}{m!} \left\{ \left[ Q \cdot \mathbf{u}_i(t) \right] \cdot \left[ Q \cdot \mathbf{u}_j(0) \right] \right\}^m
\]

(9.12)

which leads to the results:

\[
S(Q,\omega) = \sum_{m=0}^{\infty} S_m(Q,\omega)
\]

(9.13)

\[
S_m(Q,\omega) = \frac{1}{m!} \sum_{i,j} \left\{ b_i b_j \exp\left( iQ \cdot \left[ \mathbf{R}_i - \mathbf{R}_j \right] \right) \exp\left( -\left[ W_i + W_j \right] \right) \right\}
\times \left\{ \left[ Q \cdot \mathbf{u}_i(t) \right] \cdot \left[ Q \cdot \mathbf{u}_j(0) \right] \right\}^m \exp(-i\omega t) dt
\]

(9.14)

The terms for different values of \( m \) each have a different but significant interpretation. We will see below that we do not need to worry about the convergence of this series, as the important information is contained in the lowest two terms, \( m = 0 \) and \( m = 1 \).

**The case \( m = 0 \): Bragg scattering**

For the case \( m = 0 \), the correlation function given by equation (9.12) is simply a constant of value unity and is thus independent of \( t \). Therefore the time Fourier transform of equation (9.12) will give a delta function at \( \omega = 0 \), so that the \( m = 0 \) contribution to the scattering function will be:
Figure 9.1: Scattering of a neutron by one phonon, showing scattering involving absorption of a phonon (left) and scattering involving creation of a phonon (right).

\[
S_0(Q, \omega) = \sum_{i,j} b_i b_j \exp\left(iQ \cdot [R_i - R_j]\right) \exp\left(-[W_i + W_j]\right) \delta(\omega) \tag{9.15}
\]

This contribution is purely elastic and involves scattering from no phonons (the change in frequency is zero). In an experiment we would measure the integral over energies, so that equation (9.15) reduces to

\[
S_0(Q) = \left| \sum_j b_j \exp\left(iQ \cdot R_j\right) \exp\left(-W_j\right) \right|^2 \tag{9.16}
\]

Thus the elastic scattering is equivalent to Bragg scattering, and is only non-zero when \( Q \) is equal to a reciprocal lattice vector. It is important to note that the definition of elastic scattering is not that \( S(Q, \omega=0) \neq 0 \) but that \( S(Q, \omega) \approx \delta(\omega) \).

**The case \( m = 1 \): single-phonon scattering**

The term for \( m = 1 \) involves the interaction between the neutron and one phonon; the neutron either absorbs a phonon and is scattered with a gain in energy, or else the neutron creates a phonon and is scattered with a loss in energy. These two processes are illustrated in Figure 9.1. The \( m = 1 \) term of equation (9.14) is equal to:

\[
S_1(Q, \omega) = \sum_{i,j} \left\{ b_i b_j \exp\left(iQ \cdot [R_i - R_j]\right) \exp\left(-[W_i + W_j]\right) \right\} 
\times \left\{ \langle [Q \cdot u_i(t)][Q \cdot u_j(0)] \rangle \exp(-i\omega t) dt \right\} \tag{9.17}
\]

We can now insert our general equation for the instantaneous displacements \( u_i(t) \), together with the amplitudes. The result, which is a quantum rather than classical result, is derived in Chapter 11:

\[
S_1(Q, \omega) = \sum_{\nu} \left\{ \frac{\hbar}{2\omega(k, \nu)} |F_{\nu}(Q)|^2 \right\} 
\times \left\{ [1 + n(\omega)]\delta(\omega + \omega(k, \nu)) + n(\omega)\delta(\omega - \omega(k, \nu)) \right\} \tag{9.18}
\]
where $Q = k + G$ ($G$ is a reciprocal lattice vector), $k$ is a wave vector in the first Brillouin zone (note the conservation laws discussed later in this chapter), $n(\omega)$ is the Bose–Einstein factor, and $F_{v}(Q)$ is the structure factor for the $v$-th normal mode:

$$F_{v}(Q) = \sum_{j} \frac{b_{j}}{m_{j}} \exp(-W_{j}) \exp(\frac{i}{q} R_{j}) Q \cdot e(j,k,v)$$ \hspace{1cm} (9.19)

This should not be confused with the intermediate scattering function of equation (9.3) or the Bragg structure factor of equation (E.2). The use of the mode subscript $(v)$ will avoid confusion. Popular usage has dictated the adoption of the same symbol for the different functions, but it is clear that their definitions are distinct though similar.

There are a number of points to note from equations (9.18) and (9.19). The delta functions in equation (9.18) occur because the scattering involves only one phonon, so that the scattering function will only be non-zero for values of the phonon mode frequencies, $\omega = \pm \omega(k,v)$. Equation (9.18) shows that there is always a greater probability of scattering for $\omega > 0$, corresponding to the creation of a phonon, rather than for $\omega < 0$, corresponding to absorption of a phonon. This is to be expected, in that at very low temperatures there is only a very small number of thermally excited phonons with $\omega > 0$, and therefore very little chance of a neutron absorbing a phonon, whereas it is always possible for the neutrons to lose energy by creation of phonons. At high temperatures the difference between the intensities for the two processes becomes smaller. In the high-temperature limit, as defined by equation (4.16), the scattering factor for any mode $v$ tends towards the limiting form:

$$S_{1}(Q,\omega) \propto \frac{k_{B}T}{\omega^{2}} \delta(\omega - \omega(k, v))$$ \hspace{1cm} (9.20)

We note that the probability for inelastic scattering increases with temperature. The dependence on $\omega^{-2}$ means that it is much harder to measure high-frequency modes than low-frequency modes. Accordingly high-frequency modes fall more in the domain of spectroscopy, as described in Chapter 10.

Equation (9.19) determines the intensity of single-phonon scattering, and can be exploited to provide information about the atomic motions associated with any normal mode. The first important factor is the term $Q \cdot e$, where we recall that $e$ is a vector that lies along the direction of motion of the atom. This factor means that the intensity of one-phonon scattering will be greatest if $Q$ is nearly parallel to the direction of atomic motion, and will be weakest if $Q$ is nearly perpendicular to $e$. Thus for measurements of a longitudinal mode,
where \( e \) is parallel to \( k \), the instrument should be set with \( Q \) parallel to \( k \). On the other hand, \( Q \) has to be set nearly perpendicular to \( k \) for measurements of a transverse mode. The second important factor in equation (9.19) is the phase factor \( \exp (iQ \cdot R) \). The symmetry of the crystal will therefore cause some modes to have zero intensity at certain values of \( Q \), similar to the systematic absences of crystallography. These conditions on the observations of modes are called selection rules. Both factors prove to be extremely useful in performing neutron scattering measurements of phonon dispersion curves, as appropriate choices of \( Q \) can allow many branches to be assigned unambiguously.

**Higher-order terms: multiphonon scattering**

We will not discuss the higher-order terms \( (m > 1) \) in equation (9.13) in any detail. Each term corresponds to scattering processes involving \( m \) phonons, and the scattering function has only a weak structure in the frequency domain so that these higher-order terms will usually contribute only to the background scattering. There are no selection rules. The conservation laws as outlined below allow all modes to contribute to the multiphonon scattering for any \( Q \).

**Conservation laws for one-phonon neutron scattering**

Consider again the scattering processes shown in Figure 9.1. The energies of the incident and scattered beams are equal to:

\[
E_i = \frac{\hbar^2 k_i^2}{2m} ; \quad E_f = \frac{\hbar^2 k_f^2}{2m}
\]

respectively. The conservation law for one-phonon scattering is therefore:

\[
\hbar \omega(Q) = E_i - E_f = \frac{\hbar^2}{2m} (k_i^2 - k_f^2)
\]

(9.22)

If we keep \( E_f \) constant (as is often the case; see below), and we recall that:

\[
Q = k_i - k_f
\]

(9.23)

we can substitute for \( k_f \):

\[
\hbar \omega(Q) = \frac{\hbar^2}{2m} \left( Q^2 - 2Q \cdot k_i \right)
\]

(9.24)

For each value of \( (\omega, Q) \) the experimentalist has two variables, namely the magnitude and direction of the incident wave vector \( k_i \). Note that \( \omega \) can be pos-
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Figure 9.2: Plan of a triple-axis neutron spectrometer.

Positive or negative in the application of equation (9.24). Similar considerations apply if we keep $E_i$ constant instead of $E_f$. In either case the experimentalist will scan in the space defined by $(\omega, Q)$, and will observe peaks in intensity corresponding to phonons that are matched at any point.

Experimental inelastic neutron scattering

Since the 1960s the most successful inelastic neutron scattering technique for the measurement of phonons (and magnetic excitations) has been the use of the triple-axis spectrometer (TAS), which works on steady-state reactor sources (Brockhouse 1961). Other techniques were developed, but the versatility and adaptability of the fundamental design of the TAS has meant that it has become the almost universal instrument of choice for lattice dynamics measurements. As we remarked in the introduction to this chapter, most present neutron sources are nuclear reactors. However, it is quite likely that a significant number of the new sources to be developed will instead be spallation sources. The TAS cannot immediately be transferred to a spallation source, although it is hoped that a TAS-lookalike might eventually be developed for...
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pulsed sources. At the present time the most promising instruments are indirect-geometry time-of-flight spectrometers. Both techniques are now described.

**Triple-axis spectrometer**

An example of the design of a TAS is shown in Figure 9.2. As described by equations (9.21) to (9.24), there are a number of variables in a scattering process, which the TAS is able to control. The first of the three axes on the TAS gives the orientation of the monochromator, which selects the incident wave vector \(k_i\) by normal Bragg scattering. The monochromator is often made of a single crystal of a material such as silicon or germanium, or polycrystalline graphite with preferred orientation. The monochromator crystal is usually so close to the reactor that it is generally shielded with a huge drum of protective material. The second axis gives the orientation of the crystal sample itself and the angle subtended by the incoming neutron beam and the scattered neutrons that are to be detected. The third axis gives the angle of a second monochromator crystal, known as the analyser. This scatters neutrons of only one particular final wave vector \(k_f\) into the detector. All these axes are perpendicular to the scattering plane. All angles are variable, so that the second axis moves in an arc about the first axis, and the third axis moves in an arc about the second axis.

The most common method of operation is to preselect the scattering vector \(Q\) relative to the crystal, so the energy is measured for a phonon of a predetermined wave vector.\(^3\) The intensity of the scattered neutrons is measured as a function of the energy transfer; we expect a sharp peak in the resultant spectrum at an energy transfer corresponding to the phonon energy when we fulfil the conservation requirements of equations (9.22) and (9.23).

In addition to working at constant-\(Q\), one practice is to fix the analyser angles \(\theta_A\) and \(2\theta_A\) at preset values, so that \(E_f\) will be constant. This means that only neutrons of one wavelength (therefore one energy) will be Bragg scattered by the analyser crystal into the detector. Measurements performed at different values of \(E_f\) will allow some control of the resolution of the instrument; the same is true if instead \(E_i\) is kept fixed for a single measurement. Having constrained the values of \(Q\) and \(E_f\) (hence \(k_f\)), the only free variables that remain are the orientation of the crystal, and the incident neutron wavelength, which is changed by rotating the monochromator. This is in fact a somewhat tricky procedure as it involves rotating the shielding, which is in the

---

3 There may be cases when it is preferable to preselect the energy transfer and scan values of \(Q\); an example is when the frequency of the phonon rises steeply with wave vector so that resolution considerations mean that the phonon frequency will not be measured very accurately with a constant-\(Q\) scan.
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Figure 9.3: Measurements of phonon peaks in calcite (Dove et al. 1992b), obtained, using a triple-axis spectrometer operating in constant-Q mode. The curves are Gaussians that have been fitted to the data. The top graph is for \( Q = (2.225, 0, 3.1) \) and the bottom graph is for \( Q = (0.5, 0, 10) \).

form of a huge drum that is several feet in diameter and may weigh several tonnes! The crystal and the analyser assembly have to be rotated together in order to keep \( Q \) constant. For fixed \( k_y \) and \( Q \), all we have to vary are \( \phi \) (the angle through which the neutron beam is scattered) and \( \psi \) (the orientation of the crystal). As might be expected, the apparatus is completely controlled by computer.

Some examples of results from experiments to measure phonon dispersion curves in calcite are shown in Figure 9.3, and the corresponding measured dispersion curves are given in Figure 9.4. In practice the phonon peaks are not infinitely sharp as there is a finite resolution of the spectrometer (which is chosen as a compromise by the experimentalist; too high a resolution will lead to a loss in intensity). Also the peaks can be broadened as a result of anharmonic interactions that lead to a finite lifetime for the phonon, as discussed in Chapter 8. The examples given in Figure 9.3 show quite clear phonon peaks. In many cases the peaks may overlap.

For a general scattering vector \( Q \) there will in principle be the same number of peaks as modes, which for complex crystals will give rise to very complicated spectra. It is possible to interpret these spectra using the structure factor of equation (9.19). Before the experiment is performed, a postulated model for
Figure 9.4: Dispersion curves of calcite for wave vectors along $[1,0,\bar{4}]$ as determined by neutron scattering measurements on a triple-axis spectrometer (Dove et al. 1992b). The data shown in Figure 9.3 are for the reduced wave vectors of 0.225 and 0.5.

the force constants of the crystal is used in a calculation of the dispersion curves and mode eigenvectors. These pre-calculated mode eigenvectors for a wide range of values of $Q$ are used to calculate the neutron scattering intensity for each mode. Some intensities will be calculated to be strong, and others will be calculated to be weak. The experimentalist then chooses values of $Q$ such that only a few modes are expected to be strong. This makes it possible to identify the observed modes with the calculated modes, provided that the original model is reasonable. An experiment is never as straightforward as this sounds, and sometimes the model only works well for high-symmetry wave vectors (such as the centre and boundaries of the Brillouin zone), but there is usually enough information to enable most of the observed modes to be interpreted, albeit with a bit of thought.

With high-quality data it may be possible to extract the mode eigenvectors for complex crystals, namely those for which the eigenvector is not determined only by symmetry, by fitting data from a range of values of $Q$ (but of course with the same phonon wave vector $k$) against equation (9.19). This is usually carried out only for special wave vectors, such as particular zone boundary points. Two examples are the determination of the set of mode eigenvectors at a zone boundary wave vector in the low-symmetry crystal of naphthalene, where the structure factor was fitted to constant-$Q$ measurements at 24 values of $Q$ (Pawley et al. 1980), and a zone boundary mode in quartz which was observed to have a strong temperature dependence (Boysen et al. 1980). Chaplot et al. (1981) have also determined the modes of motion associated with the three lowest-frequency internal modes of the molecular crystal anthracene from inelastic neutron scattering intensities.
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Time-of-flight spectrometers using indirect geometry

Experiments on the TAS are performed using measurements of scattering angles to determine the energy and wave vector transfers, collecting data for one \((\mathbf{Q}, \omega)\) value at a time. This type of measurement, and the use of Bragg reflection to select the energies, exploits the high flux of a steady-state reactor as integrated over time. The integrated neutron flux from a spallation source is much lower so that the use of a TAS would be impractical. However, a high "effective flux" can be obtained by exploiting the time structure of the neutron pulses produced with a spallation source. For example, at the ISIS spallation source (UK) pulses of neutrons with time width of 20 \(\mu\)s are produced every 20 ms. The narrow pulse width and long time between pulses allows the incident energy of a neutron to be obtained from the measurement of its flight time. The flight time \(\tau\) for which a neutron of energy \(E\) and wave vector \(\mathbf{k}\) travels the distance \(L\) is given by

\[
\tau = \frac{mL}{\hbar k} = L\left(\frac{m}{2E}\right)^{1/2}
\]

If \(L = 10\) m, \(\tau\) will be in the range 1–10 ms for neutrons with energy in the range 5–500 meV. Since the initial pulse width is narrow compared with this time, it is possible to separate the different incident neutron energies by their flight times and to use them all simultaneously in a measurement. This approach has so far been used only in time-of-flight spectrometer designs based on the principle of indirect geometry.

Consider the diagram of a time-of-flight spectrometer shown in Figure 9.5 (Steigenberger et al. 1991). The crystal orientation and analyser angle are kept fixed throughout the experiment, which means that \(\mathbf{k}_f\) is constant. Thus the time taken to travel from the crystal to the detector \((\tau_f)\) is known exactly. Knowing by measurement the total time taken for the neutron to travel from the target to the detector, subtraction of \(\tau_f\) gives the time taken for the neutrons to travel from the target to the crystal. This therefore gives the incoming neutron wave vector \(\mathbf{k}_i\). Across the whole pulse we have a wide range of values of \(\mathbf{k}_i\) and hence of \(\mathbf{Q}\). But given that the directions of both \(\mathbf{k}_i\) and \(\mathbf{k}_f\) are fixed, the locus of the values of \(\mathbf{Q}\) in reciprocal space is a straight line; this is illustrated in Figure 9.6. From equations (9.22) and (9.23) we see that by measuring the intensity of the scattered neutrons as a function of flight time we are actually measuring the intensity as a function of a parabolic locus in \((\mathbf{Q}, \omega)\) space, rather than as a function of only \(\mathbf{Q}\) or \(\omega\) as is common with a TAS. In order to improve the scope of measurements, several analyser–detector systems are used which collect data simultaneously. For example, the PRISMA spectrometer at ISIS has 16 detectors. It has been shown (Steigenberger et al. 1991) that if each analyser and detector is set with a constant
value of the ratio $\sin \phi / \sin \theta_A$, with the angles defined in Figure 9.5, each analyser–detector system gives measurements of different $(Q, \omega)$ trajectories for the same locus of values of $Q$. The advantage is that with the use of several detectors the spectrometer measures phonons over an area of $(Q, \omega)$ space during a single run, whereas a large number of measurements using different spectrometer configurations are required with a TAS.

An example of a single detector spectrum from an experiment on calcite (Dove et al. 1992b) is shown in Figure 9.7, and the corresponding set of dispersion curves measured in several different Brillouin zones using just three settings of the instrument is shown in Figure 9.8. The advantage of such a wide coverage of $(Q, \omega)$ space within a single measurement, which clearly enables phonon dispersion curves to be mapped out in a relatively short time, is offset by limitations on the flexibility to perform a range of measurements and to vary the resolution. However, such instruments are sufficiently new that the means to overcome these limitations may not be long in coming, enabling the full potential of these spectrometers to be realised.

Advantages of neutron scattering and some problems with the technique

1. In principle, all phonon branches can be measured by neutron scattering, provided that the Brillouin zone for the measurement is chosen with large enough structure factor.
2. With neutron scattering we can measure phonon frequencies for all phonon wave vectors. Neutron scattering is the only available technique for measuring complete dispersion curves, and is the only technique for measuring phonons with wave vectors other than $k \sim 0$. 
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Figure 9.6: Scattering diagrams for two analyser–detector systems on an indirect-geometry time-of-flight spectrometer, shown as a bold line and as a dashed line. Both scattering diagrams have the same value of $k_y$, and the values of $Q$ lie along one given direction in reciprocal space (Steigenberger et al. 1991).

3 It is fairly easy to control the sample environment. Neutron scattering experiments are usually fairly large in scale, which greatly assists in measuring temperature or applying external fields. Neutrons are only weakly absorbed by the walls of sample chambers, which makes the apparatus for control of the sample environment easier to construct.

4 Because neutron beams are relatively weak compared with X-ray or laser sources, large single crystals are usually needed for inelastic neutron scattering measurements. Typical sample sizes are of the order of 1 cm$^3$ or larger, but with high-intensity neutron beams and instruments designed to optimise the scattered intensity and reduce the background scattering it is possible to use crystals as small as a few mm$^3$. Even crystals of this size may be difficult or even impossible to obtain, either because the crystals cannot be grown or because of twinning associated with phase transitions.

5 Neutron scattering can be performed only at central facilities, rather than in the local laboratory. The advantage of a laboratory-based facility is that it can be accessed at all times, and experiments can be performed at the experimentalists' convenience (or in immediate response to their impatience!). Most neutron scatterers need to book beam time on a central facility some time in advance of the experiment. However, for many the travelling that is required, which may mean travelling abroad, is not seen as a disadvantage!

6 Typical neutron beam intensities are much lower than the intensities from X-ray or light sources, which means that the time for a typical neutron scattering measurement is much longer than for other techniques. The consequence of this is that other experimental methods are much better if measurements are required over a wide range of external conditions. Generally,
Figure 9.7: The spectrum from one detector obtained on the indirect-geometry time-of-flight spectrometer PRISMA. The sample was calcite aligned so that the wave vectors of the phonons are along \([1, 0, \bar{4}]\) (Dove et al. 1992b).

Figure 9.8: A set of dispersion curves measured in calcite using just three settings of the time-of-flight spectrometer (Dove et al. 1992b). The data are shown across several Brillouin zones. This figure can be compared with the corresponding measurements obtained using a triple-axis spectrometer shown in Figure 9.3.
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if the interest is in the effects of changing conditions (e.g. temperature), then the disadvantages of other methods such as light scattering are less important, unless the interesting phenomena occur at wave vectors away from the zone centre.

It has recently been demonstrated that phonons can also be measured directly by inelastic X-ray scattering (Dorner et al. 1987; Burkel et al. 1989, 1991; Hofmann et al. 1992). Because the changes in photon energy are so much smaller than the energy of the incoming beam, these experiments are technically very demanding. For example, energy changes are measured by changing the lattice spacing of a high-quality monochromator, which is accomplished by changing the temperature.

Summary

1 The properties of neutrons have been shown to make neutron scattering an ideal tool for the measurement of phonon dispersion curves.
2 The general formalism for neutron scattering has been developed to provide an expression for the scattering of neutrons involving either creation of a single phonon or absorption of a single phonon.
3 Two experimental techniques of neutron scattering have been described.

FURTHER READING
Ashcroft and Mermin (1976) ch. 24; app. N, O
Bacon (1986)
Bée (1988) ch. 2
Blinc and Zeks (1974)
Brüesch (1986) ch. 6
Cochran (1973) ch. 5, 8, 10
Dorner (1982)
Iqbal and Owens (1984) ch. 5
Lovesey (1984)
Marshall and Lovesey (1971)
Squires (1978)
Skold and Price (1986)
Willis and Pryor (1975) ch. 7–8

Before neutron scattering methods were developed (Brockhouse and Stewart 1955; Brockhouse 1961) a number of efforts were made to deduce dispersion curves indirectly from X-ray thermal diffuse scattering. The intensity of the diffuse scattering can be expressed in terms of lattice dynamics (Willis and Pryor 1975, p 215; Ashcroft and Mermin 1976, pp 794–795), assuming that the dominant contribution to the diffuse intensity is from single-phonon scattering. One of the more important studies of this type was the determination of the dispersion curves for aluminium by Walker (1956). As discussed by Willis and Pryor (1975, pp 215–218), there are a number of experimental problems with this approach, including the existence of multi-phonon scattering, which lead to systematic errors in the determination of the dispersion curves that cannot be reliably estimated.
Infrared and Raman spectroscopy provide methods of measuring phonon frequencies that are complementary to neutron scattering. We show that the use of electromagnetic radiation leads to constraints that do not exist for neutron scattering, but which can be exploited. In this chapter we give an introductory description of the background theory and the experimental methods. We then outline some of the areas of application.

Introduction

Neutrons are complemented as probes of the dynamic behaviour of crystals by the quanta of electromagnetic radiation, photons. Having zero rest mass, photons do not scatter from phonons in the same way that neutrons do; the differences are highlighted by considering photon scattering from the viewpoint of neutron scattering.1 We note from the start the numerical values of the important quantities. The photon angular frequency \( \omega \) and wave vector \( \mathbf{k} \) are related by \( \omega = ck \), where \( c \) is the velocity of light \( (3 \times 10^8 \text{ m s}^{-1}) \). This linear relation contrasts with the quadratic relation for neutrons, equation (9.1). A change in energy of the photon due to the absorption or creation of a phonon will therefore cause a linear change in its wave vector. If the change in frequency is 5 THz, say, for a typical optic mode, the corresponding change in wave vector \( \Delta k/2\pi \) will be \( \frac{1}{6} \times 10^{-5} \text{ Å}^{-1} \). This corresponds to a phonon wave vector that is very close to the Brillouin zone centre in a crystal of typical unit cell dimensions. These numbers demonstrate that photons will be scattered or absorbed only by phonons with very long wavelength.

We will consider first the case where the photon is absorbed to create a phonon of the same frequency and wave vector. Such an experiment will

1 Not a viewpoint necessarily favoured by spectroscopists!
involve shining a polychromatic beam of radiation on the sample, and measuring the frequencies at which absorption occurs. These will typically be in the infrared region of the electromagnetic spectrum, hence this technique is known as infrared spectroscopy.\(^2\) Even when the conditions of energy and wave vector conservation are met, there may be symmetry factors that prevent absorption; in the language of scattering theory we would say that the cross section or scattering (structure) factor is zero, and in the language of spectroscopy we would say that the selection rules do not allow the absorption process.

We next consider a true scattering process, in which the photon is scattered with a change in frequency. In this case it is common to perform experiments using monochromatic radiation, usually lasers in the visible region of the electromagnetic spectrum. If we take an optic mode with a frequency \(\omega_0\) that has a negligible dependence on wave vector, and consider the usual case where the light beam is scattered through an angle of 90°, the scattering equations are:

\[
\omega_f = \omega_i \pm \omega_0
\]  
\[
|Q|^2 = \left| k_i \pm k_f \right|^2 = k_i^2 + k_f^2 = c^2 \left( \omega_i^2 + \omega_f^2 \right)
\]  

As with neutron scattering, photons can be scattered either by absorbing or creating a single phonon. This type of scattering is called Raman scattering,\(^3\) named after one of its experimental discoverers.\(^4\) Similar scattering processes can also occur that involve acoustic phonons; in this case the changes in the frequency of the light beam are so small that different experimental techniques are required. The scattering of photons by acoustic modes is called Brillouin scattering, in this case named not in honour of the experimental discovery of the effect but after the theoretical prediction\(^5\) (Brillouin 1914, 1922).

We noted in the previous chapter that neutrons can be scattered by more than one phonon, but the conservation laws for multiphonon scattering are sufficiently slack that the scattering is not constrained to give peaks. Multiphonon scattering processes are also allowed in spectroscopy. However,

\(^2\) The early measurements include those of Rubens and Hollnagel (1910) and Barnes (1932).
\(^3\) Technically, when a single phonon is involved it is known as first-order Raman scattering.
\(^4\) Raman and his co-workers (Raman 1928; Raman and Krishnan 1928a,b) were initially mainly interested in Raman scattering from molecular vibrations. Raman scattering was observed in quartz by Landsberg and Mandelstam (1928, 1929) at around the same time.
\(^5\) Brillouin scattering was first observed by Gross (1932a–d), who recognised that this was different from normal Raman scattering and took his observations as confirmation of the Debye model for the elastic waves of a crystal.
because the only phonons involved are those with small wave vector, the multi-phonon processes still lead to sharp peaks in the measured spectra. These are often called combination or overtone bands.

The interaction between photons and phonons, whether by scattering or absorption, can be treated in a number of ways. The macroscopic approach begins with Maxwell’s equations of electromagnetism as applied to a dielectric medium, and connects with the normal modes at the stage when the response of the crystal to the electric field of the photon is required. The microscopic approach is to consider scattering and absorption processes as involving transitions between different quantum states, and to calculate the appropriate matrix elements in a perturbation treatment. Both approaches require a considerable amount of background theory if one is to avoid merely quoting results; instead we adopt a more phenomenological approach to the understanding of the different processes.

Vibrational spectroscopy by infrared absorption

Fundamental principles

One can view the absorption of infrared radiation as an analogy to forced harmonic motion in a macroscopic mechanical system. The long wavelength infrared photon will cause a local dielectric polarisation of the crystal which will oscillate in time. If the crystal cannot easily respond to this forced vibration, the radiation will not be absorbed. However, absorption will be strong when the frequency of the radiation is the same as that of a phonon frequency, provided that the eigenvector of the phonon gives rise to the formation or change of the local dipole moment. In this case, the phonon frequency corresponds to a resonance frequency, and absorption of the infrared radiation is significantly increased. In general the absorption $A(\omega)$ will be proportional to the power spectrum of the fluctuations of the dipole moment $M$ generated by the relevant normal mode:

$$A(\omega) = \int \langle M(0)M(t) \rangle \exp(-i\omega t) \, dt \quad (10.3)$$

The instantaneous dipole moment can be expressed as a linear combination of all the phonon modes that give rise to a polarisation:

$$M(t) = \sum_j m^{-1/2}(j) q_j e(j, k, v) Q(k, v) \quad (10.4)$$
where $q_j$ is the effective charge of an ion. Thus the absorption is formally given as

$$A(\omega) \propto \left| \sum_j m^{-1/2}(j)q_j e(j, k, \nu) \right|^2 \times \int \langle Q(k, \nu, t)Q(-k, \nu, 0) \rangle \exp(-i\omega t) dt$$

$$= \left| \sum_j m^{-1/2}(j)q_j e(j, k, \nu) \right|^2 \times \frac{\hbar}{2\omega(k, \nu)} [n(\omega) + 1] \delta(\omega - \omega(k, \nu))$$

(10.5)

This expression is similar in form to the expression for the inelastic scattering of neutrons, equation (9.17). The effective charge of each atom has a role similar to that of the neutron scattering length. Unlike neutron scattering, however, infrared absorption occurs only for the set of normal modes that give rise to a local dipole moment. These modes are said to be infrared active, and the set of infrared active modes for any crystal can be determined from group theory.

The derivation of equation (10.4) assumed absorption by harmonic phonons. In practice anharmonic interactions will cause the phonon absorption peaks to be broadened, and this broadening can be easily measured on high-resolution spectrometers. The absorption spectrum $A(\omega)$ given by equation (10.5) should therefore be modified by convoluting with a damped oscillator spectrum. In more exact treatments of infrared absorption, the phonon lifetime is incorporated into the theory at an earlier stage.

**Transmission experiments with polycrystalline samples**

Infrared absorption experiments with polycrystalline samples performed by measuring the transmission through the sample are the easiest infrared absorption experiments, from the two viewpoints of the experimental methods and the data analysis. The central idea is to use a filament source for the incident infrared radiation, extending from a few cm$^{-1}$ to a few thousand cm$^{-1}$, and to

---

6 For a rigid (unpolarisable) ion the effective charge will be identical to the actual ionic charge. However, when polarisability is taken into account, as in a shell model, it turns out that the effective charge is not the same as the ionic charge. A more complete treatment would handle the cores and shells separately by noting that part of the induced dipole moment associated with a given normal mode arises from the ionic polarisation; equation (10.4) simply associates the induced moment with the atomic displacements.

7 The definition of equation (10.5) differs slightly from equation (9.18) in that the sign of the frequency of the created phonon is different in the two equations. We retain this difference since only one process is involved in equation (10.5).

8 These modes are called polar modes.
measure the amount of radiation transmitted through the sample by comparing
the measured spectrum with the spectrum of the source. The transmittance can
then be converted to a relative absorption. The absorption spectrum will con-
tain peaks corresponding to the phonon frequencies; a typical example is
shown in Figure 10.1.

The measurements on a modern spectrometer are performed using a Fourier
transform interferometer. This is a variant of a Michelson interferometer, in
which one of the mirrors moves backwards and forwards, yielding a spectrum
as a function of time for each traverse of the mirror. This spectrum is then
Fourier transformed on a computer to produce an absorption spectrum. A large
number of spectra are collected from many separate scans of the mirror, and
these are all averaged to produce a final spectrum with an excellent signal-to-
noise ratio. Older spectrometers use grating methods to monochromate the
infrared beam, leading to a direct measurement of the intensity of the transmit-
ted spectrum as a function of frequency. Fourier transform methods are much
faster than grating methods, they produce spectra of superior quality in terms
of the statistical noise and resolution, and grating methods are more suscepti-
ble to stray light sources.

As the absorption can be quite strong, very thin samples are required. It is
common to produce pellets that contain a small quantity of material held in an
appropriate medium. For many applications alkali halides are good materials
for the sample medium, as their infrared spectra are simple and well charac-
terised, and for many applications their peaks do not overlap the spectral
regions of interest. For studies of low-frequency modes, polymers may be
preferred as medium materials, as they do not have spectral peaks in the low-
frequency region. Both alkali halides and polymers compact well in the preparation of the pellets.

Transmission experiments are sensitive only to the transverse optic modes. However, with the use of powders it is possible to observe some absorption from the longitudinal modes due to reflection from the surfaces of the crystallites in the sample material. Depending on the difference in frequencies between the transverse and longitudinal modes, the effect of the longitudinal modes may be to produce extra peaks, or to give an asymmetric broadening of the transverse mode peaks. Generally these effects are weak, but in some cases they can cause severe problems.

Single crystal measurements can be performed either by measuring the absorption in transmission experiments, as in the measurements on polycrystalline samples described above, or by measuring the reflectance from a surface. In the latter case the infrared radiation is reflected following the excitation of the vibrations in the crystal by the incident radiation. The resultant spectrum is not easily analysed; unlike absorption methods the reflectance spectrum does not simply consist of peaks corresponding to phonon frequencies. The deconvolution of the reflectance spectrum takes us beyond the scope of this book. It should be noted that the reflectance spectrum will include contributions from both transverse and longitudinal modes.

**Raman spectroscopy**

*Fundamental principles*

A small fraction of a light beam that passes through any material will be scattered. Most of this will be scattered elastically, that is, with no change in frequency. This is known as Rayleigh scattering, and the amplitude is proportional to the polarisability $\alpha$ of the material, appropriate to the relevant scattering geometry. The dependence on the polarisability follows from the fact that the scattered radiation originates from the dipole oscillations (polarisation fluctuations) induced by the light wave. The amplitude of the scattered wave will be proportional to the induced moment $\mathbf{M}$:

$$\mathbf{M} = \alpha \mathbf{E}$$  \hspace{1cm} (10.6)

where $\mathbf{E}$ is the vector amplitude of the electric field of the incident radiation.

The polarisability at any region of the crystal will not be static, but will fluctuate as the lattice vibrations change bond lengths and contact distances.

---

9 Recall that for polar modes the longitudinal and transverse optic modes at $\mathbf{k} = 0$ have different frequencies, as given by the Lyddane–Sachs–Teller relation, equation (3.29).
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and hence the local electron density. We can therefore write the time-dependent polarisability \( \alpha(t) \) when it has been modified by a lattice vibration of frequency \( \omega' \) as

\[
\alpha(t) = \alpha_0 + \alpha'(\exp(i\omega't) + \exp(-i\omega't))Q
\]

(10.7)

where \( \alpha_0 \) is the static polarisability, \( \alpha' \) is a constant, and \( Q \) is the amplitude of the lattice vibration. The amplitude of the scattered wave is therefore given as

\[
M(t) = E \exp(i\omega t) \alpha(t)
\]

\[
= E\alpha_0 \exp(i\omega t) + E\alpha'\left(\exp(i(\omega + \omega')t) + \exp(i(\omega - \omega')t)\right)
\]

(10.8)

The first component of the scattered wave is the elastic Rayleigh scattering. The other two components are scattered with a change in frequency; these are the two Raman scattering processes corresponding to creation and absorption of a phonon of frequency \( \omega' \).

When these ideas are applied to the complete set of normal modes in a crystal we need to note that the constant \( \alpha' \) must be expressed as a tensor that takes account of the directions of the incoming and scattered beams, and the polarisations of the two beams. There will be a different form of this tensor depending on the actual normal mode involved. We can therefore rewrite equation (10.7) as

\[
\alpha(t) = \alpha_0 + \sum_{k,v} \alpha'(k, v)\left(\exp(i\omega(k, v)t) + \exp(-i\omega(k, v)t)\right)Q(k, v)
\]

(10.9)

The intensity \( I(\omega) \) of the scattering will be determined by the power spectrum of \( \alpha(t) \):

\[
I(\omega) \propto \int \langle \alpha(0)\alpha(t) \rangle \exp(-i\omega t) dt = \alpha_0^2 \delta(\omega) + \sum_{k,v} \gamma(k, v)\left\{n(\omega, T) + 1\right\}\delta(\omega - \omega(k, v)) + n(\omega, T)\delta(\omega + \omega(k, v))\}
\]

(10.10)

where the first term on the right hand side of the equation is the elastic Rayleigh scattering. The coefficient \( \gamma(k, v) \) subsumes the parameter \( \alpha' \), and therefore takes account of the polarisability for the specific scattering geometry.

It is apparent that the equation for the intensity of Raman scattering is, apart from the coupling constants, very similar in form to that for inelastic neutron scattering, as one might have expected. The polarisability tensor has a similar
role to the neutron scattering length, providing the coupling between the probe and the material. Unlike the case of neutron scattering, however, the relevant components of the polarisability tensor can be zero for particular phonon modes irrespective of the relative orientations of the scattering geometry and crystal. This is a symmetry property, and a group-theoretical analysis of the crystal symmetry will indicate which modes are allowed to take part in Raman scattering – these modes are said to be Raman active. Symmetry arguments cannot, however, provide information on the strength of the Raman scattering, that is, on the size of the components of the polarisability tensor. This is determined by the electronic structure of the crystal.

Raman scattering involving creation of a phonon is called the Stokes process, and scattering involving absorption of a phonon is called the anti-Stokes process. As for neutron scattering, the processes of phonon creation and absorption are weighted by different thermal factors, $n(\omega, T) + 1$ and $n(\omega, T)$ respectively.

**Experimental techniques**

The principles of the experimental methods of Raman scattering are straightforward. The source of the monochromatic light beam is a laser. The light is usually scattered through an angle of 90° and measured using a photomultiplier. The spectrum is obtained by using gratings to select and change the measured frequency. The resolution can be controlled by apertures placed in the incoming and scattered beams. Although grating methods are the most common methods in use, Fourier transform methods similar to those used for infrared spectroscopy have recently been developed for Raman spectroscopy.

Raman scattering experiments can be performed using both polycrystalline and single crystal samples. If powders are used, the samples are usually encapsulated in thin glass tubes. Single crystals are used when the symmetries of the phonons are to be determined, because the selection rules operate differently for different crystal orientations and different polarisations of the incoming and scattered beams.

A typical Raman scattering spectrum from a polycrystalline sample is shown in Figure 10.2.

**Brillouin spectroscopy**

Brillouin scattering is, in principle, similar to Raman spectroscopy, except that it is used for measuring the acoustic modes rather than the optic modes. Using the methods of Chapter 7 it is possible to express the normal mode coordinates
in terms of strain coordinates, and therefore derive the scattering cross section in terms of the dependence of the polarisability on strain.

The essential experimental difference between Raman and Brillouin spectroscopy is that the changes in frequency for the scattered beam are much smaller in Brillouin scattering. Therefore a more sensitive measurement of the frequency of the scattered beam is required, for which it is usual to use a Fabry–Perot interferometer. Moreover, it is important to know the wave vector transfer accurately, which is not the case for Raman and infrared spectroscopy. Hence it is essential to have an accurate alignment of the single crystal, and a good knowledge of the refractive indices in order to correct for retardation of the light beam within the crystal.

Advantages and disadvantages of spectroscopy

If one considers only the information content, the restriction of spectroscopic methods to measurements of only long-wavelength phonons and the stringent selection rules would appear to make neutron scattering a preferred technique. However, there are a number of experimental advantages that in many cases mean that spectroscopy is a more useful technique than neutron scattering:10

1 Spectroscopy gives very good frequency resolution, typically of the order of 1–2 cm$^{-1}$. Typical resolution for neutron scattering is several times larger. There is always a compromise between resolution and intensity of

---

10 The conclusion of the comparison of the different techniques is that you choose the best technique for the information you require!
the measured spectra. Because neutron sources are relatively weak, greater importance has to be attached to intensity rather than resolution. Intensity is rarely a problem with spectroscopic techniques, so that the greater importance can be placed on the resolution. Good resolution is important for accurate measurements of phonon frequencies, and essential if small changes in peak frequencies are to be measured. Good resolution is also important if phonon lifetimes are to be measured. Generally the linewidth of a phonon is larger than the resolution of a Raman or infrared absorption spectrometer but smaller than the resolution of a neutron spectrometer in a typical configuration.

2 The intensity of a spectrum is sufficiently high that the time taken to obtain a complete spectrum is not very long; a matter of minutes rather than hours as in a neutron scattering experiment. This means that measurements of phonon peak frequencies, intensities or lifetimes can be measured as detailed functions of external conditions such as temperature or pressure. Spectroscopy is better suited than neutron scattering for this kind of study, provided that the mode of interest can be observed by spectroscopic methods.

3 The intensity of a spectrum is also so high that it is quite easy to measure high-frequency modes. These modes are effectively inaccessible to most neutron scattering instruments because the intensity will be too low. Thus high-frequency modes will generally be better measured using infrared or Raman spectroscopy. The restriction on measurements to small wave vector is actually of less concern for these modes, for it is generally found that the high-frequency modes have only a weak dependence on wave vector.

4 Given that small single crystals or powders can be used in both infrared absorption and Raman spectroscopy, the techniques can be used for many materials. In general neutron scattering methods are restricted to the use of large single crystals, which are frequently not available.

11 In favourable circumstances it is still possible to measure high-frequency modes using neutron scattering. The instrumental requirement is that the neutron beam should come from a hot moderator, so that the maximum in the neutron flux is at a high energy. Neutron spectroscopy is easier if the scattering is from hydrogenous samples, as hydrogen has a particularly large cross section for incoherent scattering.

12 There will be problems if the samples are completely opaque to the incoming light beam, or if they fluoresce.

13 It is in principle possible to do neutron spectroscopy on polycrystalline samples. However, since neutron scattering is not restricted to only phonons with small wave vectors, the resultant spectra will contain peaks associated with phonons of wave vectors throughout the Brillouin zone. The spectra will therefore contain so many overlapping peaks that they will be difficult to interpret. However, it is possible to perform careful experiments that give a correct averaging over all scattering vectors to allow measurements of the phonon density of states weighted by the different scattering lengths. Alternatively, if dispersion is small, as it often is for high-frequency modes, it may be possible to extract useful results from neutron spectroscopy from polycrystalline samples; see footnote 11.
The sample environment can be easily controlled in both neutron scattering and spectroscopic experiments. One advantage of the use of small samples in spectroscopy is that it is possible to use diamond anvil cells to attain much higher pressures than can be obtained on the larger hydrostatic pressure cells designed for neutron scattering experiments. The only technical difficulty with optical spectroscopy is that of finding optical windows that will suit either high or low temperatures and high pressures. For high-temperature work there is a problem with optical spectroscopy associated with high background signals due to the black-body radiation from the sample and furnace.

The major disadvantage of spectroscopy is the existence of the selection rules, which means that to obtain as complete a picture as possible both Raman and infrared methods need to be used. However, there will frequently be some modes that are invisible to both techniques, and which can therefore be measured only by neutron scattering. The positive aspect to the selection rules is that they enable the symmetries of the modes to be determined. Moreover, in some applications described below, the selection rules can be used to provide information about the symmetry of local environments associated with short-range order. The other disadvantage is that Raman and infrared spectroscopy can measure only phonons with small wave vector, although the positive aspect of this is that this enables the use of polycrystalline samples.

Qualitative applications of infrared and Raman spectroscopy

The set of vibrations for any material will be more-or-less unique to that particular material. This property gives vibrational spectroscopy a valuable role for qualitative identification methods, both for crystal and molecular identification. In this sense the vibrational spectra represent fingerprints for the phases being identified. Because of the relative simplicity of the experimental methods, vibrational spectroscopy is a relatively convenient and rapid method for phase identification, which may be required after chemical treatment or following large changes in sample environment. Examples are given in McMillan and Hofmeister (1988).

Identification methods can also be applied using specific features in the spectra rather than the total spectra. For example, the vibrational spectrum of water is significantly different from the single-line spectrum of the hydroxyl \( \text{OH}^- \) ion. The presence of either spectrum in the vibrational spectrum of a hydrated mineral will give unambiguous information concerning the chemical behaviour of the water molecules within the mineral (Rossman 1988). Similar methods can be used in the structural studies of silicate glasses. The vibrational
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spectra of SiO₄ and SiO₆ units are sufficiently different that by observing the internal modes of these units it is possible to deduce the presence or absence of these coordination polyhedra. Moreover, different connectivities of SiO₄ tetrahedra will give rise to different vibrational frequencies; for example, a dangling Si–O bond will have a different frequency for the bond-stretching vibration than if the oxygen atom is bonded to two silicon atoms.

Quantitative applications of infrared and Raman spectroscopy

Accurate measurements of phonon frequencies

The high resolution of spectroscopic measurements means that accurate measurements can be obtained for phonon frequencies. Although the low-frequency dispersion curves are better measured using neutron scattering, the high-frequency modes, as we have pointed out, are usually more easily measured by spectroscopy. All the modes are important for the development of an interatomic potential model. For example, in the recent development of empirical models for calcite (Dove et al. 1992c) and PbI₂ (Winkler et al. 1991b), both the low-frequency modes measured by neutron scattering and the high-frequency modes measured by Raman and infrared spectroscopy, as well as elastic constant measurements, were included in the set of experimental data against which the parameters of the model were fitted.

A key aspect of the measurement of phonon frequencies by spectroscopy is the assignment of each peak to a mode of a given symmetry. Group-theoretical analysis will give the expected numbers of modes for each symmetry, and which modes are active in both Raman and infrared spectroscopy. Furthermore, if single crystals are studied using polarised beams, group theory is also able to tell which modes should appear in a spectrum for any geometric configuration. This often enables all modes to be unambiguously assigned to their symmetry representations. If polycrystalline samples have to be used, the process of assignment is more tricky, but can be helped if a realistic set of calculated mode frequencies is already available.

Brillouin spectroscopy, on the other hand, is primarily used for the determination of elastic constants. The alternative experimental methods are ultrasound techniques and neutron scattering. Brillouin spectroscopy will usually give more accurate results than neutron scattering simply because the resolution is far superior, provided that sample alignment is accurate and that all the corrections for the optical path through the crystal have been correctly made.

As an example of the value of detailed measurements of the complete set of phonon frequencies and their assignments, we cite the work on Mg₇₂SiO₄ (Price
et al. 1987a,b). A set of models has recently been evaluated by comparing calculated phonon frequencies with the measured values. One model was shown to be far better than the others tested; this model has since been widely used as a transferable model for silicates (Winkler et al. 1991a).

Measurements of soft modes

Vibrational spectroscopy is particularly suited for the measurements of soft modes. Historically Raman spectroscopy has been the more useful technique, for until recently infrared absorption methods could not work at sufficiently low frequencies. Some of the earliest studies of soft modes were on quartz (Landsberg and Mandelstam 1929; Raman and Nedungadi 1940; Shapiro et al. 1967; Scott 1968; Berge et al. 1986; see also the review by Dolino 1990), but now a large number of soft mode phase transitions have been studied by spectroscopy (Scott 1974). Apart from simply measuring the temperature dependence of the soft mode frequency, which itself was a valuable contribution, many studies were also able to provide information on the behaviour of the linewidth of the soft mode on approaching the transition temperature. It was often found that the soft mode becomes heavily damped or even overdamped on approaching the transition temperature. One problem in this type of work is that the selection rules may limit spectroscopic observations to the low-temperature phase only. For example, the soft mode in SrTiO$_3$ has the wave vector at the Brillouin zone boundary of the high-temperature phase, so it can be measured only in the low-temperature phase where the zone boundary point becomes a reciprocal lattice vector (Fleury et al. 1968), and in many cases the selection rules for the soft mode at $k = 0$ mean that it can be observed by spectroscopy only in the low-symmetry phase.

Measurements of the effects of phase transitions on the phonon spectra: hard mode spectroscopy

The frequencies, linewidths and intensities of the peaks in the vibrational spectra will be sensitive functions of the detailed structural state of the crystal. This feature can be exploited for quantitative studies of phase transitions, including displacive and order–disorder transitions, and electronic and magnetic ordering transitions. We have already described in Chapter 8 how the frequency of a mode will vary with the size of the order parameter, enabling the temperature dependence of the order parameter to be obtained from careful measurements of peak frequencies. A similar behaviour will also occur for order–disorder phase transitions. Structural changes will affect the intensities of spectral
peaks, especially when a particular mode can be observed only in one phase due to the operation of the selection rules in the higher-symmetry phase. Furthermore, the linewidths will also be sensitive to structural changes. The realisation that there is considerable information that can be extracted from the high-frequency modes has resulted in many recent studies of these modes. The phrase hard mode spectroscopy has been coined for this area of application (Petzelt and Dvorak 1976a,b, 1984; Bismayer 1988; Salje 1992).

We must remark on the fact that the high-frequency modes will have frequencies that are virtually independent of wave vector. This means that the bonds vibrate almost independently, so that spectroscopic measurements are in fact acting as a local probe rather than a probe of collective motion\(^{14}\) (Salje 1992). For example, two Si–O bonds that have different environments in a disordered structure will vibrate with slightly different frequencies, both of which may be recorded in one vibrational spectrum. Moreover, in disordered high-temperature phases, the local structure may be significantly different from the average structure. This can occur when the high-temperature phase consists of small domains or clusters that have the local structure of the low-temperature ordered phase, but when the structure is averaged over all the domains the net structure corresponds more closely to that of the higher-symmetry phase. In this case the frequencies of the high-energy modes may be more sensitive to the local order than the average structure, and can therefore give information about the local ordering. One example of this is the mineral cordierite, \(\text{Mg}_2\text{Si}_5\text{Al}_4\text{O}_{18}\), which has a high-temperature phase in which the Al and Si atoms are disordered over tetrahedral sites. When crystalline cordierite is annealed from a glass of the correct stoichiometry, the first phase formed is the disordered phase. Further annealing leads to the transformation to the ordered form via a well-defined incommensurate intermediate phase (Putnis et al. 1987). The infrared absorption (Güttler et al. 1989) and Raman (Poon et al. 1990) spectra of cordierite show peaks with frequencies that are apparently insensitive to the intermediate incommensurate phase, which has led to the suggestion that the local structures of the ordered and incommensurate phases are identical.

The clearest use of measurements of peak intensities is when the intensity of a mode vanishes in the high-temperature phase, in which the mode is inactive. In this case, the intensity gives direct information on the magnitude of the order parameter, in a method analogous to the use of the measurements of the

\(^{14}\) This argument should not be applied to low-frequency modes, for which there is a significant dependence of the phonon frequency on wave vector. In the language of Chapter 3, we are using the approximation of very different force constants, equation (3.26).
Figure 10.3: Temperature dependence of the intensity of a vibrational mode of quartz that is absent in the high-temperature phase (Salje et al. 1991). There is a first-order phase transition at 847 K. The temperature dependence of the intensity follows the square of the order parameter.

Intensities of superlattice X-ray or neutron diffraction peaks, and complementary to the use of changes in the peak frequencies. We have remarked above that high-frequency modes are sensitive to local order. There may be cases when a high-frequency mode should be required to be absent by symmetry in the high-temperature phase but in practice it does not actually vanish on heating into the high-temperature phase. This observation can be accounted for by invoking the existence of domains that have the local structure of the low-temperature phase. Thus spectroscopy can be used as a sensitive test of models of phase transitions that postulate clusters in the high-temperature phases. For example, recent studies of the orientational order-disorder phase transition in NaNO₃ have shown the existence of a mode that is required to be absent in the high-temperature phase but which remains relatively strong on heating above the transition temperature (Harris et al. 1990). This observation points to the existence of considerable short-range order in the disordered phase. An opposite set of examples concerns quartz (Salje et al. 1992) and cristobalite (Swainson and Dove, 1992), for which spectroscopic measurements have shown that, contrary to the interpretation of diffraction data, the high-temperature phases do not consist of domains of the low-temperature phase. Experimental infrared absorption data for a single mode in quartz are shown in Figure 10.3; the data show unambiguously the vanishing of the intensity in the high-temperature phase.
Summary

1. Infrared and Raman spectroscopic techniques measure phonons with wave vectors close to the centre of the Brillouin zone.
2. Infrared absorption occurs for normal modes that change the dipole moment of the unit cell.
3. Raman spectroscopy measures the normal modes that change the polarisability.
4. Infrared and Raman spectroscopic techniques have a number of advantages over neutron scattering, which include better resolution and higher intensities.
5. Infrared and Raman spectroscopy can be used for a wide range of applications, including phase identification, local structures, accurate frequency measurements, measurements of soft modes as functions of temperature or pressure, and studies of phase transitions via the effects of the transitions on high-frequency modes.
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Formal quantum-mechanical description of lattice vibrations

The quantum-mechanical version of lattice dynamics is developed. We introduce the important creation and annihilation operators, and the Hamiltonian is recast in this new formalism. A number of results are obtained using the quantum formalism.

Some preliminaries

We have previously introduced the quantum-mechanical nature of lattice vibrations by noting the analogy with electromagnetic vibrations (phonons instead of photons) and simply modifying the classical model accordingly. On the other hand, the phonon picture emerges quite naturally when we start from a quantum-mechanical basis. It is the purpose of this chapter to introduce the essential ideas of the quantum-mechanical picture of lattice vibrations. You may recall from the preface that this is a chapter that can be ignored by the worried reader without any loss to the rest of the book. However, many professional solid state physicists like to start their theoretical discussions using the quantum-mechanical basis (e.g. Bruce and Cowley 1981, p 6), with the result that the reader who is unfamiliar with the basic concepts is effectively excluded from large sections of the research literature.

Most of us meet quantum mechanics in the form of the Schrödinger equation and the wave function, \( \psi \) (e.g. Rae 1981). The one-dimensional Schrödinger equation in its simple form for a single particle of mass \( m \) with associated position coordinate \( q \) and momentum \( p (= m \dot{q}) \) is given by

\[
\mathcal{H}(p, q) \psi(p, q) = E \psi(p, q)
\]  

where \( \mathcal{H}(p, q) \) is the Hamiltonian, \( \psi(p, q) \) is the wave function, and \( E \) is the corresponding energy. The Schrödinger equation is an eigenequation, with \( \psi \) as
the eigenvector and \( E \) as the eigenvalue. In the formalism of quantum mechanics, \( H, q \) and \( p \) enter equation (11.1) as operators \( \hat{H}, \hat{q} \) and \( \hat{p} \), such that

\[
\hat{q} \psi = q \psi \tag{11.2a}
\]

\[
\hat{p} \psi = -i \hbar \frac{\partial}{\partial q} \psi \tag{11.2b}
\]

If the particle experiences a potential \( V \) that depends only on \( q \), the Hamiltonian operator of equation (11.1) can be written as

\[
\hat{H} = \frac{\hat{p}^2}{2m} + V(q) = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial q^2} + V(q) \tag{11.3}
\]

The average (or most probable) value of \( q \) (called the expectation value in the language of quantum mechanics) is obtained from the integral:

\[
\langle q \rangle = \int \psi^* \hat{q} \psi dq \tag{11.4}
\]

where \( * \) denotes the complex conjugate. Replacing \( \hat{q} \) by \( \hat{p} \) in equation (11.4) will give the most probable value for the momentum.

The wave function \( \psi_j \) for a single particle state is often written as \( | j \rangle \), where \( j \) is the label of a given excited state (i.e. \( j \) labels one solution of equation (11.1)); \( \psi_j^* \) is then written as \( \langle j | \). In the same language equation (11.4) is written as

\[
\langle q \rangle = \langle j | \hat{q} | j \rangle \tag{11.5}
\]

As well as describing the energy levels of a system, the wave function can also describe systems with more than one particle. If \( n_j \) gives the number of particles in the \( j \)-th state of a system, the wave function can be written as \( | n_1, n_2, n_3, \ldots, n_j, \ldots \rangle \). For particles subject to the Pauli exclusion principle (called fermions), such as electrons, the values of \( n_j \) are restricted to zero or one. The quanta of lattice vibrations (phonons) are, however, not subject to this restriction, so that \( n_j \) can take on any value, including zero (the family of particles with this property are called bosons – any particle is either a fermion or a boson). The case of \( n_j = 0 \) for all states \( j \) is the lowest energy state, and is known as the ground state (it is the state for the temperature of absolute zero), and in this case the wave function is simply written as \( | 0 \rangle \). In the general case where the particular state of a wave function is not specified, \( \psi \) is simply written as \( | \rangle \).

One important concept in the formalism of quantum mechanics is that of
commutation. For two operators, say \( \hat{q} \) and \( \hat{p} \), we define the *commutation relation* as

\[
[\hat{q}, \hat{p}] = \hat{q}\hat{p} - \hat{p}\hat{q}
\]

Equation (11.6)

In this specific case:

\[
[\hat{q}, \hat{p}] = i\hbar
\]

Equation (11.7)

If the commutation relation equals zero, we say that the two operators *commute*. The concept of commutation is used in many applications of quantum mechanics, as we will see below. It turns out that two operators that have a Heisenberg uncertainty relation will not commute. All the important commutation relations that are used in this chapter are given in Appendix G.

**Quantum-mechanical description of the harmonic crystal**

The Hamiltonian for the harmonic crystal in terms of the normal mode coordinates was described in detail in Chapters 4 and 6 (equations (4.7) and (6.44)). In its operator form, it can be written as

\[
\hat{H} = \frac{1}{2} \sum_{k,\nu} \left\{ \hat{P}(k, \nu)\hat{P}^+(k, \nu) + \omega^2(k, \nu)\hat{Q}(k, \nu)\hat{Q}^+(k, \nu) \right\}
\]

Equation (11.8)

where \( \hat{Q}(k, \nu) \) is the operator corresponding to the normal mode coordinate, and \( \hat{P}(k, \nu) \) is the corresponding momentum variable. The superscript \(^{+}\) denotes the adjoint of the operators. We note that unlike the real space operators the normal mode coordinate operators are not Hermitian, i.e.

\[
\begin{align*}
\hat{q}^+_j &= \hat{q}_j \\
\hat{p}^+_j &= \hat{p}_j
\end{align*}
\]

Equation (11.9)

It turns out that the picture looks a lot simpler if we define two new operators \( \hat{a}(k, \nu) \) and \( \hat{a}^+(k, \nu) \):

\[
\hat{a}(k, \nu) = \frac{1}{(2\hbar\omega(k, \nu))^{1/2}} \left\{ \omega(k, \nu)\hat{Q}(k, \nu) + i\hat{P}(k, \nu) \right\}
\]

Equation (11.10a)

---

1 In some books (e.g. Inkson, 1984, pp 46-47) the following definitions are rotated in the complex plane. In discussions that are limited to the monatomic chain the atomic mass is sometimes also included explicitly in the following definitions (also in Inkson 1984, pp 46-47). Neither of these variants leads to different conclusions.
According to these definitions, the operators for the normal mode coordinates can be written as

\[ \hat{Q}(k, \nu) = \left( \frac{\hbar}{2\omega(k, \nu)} \right)^{1/2} \left( \hat{a}(k, \nu) + \hat{a}^+(\mathbf{-k}, \nu) \right) \]  
(11.11a)

\[ \hat{P}(k, \nu) = -i\left( \frac{\hbar\omega(k, \nu)}{2} \right)^{1/2} \left( \hat{a}(k, \nu) - \hat{a}^+(-k, \nu) \right) \]  
(11.11b)

The corresponding real space operators (from equation (4.2)) are similarly related to our new operators by

\[ \hat{q}(j, l) = \frac{1}{\left( Nm_j \right)^{1/2}} \sum_{k, \nu} \left\{ \left( \frac{\hbar}{2\omega(k, \nu)} \right)^{1/2} e(\nu, k, \nu) \exp(ik \cdot r(jl)) \times \left( \hat{a}(k, \nu) + \hat{a}^+(-k, \nu) \right) \right\} \]  
(11.12a)

\[ \hat{p}(j, l) = \frac{1}{\left( Nm_j \right)^{1/2}} \sum_{k, \nu} \left\{ \frac{\hbar\omega(k, \nu)}{2} \right)^{1/2} e(\nu, k, \nu) \exp(ik \cdot r(jl)) \times \left( \hat{a}(k, \nu) - \hat{a}^+(-k, \nu) \right) \right\} \]  
(11.12b)

When we substitute equation (11.11) into equation (11.8), noting the relations (11.9), we obtain a new form for the Hamiltonian

\[ \hat{H} = \sum_{k, \nu} \hbar \omega(k, \nu) \left\{ \left( \hat{a}(k, \nu) - \hat{a}^+(-k, \nu) \right) \left( \hat{a}^+(k, \nu) - \hat{a}(-k, \nu) \right) \right\} 
+ \left( \hat{a}(k, \nu) + \hat{a}^+(-k, \nu) \right) \left( \hat{a}^+(k, \nu) + \hat{a}(-k, \nu) \right) \right\} \]  

\[ = \frac{1}{2} \sum_{k, \nu} \hbar \omega(k, \nu) \left\{ \hat{a}(k, \nu) \hat{a}^+(k, \nu) + \hat{a}^+(k, \nu) \hat{a}(k, \nu) \right\} \right\} \]  

\[ = \frac{1}{2} \sum_{k, \nu} \hbar \omega(k, \nu) \left\{ \hat{a}(k, \nu) \hat{a}^+(k, \nu) + \hat{a}^+(k, \nu) \hat{a}(k, \nu) + \frac{1}{2} \right\} \]  
(11.13)
This looks a lot simpler than equation (11.8)! In deriving equation (11.13) we have used the commutation relation (G.10).

The new operators: creation and annihilation operators
Before we can exploit the form of our new Hamiltonian, we need to give some meaning to the operators \( \hat{a}(k, \nu) \) and \( \hat{a}^+(k, \nu) \). To make the nomenclature easier, we denote \((k, \nu)\) by \(k\) and \((-k, \nu)\) by \(-k\). Consider a wave function \( |\psi\rangle \) that is an eigenvector of \( \hat{\mathcal{H}} \), such that

\[
\hat{\mathcal{H}} |\psi\rangle = \sum_k \hbar \omega_k \left( \hat{a}_k^+ \hat{a}_k + \frac{1}{2} \right) |\psi\rangle = E |\psi\rangle \tag{11.14}
\]

Now consider the new wave function \( \hat{a}_k |\psi\rangle \). We then have:

\[
\hat{\mathcal{H}} \hat{a}_k^+ |\psi\rangle = \hbar \omega_k \left( \hat{a}_k^+ \hat{a}_k \hat{a}_k^+ + \frac{1}{2} \hat{a}_k^+ \right) |\psi\rangle \tag{11.15}
\]

Using the commutation relation (G.11a) we obtain the result:

\[
\hat{\mathcal{H}} \hat{a}_k^+ |\psi\rangle = \left( \hbar \omega_k \hat{a}_k^+ + \hat{a}_k^+ \hat{\mathcal{H}} \right) |\psi\rangle = \left( E + \hbar \omega_k \right) \hat{a}_k^+ |\psi\rangle \tag{11.16a}
\]

Similarly, using the commutation relation (G.11b), we can show that

\[
\hat{\mathcal{H}} \hat{a}_k |\psi\rangle = \left( E - \hbar \omega_k \right) \hat{a}_k |\psi\rangle \tag{11.16b}
\]

We have therefore shown that both \( \hat{a}_k^+ |\psi\rangle \) and \( \hat{a}_k |\psi\rangle \) are eigenvectors of \( \hat{\mathcal{H}} \), with the respective energies \( E + \hbar \omega_k \) and \( E - \hbar \omega_k \). It thus appears that the effect of the operator \( \hat{a}_k^+ \) is to increase the energy by one quantum of \( \hbar \omega_k \), whereas the effect of the operator \( \hat{a}_k \) is to decrease the energy by one quantum of \( \hbar \omega_k \). For this reason \( \hat{a}_k^+ \) and \( \hat{a}_k \) are called creation and annihilation operators respectively, since they create or annihilate quanta of lattice vibrations (phonons). Alternative names are raising and lowering operators, or ladder operators.
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The Hamiltonian and wave function with creation and annihilation operators

The ground state energy

Let us start with the ground state wave function $|0\rangle$. The definition of the ground state means that:

$$\hat{a}_k |0\rangle = 0$$ (11.17)

Hence we have:

$$\hat{\mathcal{H}}|0\rangle = \sum_k \hbar \omega_k \left( \hat{a}^+_k \hat{a}_k + \frac{1}{2} \right) |0\rangle$$

$$= \sum_k \frac{1}{2} \hbar \omega_k |0\rangle$$ (11.18)

This means that the energy of the ground state is not zero but is equal to

$$E_0 = \sum_k \frac{1}{2} \hbar \omega_k$$ (11.19)

This energy is called the zero-point energy. The existence of the zero-point energy, which we encountered in Chapter 4, implies that the atoms in the crystal can never be at rest even at a temperature of absolute zero.  

Normalisation of the wave function

Consider now the wave function for the state $k$ containing $n_k$ phonons, $|n_k\rangle$, defined with an amplitude $\alpha$ which we have not yet determined:

$$|n_k\rangle = \alpha \left( \hat{a}^+_k \right)^{n_k} |0\rangle$$ (11.20)

To obtain the normalisation of $|n_k\rangle$ we consider the following operations:

---

2 Zero-point motion is particularly important for helium, as it prevents freezing of the liquid at low pressure.
We repeat the same procedure for the first term in the last line of equation (11.21) until we obtain the end result:

\[ \hat{a}_k^+ \hat{a}_k |n_k\rangle = \alpha \hat{a}_k^+ (\hat{a}_k^+)^{n_k-1} |0\rangle \]

Equation (11.22) therefore defines the number operator, \( \hat{a}_k^+ \hat{a}_k \), which gives the number of phonons as the eigenvalue of the wave function. Thus the phonon Hamiltonian, equation (11.13), has the eigenvalues:

\[ \hat{H} |n_k\rangle = \hbar \omega_k \left( n_k + \frac{1}{2} \right) |n_k\rangle \] (11.23)

Using the commutation relation (G.10a) we also obtain the result analogous to equation (11.22):

\[ \hat{a}_k \hat{a}_k^+ |n_k\rangle = (n_k + 1) |n_k\rangle \] (11.24)

The wave function is normalised such that:

\[ \langle n_k | n_k \rangle = 1 \] (11.25)

Hence,

\[ \langle n_k | \hat{a}_k \hat{a}_k^+ | n_k \rangle = n_k + 1 \] (11.26a)

\[ \langle n_k | \hat{a}_k^+ \hat{a}_k | n_k \rangle = n_k \] (11.26b)

These results suggest the following normalisations:

\[ \hat{a}_k^+ |n_k\rangle = (n_k + 1)^{1/2} |n_k + 1\rangle \] (11.27a)

\[ \hat{a}_k |n_k\rangle = n_k^{1/2} |n_k - 1\rangle \] (11.27b)

From equation (11.27a) we have the following identity:
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\[ (\hat{a}_k^+)^n |0\rangle = (n_k!)^{1/2} |n_k\rangle \] (11.28)

which leads to the normalisation of the wave function:

\[ |n_k\rangle = \frac{(\hat{a}_k^+)^{n_k}}{(n_k!)^{1/2}} |0\rangle \] (11.29)

thereby defining the value of \( \alpha \) in equation (11.19)

**Time and position dependence**

The formalism using creation and annihilation operators gives information concerning the phonon interactions and amplitudes, but does not contain time or position dependence. Thus we know, for example, how two phonons merge to form a third, but we do not know the time dependence of this process. We can define the following time-dependent operators:

\[ \hat{a}_k(t) = \hat{a}_k \exp(-i\omega_k t) \] (11.30a)

\[ \hat{a}_k^+(t) = \hat{a}_k^+ \exp(i\omega_k t) \] (11.30b)

To include the spatial dependence as well, we define the following operators:

\[ \hat{\psi}(r, t) = \sum_k \phi_k(r) \hat{a}_k(t) \] (11.31a)

\[ \hat{\psi}^+(r, t) = \sum_k \phi_k^+(r) \hat{a}_k^+(t) \] (11.31b)

where \( \phi_k(r) \) is the wave function for the state \( k \). These new operators are called field operators, and a detailed analysis shows that despite the fact that they are operators, they behave like wave functions and obey the Schrödinger equation. However, unlike the Schrödinger equation, the form of quantum mechanics with the field operators also contains information about the statistics of the system. The field operators obey the following commutation relation:

\[ \left[ \hat{\psi}(r, t), \hat{\psi}^+(r', t) \right] = \sum_{k, k'} \phi_k(r) \phi_k^+(r') \left[ \hat{a}_k(t), \hat{a}_k^+(t) \right] \]

\[ = \sum_k \phi_k(r) \phi_k^+(r') \]

\[ = \delta(r - r') \] (11.32)
At this point we have reached about as far in the development of the quantum theory as we can usefully go. The formalism at this stage is generally given the name second quantisation. In the form described here a number of results used in this book can be derived (see below). Perhaps of greater importance is the fact that the second quantisation formalism permits a straightforward method of incorporating interactions between different types of excitation, one of the most important of which is the electron–phonon interaction. The development of quantum mechanics described in this chapter has been appropriate for bosons only, but analogous results can be obtained for fermions.

Applications

Normal mode amplitude

From the definition of the normal mode coordinate, equations (11.9)–(11.11), we note the operator product:

\[ \hat{Q}_k \hat{Q}_k^+ = \frac{\hbar}{2\omega_k} (\hat{a}_k + \hat{a}_k^-) (\hat{a}_k^- + \hat{a}_k^+) \]

\[ = \frac{\hbar}{2\omega_k} (\hat{a}_k \hat{a}_k^- + \hat{a}_k^\dagger \hat{a}_k^\dagger + \hat{a}_k \hat{a}_k^\dagger + \hat{a}_k^\dagger \hat{a}_k^-) \quad (11.33) \]

The terms that couple different wave functions vanish:

\[ \langle |\hat{a}_k \hat{a}_k^-| \rangle = \langle |\hat{a}_k^\dagger \hat{a}_k^\dagger| \rangle = 0 \quad (11.34) \]

The remaining terms are given by equation (11.26), leading to the result for the expectation value of \( \hat{Q}_k \hat{Q}_k^+ \):

\[ \langle n_k | \hat{Q}_k \hat{Q}_k^+ | n_k \rangle = \frac{\hbar}{2\omega_k} \left( \langle n_k | \hat{a}_k \hat{a}_k^\dagger | n_k \rangle + \langle n_k | \hat{a}_k^\dagger \hat{a}_k^- | n_k \rangle \right) \]

\[ = \frac{\hbar}{2\omega_k} (2n_k + 1) \langle n_k | n_k \rangle \]

\[ = \frac{\hbar}{2\omega_k} (2n_k + 1) \quad (11.35) \]

We obtained the same result in equation (4.15).

One-phonon scattering cross section and detailed balance

The important correlation function for one-phonon neutron scattering is
\[ \langle [Q \cdot u_j(t)] [Q \cdot u_{j'}(0)] \rangle \] 

(11.36)

where \( Q \) is the scattering vector. Using equation (11.12a) we obtain:

\[
Q \cdot u_j(t) = \left( \frac{\hbar}{2Nm_j} \right)^{1/2} \sum_{k,v} \frac{1}{\sqrt{\omega(k, v)}} \left\{ Q \cdot e(j, k, v) \exp(ik \cdot r(j)) \right. \\
\left. \times \left( \hat{a}(k, v) \exp(-i\omega(k, v)t) + \hat{a}^+( -k, v) \exp(i\omega(k, v)t) \right) \right\} \\
(11.37)
\]

Therefore the correlation function (11.36) can be written as

\[
\langle [Q \cdot u_j(t)] [Q \cdot u_{j'}(0)] \rangle = \frac{\hbar}{2N\sqrt{m_jm_{j'}}} \sum_{k,v} \sum_{k',v'} \left\{ \frac{1}{\sqrt{\omega(k, v)\omega(k', v')}} \right. \\
\left. \times \left[ Q \cdot e(j, k, v) [Q \cdot e^*(j', k', v')] \exp(ik \cdot r(j)) \exp(ik' \cdot r(j')) \right] \\
\times \left( \hat{a}(k, v) \exp(-i\omega(k, v)t) + \hat{a}^+( -k, v) \exp(i\omega(k, v)t) \right) \\
\left. \times \left( \hat{a}(k', v') + \hat{a}^+( -k', v') \right) \right\} \\
(11.38)
\]

We note that the operator products will only be non-zero if \( k' = -k \) and \( v' = v \).

We also note the expectation values for pairs of operators, equations (11.22), (11.24) and (11.34), to obtain the final result:

\[
\langle [Q \cdot u_j(t)] [Q \cdot u_{j'}(0)] \rangle = \frac{\hbar}{2N\sqrt{m_jm_{j'}}} \sum_{k,v} \left\{ \frac{1}{\omega(k, v)} \right. \\
\left. \times \left[ Q \cdot e(j, k, v) [Q \cdot e^*(j', k', v)] \exp(ik \cdot r(j) - r(j')) \right] \\
\times \left[ (n(\omega) + 1) \exp(-i\omega(k, v)t) + n(\omega) \exp(i\omega(k, v)t) \right] \right\} \\
(11.39)
\]

Fourier transformation of equation (11.39) leads simply to the one-phonon neutron scattering function, equation (9.18). The use of creation and annihilation operators has served to produce one important aspect that would not follow from classical theory. The probability of a neutron being scattered following creation of a phonon is higher than the probability of scattering following absorption of a phonon energy by the ratio \((n + 1)/n\). The difference between the two processes is known as detailed balance, and arises because of the dependence of the scattering medium on its original state. For absorption of phonons to occur there already needs to be a population of excited phonons. The state of the scattering system cannot be taken into account properly in a
classical treatment, so that the classical neutron scattering function will be the same for both energy gain and energy loss.\(^3\)

**Anharmonic interactions**

We consider the cubic term in the expansion of the potential energy:

\[
V^{(3)}_{k,k',k''} \hat{Q}_k \hat{Q}_{k'} \hat{Q}_{k''} = \frac{V^{(3)}_{k,k',k''}}{\sqrt{\omega_k \omega_{k'} \omega_{k''}}} \left( \frac{\hbar}{2} \right)^{3/2} (\hat{a}_k + \hat{a}_{-k})(\hat{a}_{k'} + \hat{a}_{-k'})(\hat{a}_{k''} + \hat{a}_{-k''})
\]

(11.40)

This term generates four different types of terms:

\[
\hat{a}_k \hat{a}_{k'} \hat{a}_{k''} : \quad \text{Three phonons are spontaneously destroyed.}
\]

\[
\hat{a}_k^+ \hat{a}_{k'}^+ \hat{a}_{k''}^+ : \quad \text{Three phonons are spontaneously created.}
\]

\[
\hat{a}_k \hat{a}_{k'}^+ \hat{a}_{k''}^+ : \quad \text{The phonon } k \text{ is destroyed and the phonons } k' \text{ and } k'' \text{ are created. This corresponds to the decay of } k \text{ into the two phonons } k' \text{ and } k''. \text{ There are two other similar terms.}
\]

\[
\hat{a}_k \hat{a}_{k'} \hat{a}_{k''}^+ : \quad \text{The phonons } k \text{ and } k' \text{ are destroyed and the phonon } k'' \text{ is created. This corresponds to a collision of the two phonons } k \text{ and } k', \text{ which coalesce to form the phonon } k''. \text{ There are two other similar terms.}
\]

The first two terms do not conserve energy or wave vector, but in principle can occur as virtual processes.\(^4\) The last two terms can conserve energy and wave vector, and are therefore of considerable importance. Similar results follow for higher-order anharmonic terms: the \(n\)-th order anharmonic interactions involve processes with \(n\) phonons. The picture that emerges from the use of creation and annihilation operators tends to highlight our visualisation of phonons as actual particles.

---

\(^3\) This point is made at the end of Appendix E.

\(^4\) Virtual processes are of importance in quantum field theory, as they occur over time scales that are related to the violation of the conservation of energy by the corresponding uncertainty principle.
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Summary

1. The quantum-mechanical operators for the normal mode coordinates can be expressed in terms of two new operators, called creation and annihilation operators. The names of these operators arise because their effects are to create and annihilate phonons respectively.

2. The phonon Hamiltonian can be recast in terms of the creation and annihilation operators.

3. The wave functions can also be recast in terms of the creation and annihilation operators.

4. The creation and annihilation operators can be combined to give information about the number of phonons that exist for a given state of the system.

5. A number of results have been obtained using the new formalism.

FURTHER READING
Ashcroft and Mermin (1976) app. L–O
Inkson (1984) ch. 3, 4
Rae (1981)
Molecular dynamics simulations provide a method for studying crystals at high temperatures, taking full account of anharmonic interactions. The essentials of the method are described, and technical aspects of the calculation of normal mode coordinates and phonon frequencies are discussed in some detail.

The molecular dynamics simulation method

We have noted that anharmonic effects are difficult to calculate in practice. Yet these are often of considerable interest, as for example at a phase transition or in a disordered system. The extreme example of the effect of anharmonicity is the melting phase transition, about which anharmonic phonon theory is practically unable to give very much quantitative information. One approach to these sorts of problem might be to say that theory can give a qualitative understanding at least, which we can then use to help interpret experimental data. We don’t, after all, always need a quantitative theory to understand phenomena we can measure. But this approach will not always be enough, for it is often the case that qualitative theory cannot be matched with experimental results. It is for such cases that computer models have been developed. We will consider one computer simulation method, the molecular dynamics simulation (MDS) technique, which has proved to be particularly useful.

The essence of the MDS method is to solve Newton’s equation of motion (equation (1.1)) for a set of fictitious atoms, whose coordinates and velocities are stored in a computer, and which are assumed to interact via a model interatomic anharmonic potential. Any numerical solution of the continuous equations of motion will involve using small discrete time steps, with a method (the algorithm) to generate the atomic positions and velocities at a given time step from the positions and velocities of the previous time steps. The MDS method
will then be able to generate the *classical* trajectories of the collection of atoms over a period of time that is long enough to be able to analyse with adequate accuracy. The particular algorithm and the size of the time step will be chosen so that the numerical solution will not contain any significant errors, but also so that the simulation can be carried out within the constraints of available computer power.

The MDS method was invented by Alder and Wainwright (1957, 1959) and applied to a fluid of hard spheres. The motivation was to go beyond the limitations of the theory and experimental methods of the day in a search for new insights into the behaviour of fluids. Hard sphere models do not give a true liquid state, and so the next stage in the development of the MDS technique was to use realistic interatomic potentials. This was first implemented for a model of liquid argon using Lennard-Jones interactions (Rahman 1964, 1966). Further work established that the MDS method is capable of giving results that are in quantitative agreement with experimental data. Simulations were then also performed on ionic fluids (Woodcock 1971, 1972), molecular fluids such as N\textsubscript{2} (Cheung and Powles 1975, 1976) and F\textsubscript{2} (Singer et al. 1977), and water (Rahman and Stillinger 1971, 1974). Because of its importance in chemistry, biology and geology, water has continued to be studied by MDS, particularly as new potential models are developed. A detailed discussion of the application of the MDS technique to liquids is given by Allen and Tildesley (1987).

The application of the MDS method to solids came later, with studies of argon, potassium (Hansen and Klein 1976), sodium chloride (Jacucci et al. 1976) and nitrogen (Weis and Klein 1975; Klein and Weis 1977). These were aimed at testing calculations of anharmonic phonon frequencies and investigating the effects of orientational disorder. The significant development given by these studies was the development of methods to study the lattice dynamics.

The primary aim of this chapter is to enable the reader to understand the essential details of the MDS method, particularly as applied to solids, so that the scientific literature reporting MDS studies is more accessible. I have resisted the temptation to attempt to help the reader become an expert practitioner – the book of Allen and Tildesley (1987) does this task already. But it is hoped that this chapter will be of some help to anyone wanting to use the MDS technique for themselves. Further reviews of the MDS method as applied to the study of solids are given by Klein (1978) and Dove (1988)\textsuperscript{1}.

\textsuperscript{1} Which unfortunately contains more typographical errors than one would like.
Details of the molecular dynamics simulation method

Simulation algorithms

In its traditional formalism, the MDS method uses a constant number of atoms (usually a few hundreds or thousands) in an imaginary box which has a constant size and shape and periodic boundary conditions. All MDS studies use model interatomic potentials similar to those described in Chapter 1. As well as giving reasonable values for the first and second differentials, these models also give reasonable approximations of the anharmonic forces. At each time step, the forces between all atoms are calculated from these model potentials.

Newton's equation of motion is a continuous differential equation, which for computational studies needs to be approximated by a discrete integral equation. We can express the position of the $j$-th atom at a time $t+\Delta t$, $\mathbf{r}_j(t+\Delta t)$, as a Taylor expansion:

$$\mathbf{r}_j(t + \Delta t) = \mathbf{r}_j(t) + \sum_{n \geq 1} \frac{(\Delta t)^n}{n!} \frac{\partial^n \mathbf{r}_j(t)}{\partial t^n}$$  \hspace{1cm} (12.1)

If we add to this the corresponding equation for $\mathbf{r}_j(t-\Delta t)$ and neglect the terms of order $(\Delta t)^4$ and higher, we can obtain a simple expression for the calculation of the particle position after a single time step:

$$\mathbf{r}_j(t + \Delta t) = 2\mathbf{r}_j(t) - \mathbf{r}_j(t - \Delta t) + \Delta t^2 \mathbf{F}_j(t) / m_j$$  \hspace{1cm} (12.2)

where $m_j$ is the mass of the $j$-th atom, and $\mathbf{F}_j(t)$ is the force experienced by this atom at time $t$. If on the other hand we subtract the equation for $\mathbf{r}_j(t-\Delta t)$ from the equation for $\mathbf{r}_j(t+\Delta t)$, we obtain an expression for the velocity of the atom at time $t$:

$$\dot{\mathbf{r}}_j(t) = \frac{1}{2\Delta t} \left( \mathbf{r}_j(t + \Delta t) - \mathbf{r}_j(t - \Delta t) \right)$$  \hspace{1cm} (12.3)

These equations are known as the Verlet algorithm, after their inventor (Verlet 1967). The error in the expression for the velocity is of the order of $(\Delta t)^3$, whereas the error in the expression for the position is of the order $(\Delta t)^4$. These differences in accuracy are in fact unimportant, since the algorithm does not use the velocity in the calculation of the position at the next time step. Although this algorithm might appear to be a rather simple way of integrating the equations of motion, it turns out to give solutions that are sufficiently stable and accurate for routine use. In fact, it is hard to make major improvements to the algorithm without incurring the cost of increased computational effort. A
number of simple variations of the Verlet algorithm are in common use (e.g. Beeman 1976).

It is quite common to simulate a system with periodic boundary conditions, in order that surface effects are removed. The sample can be defined by three vectors, \(X\), \(Y\) and \(Z\), which are usually taken as multiples of the unit cell vectors. By comparison with the Born–von Kármán model, the number of wave vectors given by such a sample is limited to integral multiples of the three fundamental wave vectors \(X^*\), \(Y^*\) and \(Z^*\):

\[
X^* = \frac{(Y \times Z)}{V_s} \quad (12.4a)
\]

\[
Y^* = \frac{(Z \times X)}{V_s} \quad (12.4b)
\]

\[
Z^* = \frac{(X \times Y)}{V_s} \quad (12.4c)
\]

where \(V_s\) is the sample volume. If small samples (for example 64 unit cells) are used, the wave vector resolution is rather poor. Thus in the study of lattice dynamics by MDS, it is desirable to use as large a sample as possible. The use of 1000–4096 unit cells is a good compromise between the need for good wave vector resolution and the limitations of computing resources.

**Thermodynamic ensembles**

The method that has been described here is appropriate for the study of constant volume samples, and the equations of motion ensure that the *total* energy (potential energy + kinetic energy) remains constant throughout the simulation. The ensemble in which the number of particles, sample volume and total energy are conserved (constant) quantities is known as the *microcanonical ensemble*, and corresponds to an isolated system. This ensemble is particularly good for the study of dynamic processes (such as phonon propagation). But if we are interested in phase transitions, we may prefer to be able to let the sample size and shape relax in response to changes in temperature or pressure. For example, the cubic–tetragonal phase transition in cristobalite (\(\text{SiO}_2\)) leads to a 5% volume reduction on cooling through the transition (Schmahl et al. 1992). For such cases, Parrinello and Rahman (1980, 1981) invented a *constant pressure* algorithm in which the components of the three sample vectors \(X\), \(Y\) and \(Z\), are also treated as dynamical variables. The equations of motion

---

2 When long-range interactions are included in the model, the use of periodic boundary conditions means that the Ewald method (Appendix A) can be used to evaluate these interactions. In this case the repeating unit is not the unit cell but the whole sample.
for the sample vector components are solved in exactly the same way as the equations for the positions, so that a new sample shape is generated at each time step. In this ensemble the conserved quantities are the number of particles, the pressure and the enthalpy. A detailed review of the method, containing an extension for molecular crystals and a description of the application of the method to simulations using the Ewald method for handling long-range interactions, is given by Nosé and Klein (1983).

The standard experimental situation is that the sample is in thermal equilibrium with the environment; it is said that the sample is in contact with a heat bath of constant temperature. The ensemble in which the temperature of the heat bath is constant, and the number of particles and sample volume are conserved quantities, is called the canonical ensemble. This is the ensemble for which most theoretical work is appropriate. Nosé (1984a,b) has developed an algorithm for generating trajectories that are consistent with the canonical ensemble. One advantage of this method is that the sample temperature can be carefully controlled. However, the main drawback of the method is that it gives an ambiguity concerning the dynamic properties, since it introduces a dynamic parameter that effectively scales the size of the time step. Nosé’s method can be used for both constant volume and constant pressure simulations.

We have noted that the normal MDS equations of motion generate classical trajectories. For many properties quantum-mechanical effects are unimportant – for example, we have already demonstrated in this book that the values of the harmonic phonon frequencies are independent of whether they are obtained within a classical or quantum-theoretical framework – but quantum effects are certainly manifest in some quantities, even at room temperature. The clearest evidence of the importance of quantum effects is the heat capacity, which for many common materials has a value at room temperature that is significantly less than the classical Dulong-Petit value. A number of methods have been developed to incorporate quantum mechanics into the MDS method, which vary depending upon the motivation (Allen and Tildesley 1987; Matsui 1989). We will also see below that an alternative approach is to incorporate quantum mechanics into the analysis stage of a classical simulation rather than into the simulation method itself.

3 In practice the enthalpy is not exactly conserved, but the fluctuations in the enthalpy are much smaller than the fluctuations in the kinetic or potential energies. The conserved quantity is the constant pressure Hamiltonian.

4 The standard alternative approach to setting a desired temperature is to rescale the sample velocities at each time step until the simulation is equilibrated at a temperature close to the required temperature.
Sample size and time steps

The scope of systems that can be studied by MDS depends on the computing resources available. With smaller computers, it may only be possible to study samples with 64 or 125 unit cells, each containing only a small number of atoms. Larger computers, however, allow us to use samples of up to about 4096 unit cells with more than 20 atoms per unit cell (Tautz et al. 1991; Winkler and Dove 1992).

The size of the time step will depend upon the forces used in the simulation. The time step should certainly not be larger than about 5% of the shortest vibrational period – typical time steps will vary from $10^{-15}$ to $10^{-14}$ s. The use of a numerical algorithm for generating particle trajectories will necessarily introduce some error into the trajectories. Thus conserved quantities like the total energy in a simulation of a microcanonical ensemble will in practice fluctuate owing to these errors; the size of the effect will be related to the size of the time step. The time step is generally chosen as a compromise between accuracy and computational resources. A simulation should then be run for enough time steps so that the total simulated time is much longer than the longest period oscillation in the sample. For accurate calculations of single particle averages a few picoseconds will be adequate, but for calculations of collective properties some tens of picoseconds will be required.

The simulation can be separated into two stages. The first stage will be for equilibration of the sample, which will be completed once there is no long-time drift of any variable quantities, such as the temperature. Moreover, it is also important that the fluctuations settle into a pattern of constant amplitude. Only then can the second stage begin, which is the stage that generates reliable trajectories for detailed analysis.

Analysis of the results of a simulation

Macroscopic thermodynamics

Molecular dynamics simulations can give a range of thermodynamic information. The temperature $T$ can be obtained from the atomic velocities in the normal classical manner, and the potential energy can be calculated from the model at each time step. The pressure $P$ can be obtained from the standard virial expression:

$$P = \frac{N k_B T}{V_s} - \frac{1}{3 V_s} \sum_j \mathbf{F}_j \cdot \mathbf{r}_j - \frac{\partial \phi'}{\partial V_s}$$  \hspace{1cm} (12.5)
where $F_j$ is the force experienced by the $j$-th particle at position $\mathbf{r}_j$, $\phi'$ is a contribution to the lattice energy that does not give rise to a force, and $N$ is the number of particles. Similarly, the stress tensor is given by

$$\sigma_{ij} = \frac{Nk_B T}{V_s} \delta_{ij} - \frac{1}{V_s} \frac{\partial \phi}{\partial \epsilon_{ij}}$$  \hspace{1cm} (12.6)

where $\phi$ is the potential energy, $\epsilon_{ij}$ is a component of the strain tensor, and $\delta_{ij}$ is the Kronecker delta function. Depending on the ensemble modelled, any of these quantities will vary in time, fluctuating about a mean value, so for accurate results the simulations need to be performed over a period of time that is large compared with the time scale of the fluctuations. Thermodynamic quantities can be calculated by performing simulations under a range of conditions, for example at different temperatures under conditions of either constant volume or constant pressure. Thus the heat capacity, for example, can be estimated from the difference in energy of the simulation sample between two simulations performed at slightly different temperatures. This approach is similar to the experimental measurement of macroscopic thermodynamic quantities.

The theory of statistical thermodynamics gives relationships between macroscopic thermodynamic quantities and fluctuations of related quantities. For example, the fluctuations in the temperature of a microcanonical ensemble are related to the heat capacity $C_V$:

$$C_V = \frac{3}{2} Nk_B \left[ 1 - \frac{3N\left<(T - \bar{T})^2\right>}{\bar{T}} \right]^{-1}$$  \hspace{1cm} (12.7)

where $\bar{T}$ is the mean temperature. This result was derived by Lebowitz et al. (1967). Other important quantities that can be calculated from fluctuations are the compressibility from the pressure fluctuations (Cheung 1977), and the elastic constants from the strain fluctuations in a constant-pressure simulation. We stress again that these quantities will all be calculated classically; a method for calculating quantum thermodynamic quantities from classical simulations is described later.

---

5 This may sound odd, but in some cases long-range interactions can be modelled as a volume-dependent constant (Dove 1988).
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Structural information

The simulation can give direct information about the crystal structure. For example, the mean position within the unit cell of a given atom can readily be evaluated by averaging over all unit cells over a reasonable period of time. For comparison with X-ray crystallographic data, the mean-square atomic displacement, \( \langle \sigma^2 \rangle = \langle (r - \langle r \rangle)^2 \rangle \), is a straightforward and useful quantity to calculate. This is one quantity that can be dependent on sample size. The main contribution to the atomic displacements is from the long-wavelength acoustic modes, but in small samples the coarse sampling of reciprocal space means that these lattice vibrations are not present. For example, in a simulation of MgSiO\(_3\) perovskite using a large sample, Winkler and Dove (1992) obtained larger values of the anisotropic mean-square displacements than Matsui (1988), although both studies used the same interatomic potential model and the same thermodynamic conditions.

It may often be useful to calculate the intensity for X-ray or neutron scattering, either from Bragg peaks following equation (E.11), or diffuse scattering following equation (E.12). Bounds et al. (1980) used such calculations for solid methane to test a theory of elastic and diffuse scattering from orientationally disordered crystals (Dolling et al. 1979). One advantage of using simulations for the calculation of diffuse scattering is that it is possible to identify different contributions to the overall scattering, allowing a detailed interpretation of experimental data (Dove and Pawley 1984).

Dynamic information: single particle correlation functions

Dynamic information from MDS studies is conveniently obtained by calculations of time correlation functions, as described in Appendix F. If we have a dynamic variable \( x \) associated with each atom, the correlation function \( C(t) \) for the time \( t = n\Delta t \) can be constructed from the general equation:

\[
C(t) = \frac{1}{N(M-n)} \sum_{j=1}^{N} \sum_{m=1}^{M-n} x_j(m\Delta t)x_j(m\Delta t + t)
\]

(12.8)

where \( M \) is the total number of time steps.

The quantity \( x \) in equation (12.8) may, for example, be an atomic velocity. The velocity correlation function averaged over all atoms will yield the Fourier transform of the phonon density of states, as described in Appendix F. The phonon density of states is useful for one method of taking quantum-mechanical effects into account in the evaluation of thermodynamic quantities. The fundamental thermodynamic quantities can be calculated from the density of
Molecular dynamics simulations

Figure 12.1: The density of states for MgSiO₃ perovskite calculated from simulations performed at two different temperatures (Winkler and Dove 1992). The lowest curve is for \( T = 300 \) K and nominally 1 bar pressure; the middle curve is for \( T = 1000 \) K and the same cell volume as the lowest curve; the top curve is for \( T = 1000 \) K and nominally 1 bar pressure (i.e. larger cell volume). These calculations show the shifts in frequency due to thermal expansion (lowering of the frequencies of the prominent peaks in the top curve) and intrinsic anharmonic interactions (raising of the frequencies of the prominent peaks in the middle curve).

states using equations (5.4)–(5.7). This approach can be called a semi-classical approximation, in that the density of states \( g(\omega) \) is calculated in the simulation classically, but the thermodynamic functions are then calculated quantum-mechanically. This method has recently been applied to an MDS study of MgSiO₃ perovskite (Winkler and Dove 1992). It is expected that when anharmonic effects are not very large, the quantum corrections to \( g(\omega) \) will be negligibly small. The quantum corrections arise through the difference between the quantum-mechanical or classical calculations of the shifts in phonon frequencies due to anharmonic interactions, equation (8.17). The density of states calculated for MgSiO₃ is shown in Figure 12.1.

Dynamic information: phonons and collective fluctuations

For the study of individual phonons we need to consider the Fourier components of the atomic trajectories. One straightforward method is to simulate a scattering experiment by calculating the inelastic scattering function \( S(Q, \omega) \), as given by equation (9.2) (Klein 1978). For simple systems, where there is a clear distinction between transverse and longitudinal modes, and between acoustic and optic modes, this method gives reasonable results. However, for
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complex systems this approach suffers from the same problems that are encountered in inelastic neutron scattering measurements, namely that it may not yield unambiguous assignments of phonon modes to individual peaks in the spectra, and that the determination of phonon eigenvectors is extremely difficult. The alternative approach is to perform a calculation of the normal mode coordinates (Dove and Lynden-Bell 1986).

Let us first consider a single atom in each unit cell. Each individual atom (labelled $j$) has a value of some variable $x_j$, and an origin position $R_j$, so that we can define a general collective variable $X(k, t)$ at wave vector $k$:

$$X(k, t) = \frac{1}{\sqrt{N}} \sum_j x_j(t) \exp(i k \cdot R_j)$$  \hspace{1cm} (12.9)

$N$ is now the number of unit cells in the sample (as opposed to its previous definition as the total number of atoms in the sample). For the phonon normal mode coordinates, the variable $x_j$ will be equal to the displacement of the atom from its average position along one of the principal axes, $u_j$, multiplied by the square root of the atomic mass, $m_j$:

$$U(k, t) = \frac{1}{\sqrt{N}} \sum_j \sqrt{m_j} u_j(t) \exp(i k \cdot R_j)$$  \hspace{1cm} (12.10)

We need to extend this by defining collective variables for each of the displacements along the three principal axes for each atom in the unit cell, giving a total of $3Z$ collective variables (where $Z$ is the number of atoms in each unit cell). In the case of a molecular crystal, we would define three displacement variables and three orientational variables for each molecule. For the orientational case the mass should be replaced by the relevant component of the inertia tensor, given that the molecular axes are chosen in such a way that the inertia tensor is diagonal.

Two comments on the practical application of equation (12.10) can be made. First, the displacements can be replaced by the actual positions (relative to the unit cell origin) for the computation of $U(k, t)$. We can show that this works by defining the displacement $u(t)$ as being equal to the difference between the instantaneous position, $r(t)$, and the mean position, $\bar{r}$.  

$$\sum_j u_j(t) \exp(i k \cdot R_j) = \sum_j r_j(t) \exp(i k \cdot R_j) - \sum_j \bar{r}_j \exp(i k \cdot R_j)$$  \hspace{1cm} (12.11)

\[ \text{For the moment we preserve the distinction between } \bar{r} \text{ and } R, \text{ although technically these may be equivalent.} \]
For wave vectors that are not also reciprocal lattice vectors, the second term on the left hand side of equation (12.11) is equal to zero. The second comment is that the value of $R_j$ in equation (12.10) can be replaced by the position of the origin of the unit cell containing the particular atom. This difference merely adds a phase factor to the equation, which is lost in subsequent analysis. The advantage of using the unit cell origin is that there is then no need to determine accurately the average position of the atom.

We now need to see how the $3Z$ collective variables given by equation (12.10) can be converted to normal mode coordinates. First we gather the $3Z$ collective variables for each time step into a single $3Z$-component column vector $T(k, t)$. The set of normal mode coordinates is similarly defined in terms of a $3Z$-component column vector $Q(k, t)$. These two vectors are related by a simple transformation equation:

$$Q(k, t) = A(k) \cdot T(k, t)$$  \hspace{1cm} (12.12)$$

where $A(k)$ is a $3Z \times 3Z$ matrix with time-independent components. $A(k)$ is determined by calculating the following matrix equation for the thermal and time averages:

$$\langle Q(k) \cdot Q^T(-k) \rangle = A(k) \cdot \left( \langle T(k) \cdot T^T(-k) \rangle \cdot A^T(k) \right) = A \cdot S \cdot A^T$$  \hspace{1cm} (12.13)$$

where the superscript $T$ denotes the transpose, and equation (12.13) defines the matrix $S(k)$. $S(k)$ is the quantity that is calculated over a period of time in a simulation. Since the normal mode coordinates are orthogonal, the left hand side of equation (12.13) is a diagonal matrix. Thus equation (12.13) represents a matrix diagonalisation procedure, and the matrix $A(k)$ is defined by the eigenvectors of $S(k)$. After using the simulation data to generate the matrix $A(k)$, the time-dependent normal mode coordinates can easily be constructed from equation (12.11). The matrix $A(k)$ contains the set of normal mode eigenvectors.

Having used this procedure to generate the time-dependent normal mode coordinates, the frequencies of the normal modes can be obtained by two methods. Firstly, if $Q(k, v, t)$ is the normal mode coordinate for the phonon mode labelled $v$, the corresponding phonon frequency can be calculated using the standard classical quasi-harmonic result (equation (4.19)):

$$\omega^2(k, v) = \frac{k_B T}{\langle Q(k, v) Q(-k, v) \rangle}$$  \hspace{1cm} (12.14)$$
where the denominator is given by the eigenvalues of $S(k)$, equation (12.13). This method is in principle fairly straightforward, and involves less effort than the second method described below. It is, however, not as accurate as the second method, because it assumes that there is complete equipartition of energy between all the normal modes. This may not be so, particularly if anharmonic effects are weak and the transfer of energy between different normal modes is slow compared with the period of time sampled by the simulation. This limitation is most severe for the acoustic modes. In part this problem can be circumvented by replacing equation (12.14) with:

$$\omega^2(k, v) = \frac{\langle \dot{Q}(k, v) \dot{Q}(-k, v) \rangle}{\langle Q(k, v) Q(-k, v) \rangle}$$ (12.15)

The momentum variables can be calculated using a formula analogous to equation (12.12), where the matrix corresponding to $T$ is constructed from the velocities rather than the positions, and the matrix $A$ is the same as determined from the positions.

The second method is to use the time dependence of the normal mode coordinates to construct the dynamic correlation function $\langle Q(k, v, t)Q(-k, v, 0) \rangle$. The frequency can be read from the period of the correlation function, or the correlation function can be Fourier transformed (directly, or using the Wiener-Khintchine method described in Appendix F). There should be a single peak in the Fourier transform, with a mid-point frequency corresponding to the phonon frequency. An alternative approach to Fourier transformation, which overcomes problems associated with truncation of the correlation function at a time less than the lifetime of the correlation function, is to fit the correlation function with a damped oscillator function. This will yield both the frequency and the mode lifetime. The frequency obtained from the time correlation function is not affected by the assumption of equipartition. However, for complex structures the effort involved in analysing a large number of correlation functions may be less tolerable than the limitations on the accuracy imposed using equation (12.14)!

The practical implementation of equation (12.13) can be simplified by incorporating the constraints of symmetry. Without these constraints, the symmetry of the normal modes will not be completely retained owing to errors associated with sampling only a short time during the simulation. If we include symmetry, we automatically ensure that the normal modes have the correct symmetry as

7 Dove et al. (1986) give an analysis of an acoustic mode with a correlation function that has a significant imaginary component which theoretically should be zero.
well as reducing the computational effort. Let us consider a crystal with four identical atoms in the unit cell, and consider only the motions along the x-axis. We construct the following four collective variables:

\[
X_1(\mathbf{k}) = \sqrt{\frac{m}{N}} \sum_j [x_1(j) + x_2(j) + x_3(j) + x_4(j)] \exp(i \mathbf{k} \cdot \mathbf{R}_j) \tag{12.16a}
\]

\[
X_2(\mathbf{k}) = \sqrt{\frac{m}{N}} \sum_j [x_1(j) - x_2(j) + x_3(j) - x_4(j)] \exp(i \mathbf{k} \cdot \mathbf{R}_j) \tag{12.16b}
\]

\[
X_3(\mathbf{k}) = \sqrt{\frac{m}{N}} \sum_j [x_1(j) - x_2(j) - x_3(j) + x_4(j)] \exp(i \mathbf{k} \cdot \mathbf{R}_j) \tag{12.16c}
\]

\[
X_4(\mathbf{k}) = \sqrt{\frac{m}{N}} \sum_j [x_1(j) + x_2(j) - x_3(j) - x_4(j)] \exp(i \mathbf{k} \cdot \mathbf{R}_j) \tag{12.16d}
\]

These collective variables are used instead of the raw coordinates to form the matrix \(S(\mathbf{k})\) in equation (12.13). Depending on the symmetry of the crystal structure, these combinations will preserve some symmetry elements of the structure but will break others; each of the four combinations will therefore be defined as a particular symmetry. The analogy between equations (12.16a–d) and Table 3.1 should be noted. Detailed application will require a knowledge of the symmetry of the normal modes for a given wave vector. Although the incorporation of symmetry is not essential, it is desirable since we can construct small versions of equation (12.13) for each symmetry, rather than one overall equation for all modes. Moreover, the symmetry gives an unambiguous identification of a calculated frequency with a given branch in the dispersion curves, particularly since the accuracy of the calculated frequencies may not be high.

The dispersion curves have been calculated for \(\beta\)-quartz for \(\mathbf{k}\) along [100] by MDS by Tautz et al. (1991) using the model of Tsuneyuki et al. (1988, 1990). In this example, there are 27 normal modes but the point symmetry of the wave vector contains only two irreducible representations. The use of symmetry constraints did not significantly affect the calculated frequencies, but the unambiguous assignment of all the modes was impossible without the symmetry constraints. This study of \(\beta\)-quartz highlights the value of the MDS method. Because the \(\beta\) phase is unstable at low temperatures, harmonic lattice dynamics calculations for the \(\beta\) phase will give some imaginary branches, reflecting the fact that the structure does not correspond to a minimum of the
potential energy. Thus analysis of the collective excitations of the \( \beta \) phase cannot be obtained by any method other than MDS. A detailed analysis of the soft mode in \( \beta \)-quartz calculated in the simulation sheds light on the fundamental interactions that give rise to the incommensurate phase transition.

Model systems

Our discussion of the MDS method has focussed on the use of realistic model interatomic potentials. It is sometimes useful to strip a physical system to its bare bones, by inventing a model potential that contains the minimum number of features essential to give the desired behaviour. In this way it is possible to study the phenomena of interest without having to worry about other complications, and it is then easier to relate the observed behaviour with specific features of the interactions. For example, the system described by equation (8.29), where the phenomenon of interest is the second-order phase transition, has been studied in some detail by MDS. An extensive set of simulations under various conditions has revealed many complex properties close to the transition, such as cluster formation and the observation of the development of a central peak in the power spectra at temperatures close to the transition temperature (Schneider and Stoll 1973, 1975, 1976, 1978). Giddy et al. (1990) have used similar simulations to give comparisons with theoretical calculations of Landau free energy functions, and to investigate order–disorder phenomena (Normand et al. 1990). Parlinski (1988) has used different models to give information about incommensurate ordering. Such calculations have prompted the use of the term computer experiment to describe the approach of using simulations to perform experiments with the fundamental equations of motion.

Limitations of the molecular dynamics simulation method

So why bother setting up complex experiments if the same information can be obtained using molecular dynamics simulations? This question is answered by noting that the MDS method contains inherent limitations, which we can list:

1. The computational demands limit the range of conditions over which simulations can be performed. An experiment may be performed at a number of different temperatures, whereas it is often only practical to perform detailed simulations at only a few temperatures.
2. Simulations are limited by the accuracy of the interatomic potential being used, the sophistication of which is limited by the computational resources as much as by the need to use a mathematical representation of the actual
potential. For example, it is generally appreciated that ionic polarisability is often an important component of the energy of the crystal, yet it is very difficult to incorporate shell models into MDS calculations. Hence most simulations are restricted to the use of the rigid-ion model.

3 The use of finite-sized samples and periodic boundary conditions also imposes severe limitations. One example is that a travelling wave will traverse the sample in a short time, and the wavefront will reappear at the same point. The interaction of this reappearing wave with the origin of the wave is not understood. The use of finite sizes restricts the range of allowed wave vectors. This is unfortunate if wave vector dependent behaviour is to be studied, and requires the use of large samples if detailed analysis is required. However, large samples generally require longer running times owing to the existence of the long-wavelength acoustic modes, and hence require even greater computational resources. The use of a restricted set of wave vectors has an even more fundamental problem, in that small samples may give different results from large samples. For example, the mean-squared atomic displacement given by equation (4.21) involves a sum over all normal modes. For a restricted set of wave vectors, many of the wave vectors that exist in a macroscopic crystal will be absent. The important modes for the displacement amplitude are the long-wavelength acoustic modes, since the contribution of any mode is weighted by the inverse of the square of the mode frequency. Most of these acoustic modes are absent in a simulation using a small sample, and so in general the atomic displacement amplitude calculated in a simulation will be an underestimate of the true amplitude. This point has been demonstrated by Winkler and Dove (1992), as discussed above.

4 The fact that a simulation can only be run for a length of time that is tiny compared to the time scale of a normal experiment also presents a problem, namely that the sample does not have enough time to evolve through the whole of the multidimensional phase space in a true ergodic manner. This means that the results will surely be biased by the starting conditions and the length of time the simulation is run for. This bias will not generally give wrong results, but will be reflected in the accuracy of the results. The calculations of phonon dispersion curves highlight this factor.

Despite these limitations, however, it is often the case that a good MDS calculation performed in conjunction with experimental and theoretical work is able to provide insights that cannot be obtained by any other method, since the limitations of the technique are quite different from the limitations experienced with experiment or theory.
Summary

1. The molecular dynamics simulation method gives a direct simulation of the evolution with time of a small ensemble of atoms that obey classical mechanics.

2. The continuous equations of motion are modelled using time-step algorithms.

3. A number of different thermodynamic ensembles can be simulated.

4. Simulations are able to give macroscopic thermodynamic data, structural data, and dynamic data.

5. The methods for extracting normal mode coordinates, eigenvectors, and frequencies from a simulation are described.

Further Reading

Allen and Tildesley (1987)
Ciccotti et al. (1987)
The Ewald method

The Ewald method is a technique for the summation of long-range interactions. The usual application, namely for the evaluation of the Coulomb energy of a crystal, is described. The modifications that enable the technique to be used for other inverse law forces are outlined using the specific example of the dispersive $r^{-6}$ interaction.

The Ewald sum for the Coulomb energy

The contribution of the Coulomb energy to the lattice energy is extremely difficult to evaluate by merely summing over enough neighbouring ion pairs because the summation converges too slowly for accurate results to be practically obtained. Ewald (1921) developed a solution to this problem by noting that the summation can be split into two separate summations, one in real space and one in reciprocal space, which are both rapidly convergent. The starting point is to note that $1/r$ can be written as

$$\frac{1}{r} = \frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \exp\left(-r^2 \rho^2\right) d\rho$$

(A.1)

The Coulomb contribution to the lattice energy of the crystal, $W_C$, can then be written as

$$W_C = \frac{1}{2} \sum_{i=0}^{\infty} \sum_{i,j} \frac{Q_i Q_j}{4 \pi \varepsilon_0 r_{ij}(l)} = \frac{1}{2} \sum_{i=0}^{\infty} \sum_{i,j} \frac{Q_i Q_j}{2 \pi^{3/2} \varepsilon_0} \int_{0}^{\infty} \exp\left(-r_{ij}^2(l) \rho^2\right) d\rho$$

(A.2)

where $r_{ij}(l)$ is the distance between the $i$-th atom in the reference unit cell (labelled 0) and the $j$-th atom in the $l$-th unit cell. $Q_j$ is the charge on the atom. The integral can then be split into two halves.
The Ewald method

\[ \int_0^\infty \exp(-r^2 \rho^2) d\rho = \int_0^g \exp(-r^2 \rho^2) d\rho + \int_g^\infty \exp(-r^2 \rho^2) d\rho \]
\[ = \int_0^g \exp(-r^2 \rho^2) d\rho + \frac{\sqrt{\pi} \text{erfc}(gr)}{2r} \quad \text{(A.3)} \]

where \( g \) is a free parameter, and \( \text{erfc} \) is the complementary error function:

\[ \text{erfc}(x) = 1 - \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty \exp(-y^2) dy \quad \text{(A.4)} \]

The complementary error function falls to zero quite quickly on increasing \( r \), and so the second component of the right hand side of equation (A.3) needs no further treatment before it is linked in with equation (A.2). Although the first term on the right hand side of equation (A.3) is still a slow function of \( r \), we can note that an expression that falls to zero slowly in real space will fall to zero quickly if it is transformed into reciprocal space. In Appendix B we obtain the relation:

\[ -G^2 \frac{\rho^3}{4\pi^2} \exp\left(-G^2 / 4\rho^2\right) \exp\left(iG \cdot (r_j - r_i)\right) \quad \text{(A.5)} \]

where \( V_c \) is the volume of the unit cell, and \( G \) is a reciprocal lattice vector. In equation (A.5) the atomic positions \( r_j \) and \( r_i \) are both within the reference unit cell. Equation (A.5) is known as Ewald’s theta function transformation. Bringing together equations (A.2), (A.3) and (A.5) gives:

\[ W_c = \frac{1}{2} \sum_{l=0}^\infty \sum_{i,j} \frac{Q_i Q_j}{4\pi e_0} \frac{\text{erfc}\left(gr_{ij}(l)\right)}{r_{ij}(l)} \]
\[ + \frac{1}{2} \sum_{i,j} \frac{Q_i Q_j}{4\pi e_0} \frac{2\pi}{V_c} \int_0^g \sum_G \rho^{-3} \exp\left(-G^2 / 4\rho^2\right) \exp\left(iG \cdot (r_j - r_i)\right) d\rho \quad \text{(A.6)} \]

We now note the result of the integral:

\[ \int_0^g \rho^{-3} \exp\left(-G^2 / 4\rho^2\right) \exp\left(iG \cdot (r_j - r_i)\right) d\rho \]
\[ = \frac{2\exp\left(-G^2 / 4g^2\right)}{G^2} \exp\left(iG \cdot (r_j - r_i)\right) \quad \text{(A.7)} \]

Therefore the final expression for the Coulomb energy is given as
We need to note two points concerning equation (A.8). The first is that we have implicitly included the interactions for \( i = j \) when \( l = 0 \); this is required for the reciprocal space transformation to work. We therefore need to subtract these terms from equation (A.8), which occur in both the real and reciprocal space summations. This is accomplished with an additional term, known as the self term \( W_{\text{self}} \):

\[
W_{\text{self}} = \lim(r \to 0) \frac{1}{2} \frac{1}{4\pi\epsilon_0} \sum_i Q_i^2 \left[ \text{erfc}(gr) - 1 \right] \frac{1}{r} \tag{A.9}
\]

We use the small argument expansion:

\[
1 - \text{erfc}(x) = \text{erf}(x) ; \lim(x \to 0) \text{erf}(x) = \frac{2x}{\sqrt{\pi}} \tag{A.10}
\]

The self term is therefore given by

\[
W_{\text{self}} = -\frac{1}{4\pi\epsilon_0} \sum_i g Q_i^2 \frac{1}{\sqrt{\pi}} \tag{A.11}
\]

The second point about the reciprocal space term is that it includes the contribution for \( G = 0 \), which needs to be taken out of the summation. In fact this term is discarded from the final energy expression, for the following reasons. The contribution for \( G = 0 \) can be written as

\[
\lim(G \to 0) \frac{\exp\left(-\frac{G^2}{4g^2}\right)}{G^2} |F_Q(G)|^2 \tag{A.12}
\]

where we have dropped the constant factors, and the structure factor \( F_Q(G) \) has the form

\[
F_Q(G) = \sum_j Q_j \exp(iG \cdot r_j) \tag{A.13}
\]

In the limit \( G \to 0 \) we can write \( F_Q(G) \) as
\lim(G \to 0)F_Q(G) = \sum_j Q_j (1 + iG \cdot r_j)
\quad = iG \cdot \sum_j Q_j r_j = iG \cdot \mu
(A.14)

where \( \mu \) is the dipole moment of the unit cell, and we have used the fact that the sum of the charges within a unit cell is zero. If the unit cell is centrosymmetric, \( \mu = 0 \), and hence \( F_Q(0) \) will be zero. In fact \( |F_Q(0)|^2 \) becomes the dominant component in the \( G = 0 \) term, which therefore has a value of zero. For the case where \( \mu \) is non-zero, we write \( G \) as \( Ge \), where \( e \) is a unit vector in the direction of \( G \), so that the \( G = 0 \) term becomes simply \( [e \cdot \mu]^2 \). Thus the value of the \( G = 0 \) term is dependent on the direction from which \( G \) approaches zero. Because of this ambiguity we do not include this term in the Coulomb energy, equation (A.8). Instead we interpret the \( G = 0 \) term as a macroscopic applied field.

The \( G = 0 \) term is of interest as it highlights the concept of LO/TO splitting introduced in Chapter 3. The energy of a mode of wave vector \( k \) in the limit \( k \to 0 \) that generates a dipole moment \( \mu \) in the unit cell (such as both the LO and TO modes in NaCl) will depend on the value of \( k \cdot \mu \). This will have different values for LO modes, in which \( \mu \) will be parallel to \( k \), and TO modes, in which \( \mu \) will be perpendicular to \( k \).

We therefore conclude that the Coulomb sum can be written in the final form:

\[
W_C = \frac{1}{2} \sum_{l=0}^{\infty} \sum_{i,j} Q_i Q_j \frac{erfc(gr_{ij}(l))}{4\pi e_0 r_{ij}(l)}
+ \frac{1}{2} \sum_{i,j} \frac{Q_i Q_j}{4\pi e_0 V_c} \sum_{G \neq 0} \frac{4\pi \exp(-G^2 / 4g^2)}{G^2} \exp(iG \cdot (r_j - r_i)) + W_{\text{self}} (A.15)
\]

where, it should be recalled, the first summation does not include the terms for \( i = j \) when \( l = 0 \).

The parameter \( g \) has been included as a parameter that can be chosen to have any arbitrary value. In practice the exact value controls the convergence of both the real and reciprocal space summations; a large value of \( g \) gives rapid convergence of the real space summation, and a small value gives rapid convergence of the reciprocal space summation. Given that the number of computations in each term varies as the third power of the cut-off limit, a good compromise value of \( g \) will ensure that both summations converge with more-or-

\( ^1 \mu \) may also have a value of zero in non-centrosymmetric crystals.
less equal numbers of terms. Fine tuning of the exact value of $g$ will allow computer programs to run as fast as possible.

It also needs to be noted that for molecular crystals, we are usually only interested in the *intermolecular* interactions. The Ewald sum implicitly includes all the *intramolecular* interactions, just as it included the interactions of ions with themselves (the self terms). The intramolecular interactions will therefore need to be subtracted from equation (A.15) to give the correct lattice energy.

**Extension for other terms of the functional form $r^{-n}$: the case $n = 6$**

Any interaction that varies as $r^{-n}$ can be summed using a modification of the Ewald method.\(^2\) We specifically consider the case $n = 6$, appropriate for the dispersive interaction. Although this interaction falls much faster with $r$ than the Coulomb interaction, truncation of the summation at some practical cut-off limit will always introduce a residual error. We note the general result:

\[
\frac{1}{r^{2n}} = \int_0^{\infty} \rho^{2n-1} \exp(-r^2 \rho^2) d\rho
\]

\[
\Rightarrow \frac{1}{r^6} = \int_0^{\infty} \rho^5 \exp(-r^2 \rho^2) d\rho \tag{A.16}
\]

The dispersive contribution to the lattice energy, $W_D$, can be written as

\[
W_D = -\frac{1}{2} \sum_{l=0}^{\infty} \sum_{i,j} A_{ij} r_{ij}^{-6}(l) \tag{A.17}
\]

We follow the procedure outlined above and note that the integral in equation (A.16) can be split into two halves when substituted into equation (A.17).

The integral for the real space term has the solution:

\[
\int_{\rho^g}^{\infty} \rho^5 \exp(-r^2 \rho^2) d\rho = \frac{\exp(-r^2 g^2)}{r^2} \left[ \frac{g^4}{2} + \frac{g^2}{r^2} + \frac{1}{r^4} \right] \tag{A.18}
\]

We use the theta function transformation given in equation (A.5) to obtain the reciprocal lattice sum:

\(^2\) The method described here was pointed out to the author by Alastair I. M. Rae.
The Ewald method

\[-\frac{1}{2} \sum_{l=0}^{\infty} \sum_{i,j} A_{ij} \int_{0}^{\infty} \rho^{3} \exp\left(-r_{ij}^{2}(l) \rho^{2}\right) d\rho \]

\[= -\frac{\sqrt{\pi}}{2V_{c}} \sum_{l=0}^{\infty} \sum_{i,j} A_{ij} \int_{0}^{\infty} \rho^{4} \exp\left(-G^{2} / 4 \rho^{2}\right) \exp\left(iG \cdot (\mathbf{r}_{j} - \mathbf{r}_{i})\right) d\rho \quad (A.19) \]

The solution to the integral in equation (A.19) is given as

\[\int_{0}^{\infty} \rho^{4} \exp\left(-G^{2} / 4 \rho^{2}\right) d\rho \]

\[= \frac{G^{2}g}{6} \exp\left(-G^{2} / 4g^{2}\right) \left[ \frac{2g^{2}}{G^{2}} - 1 \right] + \frac{\sqrt{\pi}G^{3}}{12} \text{erfc}(G / 2g) \quad (A.20) \]

The term for \( G = 0 \) is given as

\[W_{D}(G = 0) = -\frac{g^{3} \pi^{3/2}}{6V_{c}} \sum_{i,j} A_{ij} \quad (A.21) \]

The self term (i.e. the term in the real space sum with \( i = j \) when \( l = 0 \)) is given as

\[W_{\text{self}} = \frac{g^{2}}{12} \sum_{i} A_{ii} \quad (A.22) \]

When we add together equations (A.17)–(A.22), we obtain the final expression for the dispersive contribution to the lattice energy:

\[W_{D} = -\frac{1}{2} \sum_{l=0}^{\infty} \sum_{i,j} A_{ij} r_{ij}^{-6}(l) \exp\left(-g^{2} r_{ij}^{2}(l)\right) \left[ 1 + g^{2} r_{ij}^{2}(l) + \frac{g^{4} r_{ij}^{4}(l)}{2}\right] \]

\[-\frac{\pi^{3/2}}{12V_{c}} \sum_{G \neq 0} \left[ g \exp\left(-G^{2} / 4g^{2}\right) \left(2g^{2} - G^{2}\right) + \frac{\sqrt{\pi}}{2} G^{3} \text{erfc}(G / 2g) \right. \]

\[\times \sum_{i,j} A_{ij} \exp\left(iG \cdot (\mathbf{r}_{j} - \mathbf{r}_{i})\right) \left] - \frac{g^{3} \pi^{3/2}}{6V_{c}} \sum_{i,j} A_{ij} + W_{\text{self}} \quad (A.23) \]

Equation (A.23) was first derived by Williams (1971), using a somewhat different approach from that outlined here. In general use the sum has to be performed for every specific interaction type. Williams points out that if the coefficients in the dispersive interaction are subject to the reasonable constraint:
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\[ A_{ij} = \sqrt{A_{ii}A_{jj}} \]  \hspace{1cm} (A.24)

the summation is easier to implement.

We note that the choice of the value of \( g \) will probably not be the same for the dispersive lattice energy as for the Coulomb lattice energy. However, the same criterion holds, namely that the best value of \( g \) will ensure rapid convergence of both the real and reciprocal space sums, reducing the computing time to a minimum.

Finally, the comments given above concerning the inclusion of intramolecular interactions apply to the dispersive energy in the same way as for the Coulomb energy.

FURTHER READING

Born and Huang (1954) ch. 30, App. II–III
The various lattice sums that are used in this book are evaluated.

**Two fundamental results**

All the results derived in this appendix will rely on two fundamental results that apply to crystals containing \(N\) unit cells with periodic boundary conditions:

\[
\frac{1}{N} \sum_{\mathbf{R}} \exp(i \mathbf{k} \cdot \mathbf{R}) = \delta_{k,0} \quad (B.1)
\]

\[
\frac{1}{N} \sum_{\mathbf{k}} \exp(i \mathbf{k} \cdot \mathbf{R}) = \delta_{\mathbf{R},0} \quad (B.2)
\]

where \(\mathbf{k}\) is a wave vector in the first Brillouin zone, and \(\mathbf{R}\) is a lattice vector equal to \(u \mathbf{a} + v \mathbf{b} + w \mathbf{c}\) (\(u, v,\) and \(w\) are integers).

Equations (B.1) and (B.2) can readily be derived mathematically (e.g. Squires 1978, App. A4; Brüesch 1982, App. B). Ashcroft and Mermin (1976, App. F) point out that these equations can be deduced to be true by simple reasoning. When periodic boundaries are assumed, the sum of equation (B.1) should be independent of the origin of the sample. This means that the same result should be obtained when an arbitrary lattice vector is added to every value of \(\mathbf{R}\). For this to be true, \(\mathbf{k}\) has to be equal to 0 (or to a reciprocal lattice vector \(\mathbf{G}\)) unless the sum is to have the trivial result of 0; clearly when \(\mathbf{k} = 0\) the result is unity. Similarly the sum in equation (B.2) should be invariant when an arbitrary wave vector is added to every wave vector in equation (B.2). This can only be true when \(\mathbf{R} = 0\).
Derivation of equation (4.13)

The velocity of an atom is given as

$$\mathbf{u}(jl) = \frac{1}{(Nm_j)^{1/2}} \sum_{k,v} \mathbf{e}(j,k,v) \exp(i \mathbf{k} \cdot \mathbf{r}(l)) \dot{Q}(k,v) \quad (B.3)$$

where for simplicity we take the origin of each atom in the unit cell to be at the same point as all others. The kinetic energy of a single atom is therefore given as

$$\frac{1}{2} m_j |\mathbf{u}(jl)|^2 = \frac{1}{2N} \sum_{k,v,k',v'} \left\{ \mathbf{e}(j,k,v) \cdot \mathbf{e}^*(j,k',v') \exp\left(i(\mathbf{k} - \mathbf{k}') \cdot \mathbf{r}(l)\right) \times \dot{Q}(k,v) \dot{Q}^*(k',v') \right\} \quad (B.4)$$

In order to obtain the kinetic energy of the whole crystal, we need to sum equation (B.4) over all atoms:

$$\frac{1}{2} \sum_{j,l} m_j |\mathbf{u}(jl)|^2 = \frac{1}{2N} \sum_{l} \sum_{k,v,k',v'} \left\{ \mathbf{e}(k,v) \cdot \mathbf{e}^*(k',v') \exp\left(i(\mathbf{k} - \mathbf{k}') \cdot \mathbf{r}(l)\right) \times \dot{Q}(k,v) \dot{Q}^*(k',v') \right\} \quad (B.5)$$

where the mode eigenvector $\mathbf{e}$ has subsumed all the components of each atom in the unit cell to form a 3Z-component vector. From equation (B.1) we note that the only terms that do not sum to zero are those for $k = k'$. We also note that in this case we lose the dependence on $\mathbf{r}$, so the sum over all unit cells is replaced by a factor of $N$:

$$\frac{1}{2} \sum_{j,l} m_j |\mathbf{u}(jl)|^2 = \frac{1}{2N} \sum_{k,v,v'} \mathbf{e}(k,v) \cdot \mathbf{e}^*(k,v') \dot{Q}(k,v) \dot{Q}^*(k,v')$$

$$= \frac{1}{2} \sum_{k,v} |\dot{Q}(k,v)|^2 \quad (B.6)$$

This result is used in equation (6.31). We note the result for harmonic normal modes:

$$\dot{Q}(k,v) = i \omega_v(k) Q(k,v) \quad (B.7)$$

which on substitution into equation (B.6) gives the final result:

$$\frac{1}{2} \sum_{j,l} m_j |\mathbf{u}(jl)|^2 = \frac{1}{2} \sum_{k,v} \omega_v^2(k) |\dot{Q}(k,v)|^2 \quad (B.8)$$
Derivation of equation (4.20)

The instantaneous displacement of an atom is given from equation (4.2) as

$$u(jl) = \frac{1}{(Nm_j)^{1/2}} \sum_{k,v} e(j, k, v) \exp(i k \cdot r(jl)) Q(k, v)$$  \hspace{1cm} (B.9)

The square of the displacement is therefore given as

$$|\hat{u}(jl)|^2 = \frac{1}{Nm_j} \sum_{k,v,k',v'} \left\{ e(k, v) \cdot e^*(k', v') \exp(i(k - k') \cdot r(l)) \times Q(k, v) Q^*(k', v') \right\}$$  \hspace{1cm} (B.10)

By using the same reasoning that led from equation (B.4) to equation (B.6) we obtain the result:

$$\sum_{j,l} |u(jl)|^2 = \frac{1}{m_j} \sum_{k,v} |Q(k, v)|^2$$  \hspace{1cm} (B.11)

When we replace the sum over all unit cells by an average over all unit cells, we obtain the final result:

$$\langle |u(j)|^2 \rangle = \frac{1}{Nm_j} \sum_{k,v} \langle |Q(k, v)|^2 \rangle$$  \hspace{1cm} (B.12)

Derivation of equation (6.44)

The kinetic energy term in equation (6.44) was derived above, equation (B.6). The potential energy term, \(V\), using normal mode coordinates is obtained from the potential energy expressed in terms of atomic displacements, equation (6.11):

$$V = \frac{1}{2} \sum_{j',l'} u^T(jl) \cdot \Phi \begin{pmatrix} jl \\ j'l' \end{pmatrix} \cdot u(j'l')$$  \hspace{1cm} (B.13)

Substitution for the displacements (B.9) into equation (B.13) yields:
We can write the exponential part of equation (B.14) as
\[
\exp\left(i[k \cdot r(jl) + k' \cdot r(j'l')]\right)
\]
\[
= \exp\left(i[k + k'] \cdot r(jl)\right) \times \exp\left(ik' \cdot [r(j'l') - r(jl)]\right) 
\]
(B.15)

Equation (B.13) involves summation over both \(l\) and \(l'\). We can modify this summation by defining:
\[
r(j'l') - r(jl) = r(j'l'') - r(j0)
\]
(B.16)

and summing over \(l''\) instead of \(l'\). Thus equation (B.14) has the form:
\[
\begin{align*}
&u^T(jl) \cdot \Phi\left(jl''\right) \cdot u(j'l'') \\
&= \frac{1}{N(m_j m_{j'})^{1/2}} \sum_{k, v, k', v'} \sum_{l''} \left\{ e^T(j, k, v) \cdot \Phi\left(jl''\right) \cdot e(j', k', v') \times \exp\left(i[k + k'] \cdot r(jl)\right) \times \exp\left(ik' \cdot [r(jl'') - r(j0)]\right) Q(k, v) Q(k', v') \right\}
\end{align*}
\]
(B.17)

The summation over \(l\) in equation (B.13) implies, from equation (B.1) that \(k' = -k\), and the factor of \(1/N\) is also taken into account. Therefore the expression for the total potential energy, equation (B.13), becomes:
\[
V = \frac{1}{2} \sum_{j, l''} \left\{ e^T(j, k, v) \cdot \Phi\left(jl''\right) \cdot e(j', -k, v') \times \exp\left(ik \cdot [r(j'l'') - r(j0)]\right) Q(k, v) Q(-k, v') \right\}
\]
\[
= \sum_{k, v, v'} e^T(k, v) \cdot D(k) \cdot e(-k, v') \times Q(k, v) Q(-k, v') 
\]
(B.18)

In the last step we have substituted in the dynamical matrix \(D(k)\), using equation (6.22). This has allowed us to use the matrix form of the eigenvectors \(e\) to
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include all the atoms. We can now use the orthogonality condition on the eigenvectors to note that terms with \( v \neq v' \) must vanish. We also note that we are diagonalising the dynamical matrix, giving the normal eigenvalues:

\[
e^T(k, v) \cdot D(k) \cdot e(-k, v') = \omega_v^2(k) \delta_{v, v'} \tag{B.19}
\]

Thus equation (B.18) ends up as

\[
V = \frac{1}{2} \sum_{k, v} \omega_v^2(k) G(k, v) G(-k, v) \tag{B.20}
\]

which is the desired result.

**Derivation of equation (A.5)**

We start by noting the following Fourier transform:

\[
\frac{2}{\sqrt{\pi}} \exp(-\rho^2) = \frac{1}{4\pi^2} \int \rho^3 \exp(-k^2 / 4\rho^2) \exp(ik \cdot r) dk \tag{B.21}
\]

We also note the following relationship derived in Squires (1978, App. A.4):

\[
\sum_l \exp(ik \cdot r(l)) = \frac{(2\pi)^3}{V_c} \sum_G \delta(k - G) \tag{B.22}
\]

where \( V_c \) is the volume of the unit cell. We combine these two expressions by simply summing equation (B.18) over all values of \( l \), but first noting that:

\[
r_{ij}^2 = |r(l) + r_j - r_i|^2 \tag{B.23}
\]

Thus we obtain:

\[
\frac{2}{\sqrt{\pi}} \sum_l \exp(-r_{ij}^2(l)\rho^2) = \frac{1}{4\pi^2} \int \rho^3 \exp(-k^2 / 4\rho^2) \sum_l \exp(ik \cdot r(l)) \exp(ik \cdot (r_j - r_i)) dk
\]

\[
= \frac{2\pi}{V_c} \int \rho^3 \exp(-k^2 / 4\rho^2) \sum_G \delta(k - G) \exp(ik \cdot (r_j - r_i)) dk
\]

\[
= \frac{2\pi}{V_c} \sum_G \rho^3 \exp(-G^2 / 4\rho^2) \exp(iG \cdot (r_j - r_i)) \tag{B.24}
\]
Appendix C

Bose–Einstein distribution and the thermodynamic relations for phonons

The partition function for phonons is used to obtain the Bose–Einstein relation and the phonon free energy.

The Bose–Einstein distribution gives the mean number of phonons for any frequency at a given temperature $T$. To derive the distribution we need to start from the partition function, $Z$, which is defined in its general form as

$$Z = \sum_{j=1}^{\infty} \exp\left(-\frac{E_j}{k_B T}\right)$$

where $E_j$ is the energy of the $j$-th excited state. The partition function for the phonons associated with $N$ normal modes of a crystal (not including the zero-point motion, see below) is therefore given as

$$Z = \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \cdots \sum_{n_N=0}^{\infty} \exp\left[-\frac{1}{k_B T} (n_1 \varepsilon_1 + n_2 \varepsilon_2 + \cdots + n_N \varepsilon_N)\right]$$

$$= \prod_{k} \left[ \sum_{n_k=0}^{\infty} \exp\left(-\frac{n_k \varepsilon_k}{k_B T}\right) \right]$$

where the energy of an excitation, $\varepsilon_k$, is equal to $\hbar \omega_k$ for the branch and wave vector of the $k$-th normal mode of the crystal, and $n_k$ is the number of phonons excited into the $k$-th normal mode. Equation (C.2) can be simplified by using the series result:

---

1 The partition function has a central role in the development of statistical thermodynamics.
which enables us to write the partition function as

$$Z = \prod_k \frac{1}{1 - \exp(-\varepsilon_k / k_B T)}$$

$$\Rightarrow \ln Z = -\sum_k \ln[1 - \exp(-\varepsilon_k / k_B T)]$$  \hspace{1cm} (C.4)

The mean occupation number, \(n_k\), of any state, \(\varepsilon_k\), is obtained from the partition function by the standard result:

$$n_k = -k_B T \frac{\partial}{\partial \varepsilon_k} \ln Z$$

$$= \frac{1}{\exp(\varepsilon_k / k_B T) - 1} = \frac{1}{\exp(\hbar \omega_k / k_B T) - 1}$$ \hspace{1cm} (C.5)

which is the Bose–Einstein distribution.

For the partition function in the complete case, we need to include the potential energy of the system, \(V\), and the zero-point motion.\(^2\) The only difference these make is that the partition function given by equations (C.2) and (C.4) needs to be multiplied by the factor:

$$\exp(-V / k_B T) \prod_k \exp(-\varepsilon_k / 2k_B T)$$ \hspace{1cm} (C.6)

so that we need to add to the expression for \(\ln Z\) the following term:

$$-\frac{1}{k_B T} \left( V + \frac{1}{2} \sum_k \varepsilon_k \right)$$ \hspace{1cm} (C.7)

The free energy \(F\) is given as

$$F = -k_B T \ln Z$$

$$= V + \frac{1}{2} \sum_k \hbar \omega_k + k_B T \sum_k \ln \left[1 - \exp \left( -\frac{\hbar \omega_k}{k_B T} \right) \right]$$

$$= V - \frac{1}{2} \sum_k \hbar \omega_k - k_B T \sum_k \ln n(\omega_k)$$ \hspace{1cm} (C.8)

\(^2\) We have not taken account of these terms until now in order to make the preceding equations less cumbersome.
To complete the full circle, we note that the expression for the internal energy $E$ follows as

$$E = F + TS = F - T \frac{\partial F}{\partial T} = \frac{k_B T^2}{Z} \frac{\partial Z}{\partial T} = -\frac{1}{Z} \frac{\partial Z}{\partial \beta} ; \beta = \frac{1}{k_B T}$$  \hspace{1cm} (C.9)

This result can be seen to be consistent with equation (C.1):

$$E = \sum_{j=1}^{\infty} \frac{E_j \exp(-E_j / k_B T)}{Z} = -\frac{1}{Z} \frac{\partial Z}{\partial \beta}$$  \hspace{1cm} (C.10)

The self-consistency of these results provides the justification of equation (C.8).

**FURTHER READING**

Born and Huang (1954) ch. 4, 16  
Appendix D
Landau theory of phase transitions

The basic ideas of Landau’s theory of phase transition are reviewed, and the basic results for first- and second-order phase transitions are presented. The effects of coupling between the order parameter and other variables are described to an elementary level.

The order parameter

Central to any theory of phase transitions is the order parameter, which is conventionally denoted as $Q$ (Salje 1990, p 13; Bruce and Cowley 1981, pp 13–40). The order parameter gives a quantitative measure of the extent to which the phase transition has changed the structure.¹ The order parameter concept is most easily understood for ferromagnetic phase transitions. We will take the simplest model of this transition, the Ising model, in which the moments on each site are constrained to lie only along the positive or negative $z$ directions (Rao and Rao 1978, pp 175–183). In the high-temperature paramagnetic phase the atomic magnetic dipole moments do not have any preferential long-range alignment, so the moment on each site has an equal probability of pointing in either direction, giving an average moment of zero. Below the transition temperature the moments spontaneously align along one direction, although at non-zero temperatures thermal fluctuations mean that there is not complete order. The average moment on each site is therefore equal to the difference between the number of moments pointing along $+z$ and the number pointing along $-z$, scaled by the total number of sites in the crystal. The average moment (and hence the net macroscopic magnetisation) varies continuously from zero at the transition temperature to its maximum value at zero.

¹ We assume the necessary condition that the symmetry of the low-temperature phase is a subgroup of the symmetry of the high-temperature phase.
temperature, and gives a quantitative measure of the degree of order in the system. The magnetisation can therefore be used as an order parameter for this transition. It is sometimes appropriate to scale the average magnetisation by the absolute size of the magnetic moment of a site in order to give the order parameter a value of unity at zero temperature, indicating complete order.

The order parameter for displacive phase transitions is not so easily defined. Given that a displacive transition follows from the condensation of a soft mode, we can take the amplitude of the distortion of the soft mode eigenvector below the transition temperature as an order parameter. For example, the angle of the rotation of the TiO$_6$ octahedra in SrTiO$_3$ can be taken to be the order parameter. For more complicated cases we can use the actual atomic displacements associated with the phase transition as measures of the order parameter. In these cases, however, we have a problem with the exact definition since distances are affected by thermal expansion and any spontaneous strains that accompany the transition. To some extent these problems can be removed by considering the changes in fractional coordinates, but in any case provided the displacements are not large these problems will not be crucial.

In the example of the ferromagnetic transition, we noted that the order parameter varies continuously from a value of zero at the transition temperature to a maximum value at zero temperature. Continuous transitions are common in the displacive case also, and are generally known, for historical reasons, as second-order transitions. There are also transitions in which the order parameter jumps discontinuously to a non-zero value at the transition temperature; these are known as first-order phase transitions. The Landau theory provides a method of rationalising these different cases within a general framework in which the order parameter is the important quantity. It should be noted that Landau theory in its general use only has the purpose of providing a phenomenological description, which may not be quantitatively correct in detail. However, as discussed in Chapter 8, Landau theory actually works rather well for displacive phase transitions, and it is possible to give a physical interpretation of the various parameters.

---

2 The order of a transition, first, second or whatever, was defined as the order of the differential of the free energy with respect to temperature that is discontinuous at the transition. For a first-order transition, the entropy is discontinuous at the transition, whereas for a second-order transition the heat capacity is discontinuous. Although higher-order cases may exist, it is conventional to use only the notions of first- and second-order transitions, and to note that a discontinuity in the order parameter indicates a discontinuity in the entropy.
Landau free energy for second-order phase transitions

For a second-order phase transition we can expand the Gibbs free energy, \( G \), as a polynomial in \( Q \) about the value for \( Q = 0, G_0 \):

\[
G(Q) = G_0 + \frac{1}{2} a Q^2 + \frac{1}{4} b Q^4 + \cdots \tag{D.1}
\]

Terms with odd powers of \( Q \) are usually, but not always, absent in the general case, in order to preserve the symmetry \( G(-Q) = G(Q) \). We will meet cases where this does not hold below, but in such cases the phase transition cannot be second order. The equilibrium value of \( Q \) is that for which \( G \) is a minimum, which is expressed as the conditions:

\[
\frac{\partial G}{\partial Q} = 0 ; \quad \frac{\partial^2 G}{\partial Q^2} > 0 . \tag{D.2}
\]

When the coefficients \( a \) and \( b \) are both positive, \( G(Q) \) has a single minimum at \( Q = 0 \), so the free energy expansion describes the system in the high-symmetry phase as its equilibrium state, which is generally the high-temperature phase. On the other hand, when \( a \) is negative (\( b \) still positive) \( G(Q) \) has a maximum value at \( Q = 0 \) and minima at non-zero values of \( \pm Q \), so that the equilibrium state of the system is the low-symmetry phase. Since the sign of the coefficient \( a \) determines which phase is stable, we can assume that \( a \) changes sign on cooling through the transition temperature \( T_c \). The simplest form of \( a \) that has this property is

\[
a = \tilde{a}(T - T_c) \tag{D.3}
\]

where \( \tilde{a} \) is a positive constant. It is assumed that the coefficient \( b \) (and all higher-order coefficients) have a much weaker temperature dependence such that they can be considered to be approximately constant. This final form of the free energy is known as the Landau free energy, \( G_L \), and it is usually written without the constant term \( G_0 \):

\[
G_L(Q) = \frac{1}{2} \tilde{a}(T - T_c) Q^2 + \frac{1}{4} b Q^4 \tag{D.4}
\]

We have, for the moment, neglected terms higher than fourth order, since for many cases they are much smaller and of little effect.

A simple way of thinking about the Landau free energy is to relate it to the general thermodynamic relation:

---

3 Salje 1990, ch 3; Bruce and Cowley 1981, Part I.
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\[ G_L(Q) = \Delta H - T\Delta S \]  
(D.5)

where \( \Delta H \) is the excess enthalpy (with respect to the high-symmetry phase), and \( \Delta S \) is the excess entropy. The excess entropy is then given as

\[ \Delta S = -\frac{\partial G_L}{\partial T} = -\frac{\tilde{a}}{2} Q^2 \]  
(D.6)

and, by substituting the entropy back into equation (D.4), we have:

\[ \Delta H = -\frac{1}{2} \tilde{a} T_c Q^2 + \frac{1}{4} b Q^4 \]  
(D.7)

The excess enthalpy is thus a double-well function, with minima at

\[ Q = \pm \left( \frac{\tilde{a} T_c}{b} \right)^{1/2} \]  
(D.8)

Most of this enthalpy will be potential energy, but part of it may come from the zero-point phonon free energy.

Application of the equilibrium condition (D.2) gives the temperature dependence of the order parameter:

\[ Q(T) = \left( \frac{\tilde{a}}{b} \right)^{1/2} (T_c - T)^{1/2} \]  
(D.9)

The susceptibility \( \chi \) is defined as

\[ \chi^{-1} = \frac{\partial^2 G}{\partial Q^2} \]  
(D.10)

which gives

\[ \chi^{-1} = \tilde{a}(T - T_c) \text{ for } T > T_c \]
\[ \chi^{-1} = 2\tilde{a}(T_c - T) \text{ for } T < T_c \]  
(D.11)

Thus \( \chi \to \infty \) at \( T = T_c \). \( \chi^{-1} \) is equal to the soft mode frequency in many cases.

The excess heat capacity, \( \Delta C \), follows from equations (D.6) and (D.9) as

\[ \Delta C \]  

---

4 Technically \( \chi \) is defined as \( \partial Q/\partial E \), where \( E \) is a field that generates a non-zero value of \( Q \), which may or may not have a physical realisation. From thermodynamics \( E \) is defined as \( E = \partial G/\partial Q \). Equation (D.10) follows from these two definitions.
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\[ \Delta C = T \left( \frac{\partial \Delta S}{\partial T} \right) = 0 \text{ for } T > T_c \]

\[ \Delta C = \frac{\alpha^2 T}{2b} \text{ for } T < T_c \]  
(D.12)

with a discontinuity of \( \alpha^2 T_c/2b \) at the transition temperature.

First-order phase transitions

The Landau free energy can be applied to first-order phase transitions when the quartic term is negative. We then need to include the next-higher term in the free energy expansion so that the series expansion of \( G_L(Q) \) converges sensibly, giving:

\[ G_L = \frac{1}{2} \alpha (T - T_c) Q^2 - \frac{1}{4} b Q^4 + \frac{1}{6} c Q^6 \]  
(D.13)

\( G_L(Q) \) has a single minimum at \( Q = 0 \) for \( T > T_c + b^2/4\alpha c \). Immediately below this temperature \( G_L(Q) \) has three minima, at \( Q = 0 \) and at

\[ Q = \pm \left\{ \frac{b + \left[ b^2 - 4\alpha c (T - T_c) \right]^{1/2}}{2c} \right\}^{1/2} \]  
(D.14)

The minima all have equal values of \( G_L \) (i.e. zero) when \( Q^2 = 3b/4c \), which occurs at the temperature \( T_0 \):

\[ T_0 = T_c + \frac{3b^2}{16\alpha c} \]  
(D.15)

\( T_0 \) is the actual equilibrium phase transition temperature, at which the order parameter jumps in value from 0 to \( \pm (3b/4c)^{1/2} \). For \( T < T_0 \) the order parameter follows the form given by equation (D.14).

The change in enthalpy at \( T = T_0 \) is obtained by substituting the value of \( Q \) at \( T_0 \) into equation (D.13) and subtracting the entropy (D.6), giving:

\[ \Delta H(T = T_0) = -\frac{3\alpha b T_0}{8c} = -\frac{\alpha T_0 Q^2}{2} \]  
(D.16)

This is equivalent to the latent heat of the transition.

The susceptibility for this case follows the relation:
\[ \chi^{-1} = \tilde{a}(T - T_c) \quad \text{for} \quad T > T_c \]
\[ \chi^{-1} = \tilde{a}(T - T_c) - 3bQ^2 + 5cQ^4 \quad \text{for} \quad T < T_c \]  

(D.17)

At \( T_0 \), \( \chi^{-1} \) jumps in value from \( 3b^2/16c \) to \( 12b^2/16c \) on cooling.

**Tricritical phase transitions**

The special case \( b = 0 \) in the Landau free energy is for a transition that is balanced between first and second order, and which is called a *tricritical* phase transition. The Landau free energy in this case has the form:

\[ G_L(Q) = \frac{1}{2} \tilde{a}(T - T_c)Q^2 + \frac{1}{6}cQ^6 \]  

(D.18)

with the transition at \( T = T_c \) as for a second-order phase transition. The various results that follow are

\[ Q(T) = \left( \frac{\tilde{a}}{c} \right)^{1/4} (T_c - T)^{1/4} \]  

(D.19)

\[ \Delta C = \frac{1}{4} \left( \frac{\tilde{a}^3}{c} \right)^{1/2} T(T_c - T)^{-1/2} \]  

(D.20)

\[ \chi^{-1} = \tilde{a}(T - T_c) \quad \text{for} \quad T > T_c \]
\[ \chi^{-1} = 4\tilde{a}(T_c - T) \quad \text{for} \quad T < T_c \]  

(D.21)

Note that in this case the value of the heat capacity diverges at the transition temperature.

**Interaction between the order parameter and other variables**

In many cases, the order parameter will interact with other distortions in the crystal (Salje 1990, ch. 5; Bruce and Cowley 1981, pp 43–44). We will take the example of strain, \( \varepsilon \). The resultant behaviour depends on the symmetries of \( Q \) and \( \varepsilon \). If they have the same symmetry, the two quantities can couple bilinearly in the free energy, and it turns out that \( Q \) and \( \varepsilon \) will have the same temperature dependence. Otherwise, the next-lowest coupling in the free energy will be between \( \varepsilon \) and \( Q^2 \), which results in the relationship \( \varepsilon \propto Q^2 \). An example is SrTiO\(_3\), which undergoes a displacive phase transition in which the soft mode has a zone boundary wave vector. The strain can be of only one sign (the \( a \) and
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...b cell parameters are reduced relative to c), and so the strain must be proportional to $Q^2$. Higher-order couplings give rise to more complicated behaviour, which we will not investigate here.

**Bilinear coupling**

The Landau free energy for bilinear coupling is given as

$$G_L = \frac{1}{2} a Q^2 + \frac{1}{4} b Q^4 + \frac{1}{2} \eta \varepsilon Q + \frac{1}{2} C_{el} \varepsilon^2$$  \hspace{1cm} (D.22)

where $\eta$ is the coupling constant, and $C_{el}$ is the elastic constant in the absence of the coupling (called the *bare* elastic constant). The equilibrium condition $\partial G_L / \partial \varepsilon = 0$ gives:

$$\frac{\partial G_L}{\partial \varepsilon} = 0 = \frac{1}{2} \eta Q + C_{el} \varepsilon$$

$$\Rightarrow \varepsilon = -\frac{\eta Q}{2C_{el}}$$  \hspace{1cm} (D.23)

When this result is substituted into the free energy of equation (D.22) we obtain:

$$G_L = \frac{1}{2} \left( a - \frac{\eta^2}{4C_{el}} \right) Q^2 + \frac{1}{4} b Q^4$$  \hspace{1cm} (D.24)

The quadratic coefficient is then equal to

$$a - \frac{\eta^2}{4C_{el}} = \tilde{a} \left( T - \tilde{T}_c \right)$$  \hspace{1cm} (D.25)

where we have a new transition temperature $\tilde{T}_c$:

$$\tilde{T}_c = T_c + \frac{\eta^2}{4\tilde{a} C_{el}}$$  \hspace{1cm} (D.26)

Thus the effect of bilinear coupling is to increase the transition temperature. All other quantities follow as previously. The renormalised elastic constant that follows $(\partial^2 G / \partial \varepsilon^2)$ acts like the inverse susceptibility, and falls to zero at the new transition temperature.
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Quadratic coupling

The Landau free energy for quadratic coupling is given as

\[ G_L = \frac{1}{2} a Q^2 + \frac{1}{4} b Q^4 + \frac{1}{2} \xi e Q^2 + \frac{1}{2} C_e l e^2 \]  

(D.27)

where \( \xi \) is the coupling constant. The equilibrium condition gives:

\[ \frac{\partial G_L}{\partial e} = 0 = \frac{1}{2} \xi Q^2 + C_e l e \]

\[ \Rightarrow e = -\frac{\xi Q^2}{2C_e} \]  

(D.28)

Substituting equation (D.28) into equation (D.29) gives:

\[ G_L = \frac{1}{2} a Q^2 + \frac{1}{4} \left( b - \frac{\xi^2}{2C_e} \right) Q^4 \]  

(D.29)

The effect of the quadratic coupling is to reduce the size of the coefficient of the quartic term, such that if the coupling is sufficiently strong the quartic coefficient becomes negative and the transition changes from second order to first order. This is the case for many ferroelectric phase transitions.

The importance of time scales

When the order parameter couples to the strain, it becomes important to note that the different quantities have different dynamic behaviour (Bruce and Cowley 1981, pp 43–44). If the phase transition is studied using a slow or static probe the strain can change as quickly as the order parameter, and the susceptibility \( \chi(\omega = 0) \) can be calculated in the normal manner. On the other hand, if a high-frequency probe is used, such as light scattering, the strains will not be able to respond as fast as the order parameter (which will move as a soft optic phonon), and the susceptibility will need to be calculated under the condition of constant strain. Thus below the phase transition the high-frequency susceptibility, \( \chi(\omega = \infty) \), will not be equivalent to \( \chi(\omega = 0) \).

Multicomponent order parameters

The description of Landau theory that we have described here has been appropriate to the case when the order parameter has only one component (known as
a one-dimensional order parameter). In many cases there are two or three components to the order parameter (Bruce and Cowley 1981, pp 61–64). For example, the order parameter in the ferroelectric cubic–tetragonal phase transition in BaTiO$_3$ has three components, corresponding to the polarisation lying along each of the three directions of the cubic phase. The full Landau theory for such systems will include expansions for each component, and will also include terms in which different components couple. The allowed terms are usually determined by symmetry. However, it is often found that the different components are only non-zero in different domains of the low-symmetry phase, with each domain having only a single non-zero component. Thus the full Landau expansion often reduces to an expansion for a single-order parameter. In a similar way, there may be several different-order parameters for different distortions (which may or may not be of the same symmetry) which can couple in the Landau free energy (Salje 1990, ch. 10). The comments above apply in this case also, except that the resultant behaviour may be more complicated than a simple reduction to an expansion of the free energy in one order parameter only.

**Landau free energy functions with cubic terms**

The model considered so far in this appendix is appropriate for the case when $G(Q) = G(-Q)$. This is not always so. For example, consider a phase transition from a hexagonal to a monoclinic structure that involves a shear strain $\varepsilon$ in the basal plane of the hexagonal structure. The monoclinic angle will probably be equal to $\beta = 120^\circ + \varepsilon$. It is evident that the energy of this phase will be different from that with the monoclinic angle $\beta = 120^\circ - \varepsilon$, which will be the phase with the opposite sign of the order parameter. In this case we must include the odd-order terms in the Landau free energy. We will consider the simplest case, with terms up to fourth order only, giving

$$G_L = \frac{1}{2} a(T - T_c)Q^2 - \frac{1}{3} bQ^3 + \frac{1}{4} cQ^4$$  \hspace{1cm} (D.30)

We have used a negative sign for the cubic term ($b > 0$) in order that the free energy is lower for positive values of $Q$.

The free energy has a single minimum at $Q = 0$ for $T > T_c + b^2/4ac$. A second minimum with higher energy appears below this temperature with

\[\text{More complicated cases are usually too complicated to be useful to the experimentalist!}\]
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\[ Q = \frac{b + \left[ b^2 - 4ac(T - T_c) \right]^{1/2}}{2c} \]  
(D.31)

At the temperature \( T_0 = T_c + \frac{2b^2}{9c} \), the two minima have the same free energy \( (G = 0) \), whereas below this temperature the minimum with the non-zero value of \( Q \) has the lowest energy. Therefore the phase transition occurs at \( T = T_0 \), when the order parameter changes discontinuously to the value \( Q = \frac{2b}{3c} \). The minimum with a negative value of \( Q \) appears at \( T = T_c \), with

\[ Q = \frac{b - \left[ b^2 - 4ac(T - T_c) \right]^{1/2}}{2c} \]  
(D.32)

The latent heat for the transition follows as

\[ \Delta H(T = T_0) = -\frac{2\tilde{a}b^2T_0}{9c^2} = -\frac{\tilde{a}T_0Q^2}{2} \]  
(D.33)

Finally, the susceptibility follows as

\[ \chi^{-1} = \tilde{a}(T - T_c) \quad \text{for} \quad T > T_0 \]
\[ \chi^{-1} = \tilde{a}(T - T_c) - 2bQ + 3cQ^2 \quad \text{for} \quad T < T_0 \]  
(D.34)

Unlike the case of the first-order phase transition discussed earlier, there is no discontinuity in \( \chi^{-1} \) at the transition temperature. Instead, \( \chi^{-1} \) falls to a minimum value of \( 2b^2/9c \) at \( T = T_0 \).

Critique of Landau theory

Landau theory was originally developed as a simple analysis of the behaviour close to the transition temperature. Since then the theory has been applied to a wide range of systems over a wide range of temperatures. It is essential to appreciate that the theory has a number of shortcomings which qualify its use. These are:

1. Landau theory neglects spatial and dynamic fluctuations of the order parameter, which are particularly important close to the transition temperature (Bruce and Cowley 1981). These fluctuations, known as critical fluctuations, will lower the transition temperature and modify the temperature dependence of the various quantities calculated in this section. It is possible to add a term that accounts for spatial fluctuations, but this will not produce
the correct results. The failure of Landau theory close to the transition temperature is associated with the failure of the mean-field approximation, which asserts that all regions of the system experience the same environment. Critical fluctuations are particularly important in systems with short-range interactions, such as magnetic materials. Some perovskites, e.g. SrTiO\textsubscript{3}, show important critical fluctuations (Müller and Berlinger 1971; Riste et al. 1971).

2 The coefficients in Landau theory may not be constant over a wide range of temperatures. For order–disorder phase transitions, the higher-order coefficients are proportional to temperature. For these systems it needs to be recalled that the Landau free energy is an expansion of the free energy in the vicinity of the transition temperature, over small temperature intervals in which these coefficients vary more slowly than the coefficient of the quadratic term.

3 Since the Landau free energy is an expansion of the free energy for small values of \( Q \) it is not a good approximation for large \( Q \). The main implication of this is that the Landau free energy does not give the correct thermodynamic behaviour close to \( T = 0 \) K. In particular, we expect that the derivatives of the order parameter and the free energy should fall to zero at \( T = 0 \) K. The Landau free energy does not predict this behaviour (Salje et al. 1991).

We demonstrate in Chapter 8, however, that these limitations are not very important for displacive phase transitions. In particular, the mean-field approximation is found to work rather well for displacive phase transitions and we find in Chapter 8 that for displacive phase transitions the coefficients of the Landau theory are not expected to be very dependent on temperature. Even when the Landau free energy is a crude approximation to the true free energy, there are features of the Landau free energy (such as the symmetry) that enable detailed analysis to be taken quite some way.

**FURTHER READING**
Blinc and Zeks (1974)
Bruce and Cowley (1981)
Kittel (1976) ch. 13
Landau and Lifshitz (1980)
Salje (1990) ch. 1–6, 10
Toledano and Toledano (1988)

\(^6\) These terms do nevertheless provide useful insights, such as applications to incommensurate phase transitions (Salje 1990, ch. 11).
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Classical theory of coherent neutron scattering

We derive the essential formalism for scattering theory using classical methods. The results are directly applicable to elastic and inelastic coherent neutron scattering. The results are extended to account for quantum effects, and are recast into the formalism of scattering cross sections.

General scattering formalism

Scattering from single particles and ensemble

We first consider the scattering of a radiation beam (electromagnetic or neutron) from a point particle. This is illustrated in Figure E.1 below. The particle is at position \( \mathbf{r} \) with respect to the origin. \( \mathbf{k}_i \) and \( \mathbf{k}_f \) are the initial (incoming) and final (outgoing) wave vectors of the radiation beam respectively. When compared with scattering from the origin, the additional contributions to the path length are \( l_i = r \cos \alpha \) and \( l_f = r \cos \beta \). These give a net phase difference of:

\[
l_i k_i - l_f k_f = k_i r \cos \alpha - k_f r \cos \beta
\]

\[
= (\mathbf{k}_i - \mathbf{k}_f) \cdot \mathbf{r} = \mathbf{Q} \cdot \mathbf{r}
\]

(E.1)

where \( \mathbf{Q} = \mathbf{k}_i - \mathbf{k}_f \) is called the scattering vector or wave vector transfer.

This analysis is readily extended to coherent scattering from an ensemble of point particles, whether in an atom, crystal, liquid or whatever. The total scattering amplitude relative to some origin, \( F(\mathbf{Q}) \), is given as a sum over all the individual phase factors:

\[
F(\mathbf{Q}) = \sum_j b_j \exp(i \mathbf{Q} \cdot \mathbf{r}_j)
\]

(E.2)
where $b_j$ gives the contribution to the net scattering amplitude from the $j$-th atom. The intensity of the scattered beam is simply the square of the modulus of the amplitude:

$$I(Q) = \langle |F(Q)|^2 \rangle$$  \hspace{1cm} (E.3)

The brackets $\langle \cdots \rangle$ denote an average over time; $F(Q)$ as written in equation (E.2) is an instantaneous amplitude, whereas any typical experiment is performed over a period of time that is long in comparison with the time scale of microscopic fluctuations.

The quantity $b$ is, in the case of neutron scattering, called the scattering length, because it is common to define the intensity (which is proportional to $b^2$) as a cross-sectional area. For the case of thermal neutron scattering, $b$ is independent of $Q$, whereas for X-ray scattering $b$ is strongly dependent on the magnitude of $Q$ over the range of useful scattering angles.

**Fourier analysis**

We will now relate these results to a general Fourier analysis. The instantaneous particle density of the ensemble is given as a sum of delta functions, each of which represents a single point particle at position $r_j$:

$$\rho(r) = \sum_j b_j \delta(r - r_j)$$  \hspace{1cm} (E.4)

We have included the scattering length of each particle in this expression in order that the density is equivalent to that seen by the incident radiation. The delta functions used in equation (E.4) have the following usual properties:
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\[ \delta(r - r_j) = 0 \text{ for } r \neq r_j \]
\[ = \infty \text{ for } r = r_j \quad (E.5) \]
\[ \int \delta(r - r_j) dr = 1 \quad (E.6) \]

The Fourier transform of the delta function is readily obtained by performing the integral over the two distinct ranges \( r \neq r_j \) and \( r = r_j \):

\[ \int \delta(r - r_j) \exp(iQ \cdot r) dr = \int_{r \neq r_j} \delta(r - r_j) \exp(iQ \cdot r) dr + \int_{r = r_j} \delta(r - r_j) \exp(iQ \cdot r) dr \quad (E.7) \]

The first integral on the right hand side is equal to zero, because the delta function is zero over the whole range \( r \neq r_j \). The second integral on the right hand side becomes:

\[ \exp(iQ \cdot r_j) \int_{r = r_j} \delta(r - r_j) dr = \exp(iQ \cdot r_j) \quad (E.8) \]

Thus the Fourier transform of the particle density \( (E.4) \) is readily obtained:

\[ \rho(Q) = \int \rho(r) \exp(iQ \cdot r) dr = \sum_j b_j \int \delta(r - r_j) \exp(iQ \cdot r) dr \]
\[ = \sum_j b_j \exp(iQ \cdot r_j) \quad (E.9) \]

This is equal to the scattering amplitude, \( F(Q) \), as given by equation \( (E.2) \). Thus the scattered intensity is simply given as

\[ I(Q) = \langle \rho(Q) \rho(-Q) \rangle = \sum_{j,k} b_j b_k \langle \exp(iQ \cdot [r_j - r_k]) \rangle \quad (E.10) \]

**Bragg and diffuse scattering**

One important point about the intensity of the scattered beam is that it contains information only about relative positions of pairs of particles, and essentially no information about absolute positions. Let us consider this point by making contact with Bragg scattering. The Bragg intensity is given by:

\[ I_{\text{Bragg}}(Q) = \langle \rho(Q) \rangle^2 \quad (E.11) \]
where \( \langle \rho(Q) \rangle \) is equivalent to the crystallographic structure factor. The equation for the Bragg intensity is not the same as the scattering intensity given by equation (E.10). The residual intensity, namely the total scattering minus the Bragg scattering, is called the **diffuse scattering**:

\[
I_{\text{Diffuse}}(Q) = \langle \rho(Q)\rho(-Q) \rangle - |\langle \rho(Q) \rangle|^2
\]

(E.12)

It is a standard result from crystallography that \( \langle \rho(Q) \rangle \) is zero unless \( Q \) is a reciprocal lattice vector, whereas the diffuse intensity can be non-zero for all values of \( Q \). We can explore equation (E.12) in more detail. We define the time-dependent position of a particle \( r_j(t) \) as:

\[
r_j(t) = R_j + u_j(t)
\]

(E.13)

where \( u_j(t) \) gives the instantaneous displacement of the particle from its equilibrium position \( R_j \). Thus we can rewrite our Fourier expressions:

\[
\rho(Q,t) = \sum_j b_j \exp(iQ \cdot [R_j + u_j(t)])
\]

(E.14)

\[
\langle \rho(Q) \rangle = \sum_j b_j \left\langle \exp(iQ \cdot [R_j + u_j]) \right\rangle = \sum_j b_j \left\langle \exp(iQ \cdot u_j) \right\rangle \exp(iQ \cdot R_j)
\]

(E.15)

For harmonic motions the average over the fluctuating part can be expressed in the form of the crystallographic **temperature** (or Debye–Waller) factor:

\[
\left\langle \exp(iQ \cdot u_j) \right\rangle = \exp(-W_j(Q))
\]

(E.16)

where

\[
W_j(Q) = \frac{1}{2} \left\langle |Q \cdot u_j|^2 \right\rangle
\]

(E.17)

Hence,

\[
\langle \rho(Q) \rangle = \sum_j b_j \exp(-W_j(Q)) \exp(iQ \cdot R_j)
\]

(E.18)

and
This gives information only about the mean relative positions. If we take the Fourier transform of the Bragg intensity, we will end up with a function that involves delta functions with poles at \( (R_j-R_k) \) that are convoluted with the size of the particles (as given by the scattering factor \( b_j(Q) \)) and the temperature factors. The temperature factors are Gaussian in \( Q \), and hence their transforms are also Gaussian in \( u \). But aside from the details of the convolutions, the Fourier transform of the Bragg intensity contains strong maxima at the positions \( (R_j-R_k) \) that are weighted by the product \( b_j b_k \). This can be recognised as the famous \textit{Patterson function}, which is often viewed simply as a mathematical construction for the aid of crystallographers but which is in fact the fundamental quantity in scattering theory.

\textbf{Time dependence and the inelastic scattering function}

The above analysis has neglected all time dependence, assuming that there is no change in energy of the scattered beam and that all particles scatter at the same time. We now allow for a change in energy \( \hbar \omega \) between the initial (i) and final (f) beams, such that:

\[ \omega = \omega_i - \omega_f \]  
(E.20)

where \( \hbar \omega_i \) is the energy of the incoming neutron beam and \( \hbar \omega_f \) is the energy of the outgoing beam.

For scattering from a particle at time \( t \) compared with the time origin, the scattered amplitude has an additional phase factor of \( \exp(-i\omega t) \). Thus the contribution to the scattered intensity for any time \( t \) is equal to the time-dependent density operator:

\[ \rho(Q,t) = \sum_j b_j \exp(iQ \cdot r_j(t)) \exp(-i\omega t) \]  
(E.21)

But just as the total scattered intensity involves a sum over all atoms, we need to extend the above sum to include all times. Thus the density operator becomes:
\[ \rho(Q, \omega) = \sum_j b_j \exp(iQ \cdot r_j(t)) \exp(-i\omega t) dt \]  
\hspace{1cm} \text{(E.22)}

The resultant scattered intensity then follows from equation (E.10) as:

\[ I(Q, \omega) = \int \rho(Q, t') \exp(-i\omega t') dt' \times \int \rho(-Q, t'') \exp(-i\omega t'') dt'' \]
\[ = \int \rho(Q, t') \rho(-Q, t' + t) \exp(-i\omega t) dt' dt \]  
\hspace{1cm} \text{(E.23)}

where we have used the property that a product of two Fourier transforms is equal to the Fourier transform of a convolution function. The integral over \( t' \) essentially gives a thermal average, so that we conclude that the dynamic scattering intensity is given as

\[ I(Q, \omega) \approx S(Q, \omega) = \int \langle \rho(Q, 0) \rho(-Q, t) \rangle \exp(-i\omega t) dt \]  
\hspace{1cm} \text{(E.24)}

The quantity \( S(Q, \omega) \) is called the \textit{scattering function}. We can simply write equation (E.24) as

\[ S(Q, \omega) = \int F(Q, t) \exp(-i\omega t) dt \]  
\hspace{1cm} \text{(E.25)}

where \( F(Q, t) \) is called the \textit{intermediate scattering function}, and is therefore defined as

\[ F(Q, t) = \langle \rho(Q, 0) \rho(-Q, t) \rangle \]  
\hspace{1cm} \text{(E.26)}

We can view the intermediate scattering function as a correlation function (see Appendix F), which gives information about the dynamic fluctuations of the density of the crystal. These fluctuations will be dependent on the wave vector, and the intermediate scattering function will give the fluctuations for each wave vector. \( S(Q, \omega) \) gives the corresponding power spectrum.

We note that the integral of \( S(Q, \omega) \) over all frequencies gives equation (E.10):

\[ \int S(Q, \omega) d\omega = F(Q, 0) = \langle \rho(Q) \rho(-Q) \rangle = S(Q) \]  
\hspace{1cm} \text{(E.27)}

where we have performed an inverse Fourier transform on \( F(Q, t) \) and set \( t = 0 \). Thus diffuse scattering from the present theory is given as a sum over the scattering from all fluctuations (lattice vibrations).\(^1\)

\(^1\) There will of course be other contributions to diffuse scattering, such as from defects, but for many systems this is the dominant source of diffuse scattering. As it increases with temperature, it is often given the term \textit{thermal diffuse scattering} to differentiate it from other sources of diffuse scattering.
The basic results of this section do not change in the full quantum-mechanical treatment of scattering theory. However, there will be a difference between the classical and quantum results when the functions derived in this appendix are evaluated. The principal difference between the classical and quantum versions of scattering theory is that the classical model gives time-reversal properties that are inconsistent with the quantum picture. Squires (1978, pp 65–70) gives the essential quantum-mechanical relationships that are not obeyed by classical mechanics:

\[
F(Q, t) = F^*(Q, -t)
\]

(E.28)

\[
F(Q, t) = F(-Q, -t + i\hbar / k_B T)
\]

(E.29)

\[
S(Q, \omega) = S^*(Q, \omega)
\]

(E.30)

\[
S(Q, \omega) = \exp(h\omega / k_B T)S(-Q, -\omega)
\]

(E.31)

For a classical system these functions should be independent of the sign of \(Q\) or \(\omega\). The origin of the relationships expressed by equation (E.28)–(E.31) is the principle of detailed balance. For scattering from phonons, there will be a difference between creation and absorption of phonons, in that for absorption the phonons need to be thermally excited. Thus at low temperatures there will be few phonons for absorption but phonon creation will still be possible. This accounts for the role of temperature in these relationships.

**Scattering cross section**

In practice the quantity that is measured in any scattering experiment is a cross section. For measurements that simply detect all the neutrons that are scattered into the solid angle \(d\Omega\) in the direction given by the polar angles \(\theta\) and \(\phi\), we can define the *differential cross section* as

\[
\frac{d\sigma}{d\Omega} = \frac{n}{Jd\Omega}
\]

(E.32)

where \(n\) is the number of neutrons scattered per second into \(d\Omega\) in the direction \((\theta, \phi)\), and \(J\) is the incident neutron flux.

When the experiment is set up to analyse the energy of the scattered neutrons, the quantity measured is the *partial or double differential cross section*:

---

2 In a quantum treatment of neutron scattering the theory is developed from the beginning in terms of the cross section (Placzek and Van Hove 1954; Van Hove 1954), as for example in Squires (1978, ch. 1–4), Marshall and Lovesey (1971) and Lovesey (1984).
where $n'$ is the number of neutrons scattered per second into $d\Omega$ in the direction $(\theta, \phi)$ with final energy between $E$ and $E + dE$. These two cross sections are clearly related by

$$\frac{d\sigma}{d\Omega} = \int_{0}^{\infty} \frac{d^2\sigma}{d\Omega dE} dE \quad (E.34)$$

The total cross section $\sigma_{\text{tot}}$ is then given as

$$\sigma_{\text{tot}} = \int \frac{d\sigma}{d\Omega} d\Omega \quad (E.35)$$

It can be shown from a more complete derivation of the neutron scattering function (e.g. Squires 1978, ch. 4) that the cross section and the inelastic scattering factor given by equation (E.24) are simply related by

$$\frac{d^2\sigma}{d\Omega dE} = \frac{k_f}{k_i} S(Q, \omega) \quad (E.36)$$

FURTHER READING
Marshall and Lovesey (1971)
Squires (1978)
Appendix F
Time correlation functions

Any experiment will give information that is related to a static or dynamic correlation function, and we have already shown that correlation functions are extremely useful for neutron scattering and molecular dynamics simulations. The main aspects of correlation functions are described in this appendix.

**Time-dependent correlation functions**

Consider a time-dependent quantity, $x(t)$, which may be a particle coordinate, velocity or other quantity. Typically $x(t)$ will oscillate about a mean value, but its detailed time dependence will hide so many independent influences that it will have the appearance of being a random oscillation. Of course, $x(t)$ will not really vary randomly, but will contain important information about the system. The question is then how to extract any information from the function $x(t)$. All the influences that perturb the behaviour of $x(t)$ mean that we will never be able to predict the actual behaviour of $x(t)$, nor probably will we ever want to! Instead we will need to consider trends within the behaviour of $x(t)$, and this is the basic philosophy behind the **correlation function**.

The correlation function is a tool that enables us to describe the average way the quantity $x$ will change with time. The simplest correlation function for a quantity with a mean value of zero, $C(t)$, is defined as

$$C(t) = \frac{\langle x(0)x(t) \rangle}{\langle |x(0)|^2 \rangle} \quad (F.1)$$

where the brackets $\langle \ldots \rangle$ denote an average over all starting times. Thus we can rewrite equation (F.1) as

$^1$ The correlation function for which the two variables are the same is called an **autocorrelation function**.
Time correlation functions

\[ C(t) = \lim_{T \to \infty} \frac{1}{T} \int_0^T x(t')x(t + t')dt' \]

\[ \langle x^2 \rangle \] (F.2)

If we have a number of identical particles in the system, the brackets will also include the average over all particles. In general \( C(t) \) will be defined to have a value of unity at \( t = 0 \), as in equations (F.1) and (F.2), although this is not always necessary. Normalisation has the advantage that it highlights the statistical nature of the correlation function. When \( C(t) = 1 \), as at \( t = 0 \), there is a complete correlation of values, with a 100% certainty that the quantity will have exactly the same value at two times separated by a time interval \( t \). When \( C(t) = 0 \), as it may often do when \( t \) is very large, there is no relationship between any two values of the quantity over this particular time interval. Thus the correlation function tells you how likely it is that values of \( x \) at two times separated by a period of time \( t \) are related.

Consider now two examples. In the first \( x(t) \) varies as \( \sin(\omega t) \). The correlation function, normalised to have a value of unity at \( t = 0 \), then has the form:

\[ C(t) = \frac{\omega}{\pi} \int_0^{2\pi/\omega} \sin(\omega t')\sin(\omega t + \omega t')dt' = \cos(\omega t) \] (F.3)

In this case the correlation function exactly reflects the sinusoidal nature of the original function. Our second example is for the case when \( x \) can have only two equally probable values, \( \pm 1 \), and the probability of \( x \) changing its value during an infinitesimal time interval \( dt \) is \( dt/\tau \). The corresponding correlation function is then equal to

\[ C(t) = \exp(-|t|/\tau) \] (F.4)

The time constant \( \tau \) gives the average length of time between changes of the value of \( x \). In practice many correlation functions lie between the two extremes of equations (F.3) and (F.4). Moreover, in general equation (F.4) will need to be modified to take account of the time taken for \( x \) to change its value, a factor that will be important for small values of time.

Power spectra

Most time-dependent quantities are determined by the superposition of a large number of vibrations, so we are less interested in the time dependence itself than in the distribution of vibrational frequencies that contribute to the behaviour of our quantity. Thus we are interested in the power spectrum of \( C(t) \), which is given by the Fourier transform \( Z(\omega) \):
The power spectrum of equation (F.3) is a delta function at a frequency of \( \omega \), showing that the behaviour of \( x(t) \) is determined by a single vibrational mode. The power spectrum of equation (F.4) is a Lorentzian centred about zero frequency:

\[
Z(\omega) = \int_{-\infty}^{\infty} \exp(-|t|/\tau) \exp(-i\omega t) dt = \frac{2\tau}{1+(\omega \tau)^2}
\]

A typical exponentially-damped vibration, such as a normal mode vibration that is damped by anharmonic effects, will have a correlation function that is the product of a cosine and exponential function. The corresponding power spectrum will therefore be the convolution of a delta function at the vibrational frequency with the Lorentzian of equation (F.6), resulting in a Lorentzian centred about the vibrational frequency.

The power spectrum of a correlation function can be obtained without having to construct the correlation function, using a result known as the Wiener-Khintchine theorem. If we define \( a(\omega) \) as the Fourier transform of our initial time-dependent quantity \( x(t) \):

\[
a(\omega) = \int x(t) \exp(-i\omega t) dt
\]

the power spectrum, \( Z(\omega) \), and correlation function, \( C(t) \), are given as

\[
Z(\omega) = |a(\omega)|^2
\]

\[
C(t) = \int Z(\omega) \exp(i\omega t) dt
\]

The results of this section are particularly useful for the analysis of data from molecular dynamics simulations (Chapter 12), for which analyses of correlation functions and the associated power spectra are often the major part of an investigation.

**Example: the velocity autocorrelation function and the phonon density of states**

One important correlation function, which serves as a good summary example, is for the velocity of an atom in a harmonic crystal. The velocity of the \( j \)-th atom in the \( l \)-th unit cell, \( \dot{u}(jl, t) \), is given as
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\[ \dot{u}(jl, t) = \frac{-i}{\sqrt{Nm_j}} \sum_{k,v} \omega(k, v) e(j, k, v) \exp(ik \cdot r(jl)) \mathcal{Q}(k, v, t) \]  

(F.10)

where the symbols are defined in Chapter 4. The time dependence on the right hand side of equation (F.10) is contained in the normal mode coordinate \( \mathcal{Q}(k, v) \). The important quantity for the correlation function before performing the averaging is \( |\dot{u}(jl, t) \cdot u(jl, 0)| \). If we multiply by \( m_j \) and add all the atoms in the unit cell, we obtain the quantity:

\[ \sum_j m_j \langle |\dot{u}(jl, t) \cdot u(jl, 0)| \rangle = \frac{1}{N} \sum_{k,v} \omega^2(k, v) \langle \mathcal{Q}(k, v, t) \mathcal{Q}(-k, v, 0) \rangle \]  

(F.11)

where we have also averaged over all unit cells. The correlation function on the right hand side of equation (F.11) can be written as

\[ \langle \mathcal{Q}(k, v, t) \mathcal{Q}(-k, v, 0) \rangle = \langle |\mathcal{Q}(k, v)|^2 \rangle \cos(\omega(k, v)t) \]  

(F.12)

which in the classical limit is equal to

\[ \langle \mathcal{Q}(k, v, t) \mathcal{Q}(-k, v, 0) \rangle = \frac{k_B T}{\omega^2(k, v)} \cos(\omega(k, v)t) \]  

(F.13)

This leads to the final classical result:

\[ \sum_j m_j \langle |\dot{u}(jl, t) \cdot u(jl, 0)| \rangle = \frac{k_B T}{N} \sum_{k,v} \cos(\omega(k, v)t) \]  

(F.14)

It can be seen from this result that the Fourier transform will give an equal-weight contribution for each normal mode. Thus the power spectrum of the mass-weighted velocity correlation function is equal to the phonon density of states.
Appendix G
Commutation relations

The main commutation relations used in Chapter 11 are derived in this appendix.

The commutation relation for two operators, \( \hat{a} \) and \( \hat{b} \), is defined as

\[
\left[ \hat{a}, \hat{b} \right] = \hat{a}\hat{b} - \hat{b}\hat{a}
\]  \hspace{1cm} (G.1)

The commutation relation for the two fundamental operators, the position \( \hat{q} \), and the momentum \( \hat{p} \), is given as

\[
\hat{q} = q \quad ; \quad \hat{p} = -i\hbar \frac{\partial}{\partial q}
\]  \hspace{1cm} (G.2)

\[
\left[ \hat{q}, \hat{p} \right] = i\hbar
\]  \hspace{1cm} (G.2)

We can define operators for the normal mode coordinates, following equation (4.2):

\[
\hat{\varphi}(j, t) = \frac{1}{(Nm_j)^{1/2}} \sum_{k, \nu} e(j, k, \nu) \exp(ik \cdot r(jl)) \hat{Q}(k, \nu) \]  \hspace{1cm} (G.3)

\[
\hat{\varphi}(j, t) = \frac{1}{(Nm_j)^{1/2}} \sum_{k, \nu} e(j, k, \nu) \exp(ik \cdot r(jl)) \hat{P}(k, \nu) \]  \hspace{1cm} (G.4)

The normal mode operators are therefore defined as
\[ \hat{Q}(k, \nu) = \frac{1}{\sqrt{N}} \sum_{j,l} m_j^{1/2} \exp(-i k \cdot r(jl)) e^*(j, k, \nu) \cdot \hat{q}(j, l) \quad (G.5) \]

\[ \hat{P}(k, \nu) = \frac{1}{\sqrt{N}} \sum_{j,l} m_j^{-1/2} \exp(-i k \cdot r(jl)) e^*(j, k, \nu) \cdot \hat{p}(j, l) \quad (G.6) \]

The commutation relations for the normal mode operators follow:

\[ \left[ \hat{Q}(k, \nu), \hat{P}(-k, \nu) \right] = \sum_{j,l} \left\{ \frac{m_j}{m_{l'}} \exp(i k \cdot (r(jl'') - r(jl))) \times \sum_{\alpha, \beta} e^* \alpha(j, k, \nu) e^* \beta(j', -k, \nu) \left[ \hat{q}_\alpha(jl), \hat{p}_\beta(j'l') \right] \right\} \]

\[ = \frac{1}{N} \sum_{j,l,l'} \exp(i k \cdot (r(jl'') - r(jl))) e^* (j, k, \nu) \cdot e^* (j, -k, \nu) i \hbar \]

\[ = \frac{i \hbar}{N} \sum_{l,l'} \exp(i k \cdot (r(l'') - r(l))) = i \hbar \quad (G.7) \]

Equation (G.7) is readily generalised:

\[ \left[ \hat{Q}(k, \nu), \hat{P}(k', \nu') \right] = i \hbar \delta_{k,-k} \delta_{\nu,\nu'} \quad (G.8) \]

We next form the products of the creation and annihilation operators:

\[ \hat{a}^+(k, \nu) \hat{a}(k, \nu) = \frac{1}{2 \hbar \omega(k, \nu)} \left\{ \omega^2(k, \nu) \hat{Q}^+(k, \nu) \hat{Q}(k, \nu) \right\} \]

\[ + \hat{P}^+(k, \nu) \hat{P}(k, \nu) + i \omega(k, \nu) \left( \hat{Q}^+(k, \nu) \hat{P}(k, \nu) - \hat{P}^+(k, \nu) \hat{Q}(k, \nu) \right) \quad (G.9a) \]

\[ \hat{a}(k, \nu) \hat{a}^+(k, \nu) = \frac{1}{2 \hbar \omega(k, \nu)} \left\{ \omega^2(k, \nu) \hat{Q}^+(k, \nu) \hat{Q}(k, \nu) \right\} \]

\[ + \hat{P}^+(k, \nu) \hat{P}(k, \nu) - i \omega(k, \nu) \left( \hat{Q}(k, \nu) \hat{P}^+(k, \nu) - \hat{P}(k, \nu) \hat{Q}^+(k, \nu) \right) \quad (G.9b) \]

Hence we obtain the commutation relations:
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\[
\left[ \hat{a}(k, v), \hat{a}^+(k, v) \right] = \frac{1}{2\hbar \omega(k, v)} \left[ i\omega(k, v) \left[ \hat{p}(k, v), \hat{Q}^+(k, v) \right] + i\omega(k, v) \left[ \hat{p}^+(k, v), \hat{Q}(k, v) \right] \right] = 1 \quad (G.10a)
\]

\[
\left[ \hat{a}^+(k, v), \hat{a}(k, v) \right] = -1 \quad (G.10b)
\]

\[
\left[ \hat{a}(k, v), \hat{a}(k, v) \right] = \left[ \hat{a}^+(k, v), \hat{a}^+(k, v) \right] = 0 \quad (G.10c)
\]

We next consider how the creation and annihilation operators commute with the Hamiltonian:

\[
\left[ \hat{H}, \hat{a}^+(k', v') \right] = \sum_{k, v} \hbar \omega(k, v) \left\{ \hat{a}^+(k, v) \hat{a}(k, v) \hat{a}^+(k', v') - \hat{a}^+(k', v') \hat{a}^+(k, v) \hat{a}(k, v) \right\}
\]

\[
= \sum_{k, v} \hbar \omega(k, v) \left\{ \hat{a}^+(k, v) \hat{a}(k, v) \hat{a}^+(k', v') - \hat{a}^+(k', v') \hat{a}^+(k, v) \hat{a}(k, v) \right\}
\]

\[
= \sum_{k, v} \hbar \omega(k, v) \left[ \hat{a}(k, v), \hat{a}^+(k', v') \right] = \hbar \omega(k', v') \hat{a}^+(k', v') \quad (G.11a)
\]

\[
\left[ \hat{H}, \hat{a}(k', v') \right] = -\hbar \omega(k', v') \hat{a}(k', v') \quad (G.11b)
\]

In the second step in the development of equation (G.11a) we have used the commutation relations (G.10c) to allow us to reverse the order of the two operators.

FURTHER READING
Appendix H

Published phonon dispersion curves for non-metallic crystals: update of previous compilation

Measurements of phonon dispersion curves for non-metallic crystals that have been published since 1984 and some that have been published during 1979–1983 are tabulated.

A compilation of the measured phonon dispersion curves, with references, for a number of metals is given by Willis and Pryor (1975, p 226). A similar compilation for insulators is given by Bilz and Kress (1979). The following tables update the compilation of phonon dispersion curves measured in non-metallic crystals. The references from 1984 have been extracted by searching through computer databases, but given that the searches are based on a choice of keywords it cannot be guaranteed that the list is exhaustive.

Sadly a large number of measured dispersion curves never get as far as publication! However, each neutron scattering institute publishes an annual report, which often contains such unpublished data. Alternative sources of dispersion curves are conference proceedings.

The references have been grouped under three headings: molecular crystals, silicates, and ionic crystals.

### Molecular crystals

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naphthalene, C_{10}H_{8}</td>
<td>Natkaniec et al. (1980)</td>
<td>Monoclinic; deuterated sample; all external modes and lowest-frequency internal modes measured along principal directions at 5 K</td>
</tr>
<tr>
<td>Anthracene, C_{14}H_{10}</td>
<td>Dornier et al. (1982)</td>
<td>Monoclinic; deuterated sample; all external modes and lowest-frequency</td>
</tr>
</tbody>
</table>
C$_2$(CN)$_4$  Chaplot et al. (1983)  internal modes measured along principal directions at 5 K
Monoclinic; deuterated sample; all external modes and lowest-frequency internal modes measured along principal directions at 5 K

C$_6$F$_3$Cl$_3$  Dove et al. (1989)  Hexagonal; all external modes measured along three symmetry directions at 5 K

HCN  Mackenzie and Pawley (1979)  Tetragonal phase; deuterated sample; acoustic modes in a*-b* plane at several temperatures above 160 K

Thiourea, SC(NH$_2$)$_2$  McKenzie (1975)  High-temperature orthorhombic phase; deuterated sample; acoustic modes and some optic modes (including soft transverse branch) along three symmetry directions at room temperature.

$sym$-triazine, C$_3$N$_3$H$_3$  Heilmann et al. (1979)  Rhombohedral phase; hydrogenated sample; acoustic modes along b* at several temperatures above 200 K

Dove et al. (1983)  Rhombohedral phase; deuterated sample; acoustic modes along b* at several temperatures above 200 K; some optic modes

2,3-dimethyl-naphthalene, C$_{10}$H$_6$(CH$_3$)$_2$  Worlen et al. (1988)  Monoclinic phase; deuterated sample; acoustic and some optic modes along a* at 123 K

$\alpha$-perylene, C$_{20}$H$_{12}$  Schleifer et al. (1989)  Monoclinic; deuterated sample; complete set of external modes and some internal modes along principal directions at 10 K

---

### Silicates

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartz, SiO$_2$</td>
<td>Boysen et al. (1980); Dörner et al. (1980)</td>
<td>Trigonal phase; measurements along symmetry directions in basal plane at room temperature</td>
</tr>
<tr>
<td></td>
<td>Berge et al. (1986); Dolino et al. (1992)</td>
<td>Hexagonal phase; measurements along symmetry directions in basal plane at several temperatures</td>
</tr>
<tr>
<td>Forsterite, Mg$_2$SiO$_4$</td>
<td>Rao et al. (1988)</td>
<td>Orthorhombic; measurements of lowest-frequency acoustic and optic modes along three symmetry directions at room temperature</td>
</tr>
</tbody>
</table>
**Update of previous compilation**

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fayalite, Fe$_2$SiO$_4$</td>
<td>Ghose et al. (1991)</td>
<td>Orthorhombic</td>
</tr>
<tr>
<td>Andalusite, Al$_2$SiO$_5$</td>
<td>Winkler and Buehrer (1990)</td>
<td>Orthorhombic; acoustic modes and low-frequency optic modes along one direction at room temperature</td>
</tr>
<tr>
<td>Leucite, KAlSi$_2$O$_6$</td>
<td>Boysen (1990)</td>
<td>Cubic phase; acoustic modes and low-frequency optic modes measured along three symmetry directions at high temperature</td>
</tr>
</tbody>
</table>

**Ionic crystals**

<table>
<thead>
<tr>
<th>Material</th>
<th>Reference</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcite, CaCO$_3$</td>
<td>Cowley and Pant (1970)</td>
<td>Rhombohedral; almost a complete set of external modes along c*</td>
</tr>
<tr>
<td></td>
<td>Dove et al. (1992b)</td>
<td>Low-frequency modes along non-symmetry direction with soft mode for several temperatures</td>
</tr>
<tr>
<td>Corundum (Sapphire), Al$_2$O$_3$</td>
<td>Bialas and Stolz (1975)</td>
<td>Trigonal; acoustic and several optic branches along three-fold axis at room temperature</td>
</tr>
<tr>
<td>NaNO$_3$</td>
<td>Lefebvre et al. (1980)</td>
<td>Rhombohedral; complete set of external modes along c*</td>
</tr>
<tr>
<td>Cs$_2$NaBiCl$_6$</td>
<td>Prokert and Aleksandrov (1984)</td>
<td>Cubic; acoustic modes and low-frequency optic modes along three symmetry directions at room temperature; soft optic branch for temperatures between 100 K and 300 K</td>
</tr>
<tr>
<td>CoSi$_2$</td>
<td>Weis et al. (1985)</td>
<td>CdI$_2$ structure; acoustic modes along three directions at room temperature</td>
</tr>
<tr>
<td>KSCN</td>
<td>Cookson et al. (1987)</td>
<td>Orthorhombic; acoustic and some optic modes along four directions at room temperature</td>
</tr>
<tr>
<td>CaSO$_4$</td>
<td>Schweiss et al. (1987)</td>
<td>Orthorhombic; acoustic and some optic modes along four directions at room temperature</td>
</tr>
<tr>
<td>KTaO$_3$</td>
<td>Perry et al. (1989)</td>
<td>Cubic; acoustic and several optic modes measured along three symmetry directions at room temperature; additional measurements repeated at temperatures over the range 4-1220 K</td>
</tr>
<tr>
<td>GaAs</td>
<td>Strauch and Dorner (1990)</td>
<td>Cubic; complete dispersion curves for three symmetry directions and zone boundary points at 10 K</td>
</tr>
<tr>
<td>Bi$_2$Te$_3$</td>
<td>Kullmann et al. (1990)</td>
<td>Rhombohedral; acoustic and some optic modes measured along three directions at 77 K</td>
</tr>
<tr>
<td>Compound</td>
<td>References</td>
<td>Crystal System and Other Details</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Li$_2$S</td>
<td>Buehrer et al. (1991)</td>
<td>Cubic; near-complete dispersion curves for three symmetry directions and zone boundary points at 10 K</td>
</tr>
<tr>
<td>La$_2$NiO$_4$</td>
<td>Pintschovius et al. (1989)</td>
<td>Tetragonal; complete dispersion curves for three symmetry directions and zone boundary points at room temperature</td>
</tr>
<tr>
<td>La$_2$CuO$_4$</td>
<td>Birgeneau et al. (1987)</td>
<td>Tetragonal; low-frequency modes along [110] at 423 K</td>
</tr>
<tr>
<td>La$_2$Sr$_x$CuO$_4$</td>
<td>Böni et al. (1988)</td>
<td>Tetragonal; low-frequency modes along symmetry directions at several temperatures</td>
</tr>
<tr>
<td>Nd$_2$CuO$_4$</td>
<td>Pintschovius et al. (1991)</td>
<td>Tetragonal; complete set of dispersion curves along [100], [110] and [001] at room temperature</td>
</tr>
<tr>
<td>YBa$_2$Cu$_3$O$_6$</td>
<td>Pintschovius et al. (1991)</td>
<td>Near complete set of dispersion curves along [100]</td>
</tr>
<tr>
<td>YBa$_2$Cu$<em>3$O$</em>{6.85}$</td>
<td>Reichardt et al. (1989)</td>
<td>Acoustic modes and some optic modes along three directions.</td>
</tr>
<tr>
<td>YBa$_2$Cu$_3$O$_7$</td>
<td>Pintschovius et al. (1991)</td>
<td>Half-complete set of dispersion curves along [100]</td>
</tr>
<tr>
<td>RbAlF$_4$</td>
<td>Bulou et al. (1989)</td>
<td>Tetragonal; low-frequency modes at 673 K</td>
</tr>
<tr>
<td>UX (X = C, N, As, Sb, S, Se, Te)</td>
<td>Jackman et al. (1986)</td>
<td>Cubic NaCl structure; dispersion curves along all symmetry directions at room temperature. Some of the results were obtained by other workers as cited in this reference</td>
</tr>
<tr>
<td>PdTe$_2$</td>
<td>Finlayson et al. (1986)</td>
<td>CdI$_2$-type structure; complete dispersion curves along three symmetry directions at room temperature</td>
</tr>
<tr>
<td>SnSe$_2$</td>
<td>Harbec et al. (1983)</td>
<td>CdI$_2$-type structure; acoustic and some optic dispersion curves along three symmetry directions at room temperature</td>
</tr>
<tr>
<td>MgSi$_2$</td>
<td>Hutchings et al. (1988)</td>
<td>Cubic antifluoride; acoustic modes and some optic modes along three symmetry directions at room temperature</td>
</tr>
</tbody>
</table>


* An asterisk at the end of a reference indicates material for further reading.

1 Translation: The infrared eigenfrequencies of alkalihalide crystals.
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2 Translation: On the lattice theory of ionic crystals.

3 Translation: On the quantum theory of molecules.

4 Translation: On the vibrations in three-dimensional lattices.

5 Translation: On the distribution of vibrational modes in point lattices.
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6 Translation: Scattering of light by a homogenous transparent body.

7 Translation: Scattering of light and X-rays by a homogenous transparent body. Effect of thermal excitations.

8 Translation: Free electrons in metals and the role of Bragg reflections.
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9 Translation: On the theory of specific heat.
10 Translation: Interference of X-rays and thermal motion.
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14 Translation: A new phenomenon in the light scattering in crystals.

15 Translation: Light scattering in crystals at high temperatures.

16 Translation: Neutron scattering studies of lattice vibrations in sodium nitrate.
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