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a b s t r a c t

The molecular dynamics (MD) simulation is a favored method in materials science for understanding
and predicting material properties from atomistic motions. In classical MD simulations, the interaction
between atoms is described by an empirical interatomic potential, so the reliability of the simulation
hinges on the accuracy of the underlying potential. Recently, machine learning (ML) based interatomic
potentials are gaining attention as they can reproduce potential energy surfaces (PES) of ab initio
calculations, with a much lower computational cost. Therefore, an efficient code for training ML
potentials and inferencing PES in new configurations would widen the application range of MD
simulations. Here, we announce an open-source package, SNU Interatomic Machine-learning PotentiaL
packagE-version Neural Network (SIMPLE-NN) that generates and utilizes the ML potential based on
the artificial neural network with the Behler–Parrinello type symmetry function as descriptors for
the chemical environments. SIMPLE-NN uses the Atomic Simulation Environment (ASE) package and
Google Tensorflow for high expandability and efficient training, and also supports the in-house code
for quasi-Newton method. Notably, the package features a weighting scheme based on the Gaussian
density function (GDF), which significantly improves accuracy and reliability of ML potentials by
resolving sampling bias that exists in typical training sets. For MD simulations, SIMPLE-NN interfaces
with the LAMMPS package. We demonstrate the performance and usage of SIMPLE-NN with examples
of SiO2.
Program summary
Program Title: SIMPLE-NN
Program Files doi: http://dx.doi.org/10.17632/pjv2yr7pvr.1
Licensing provisions: GPLv3
Programming language: Python/C++
Nature of problem: Inferencing the potential energy surface for the given system with accuracy
comparable to ab initio methods but with much lower computational costs.
Solution method: Calculate descriptor vectors that encode local chemical environment. High-dimensional
neural network is used to predict the total energy from the descriptor vectors. The trained neural
network can be used for molecular dynamics simulations.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Molecular dynamics (MD) simulations are widely used in var-
ious studies such as predicting material properties and struc-
tures [1–4], understanding the atomic motion that is difficult to
reveal in experiments [5,6], and identifying mechanism in chem-
ical reactions [7]. Depending on whether the electronic structure
is explicitly calculated or not, there are two types of MD: ab
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sciencedirect.com/science/journal/00104655).
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initio and classical. The ab initio MD, which is usually based on
the density functional theory (DFT), gives accurate and reliable
results. [8–10] However, the method is limited to a system size
and timescale less than a few hundreds of atoms and picoseconds,
respectively. It is because of the heavy computational costs in
solving the Kohn–Sham equation and O(N3) scaling with respect
to the number of atoms N . In contrast, the classical MD describes
interatomic interactions with a model potential that consists
of analytic functions. [11–13] The method is suitable for large-
scale simulations owing to fast evaluation of the potential energy
surface and its gradients, with a linear scaling with the system
size. However, construction of the proper model function is a
formidable task as it requires long experience in development,
as well as deep understanding on the given system.
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Recently there has been a surge of interest in applying ma-
chine learning (ML) techniques to potential development. [14–17]
Unlike traditional interatomic potentials, the ML potentials build
upon a purely mathematical structures like neural network or
Gaussian process. The parameters in the model are trained by
minimizing the error between given ab initio data and prediction
from the ML potential. The computational cost of MD utiliz-
ing ML potentials is far lower than that of ab initio MD, en-
abling large-scale simulations for diverse materials with high
accuracy. [18–26]

Among various ML models, the artificial neural network (ANN)
and Gaussian process regression (GPR) are currently favored in
developing ML potentials. [14–17] While both approaches deliver
a similar level of accuracy, each model has its own pros and cons.
To be specific, GPR has an explicit solution to parameter fitting
such that the model training takes less efforts than ANN. On the
other hand, inferencing from the ML potential is generally faster
in ANN than GPR since the computational cost of evaluating a GPR
model progressively increases with the size of the training set
while that of the ANN model is unrelated to the training set. [27]
Therefore, the neural network potential (NNP) is more suited
for simulating complex phenomena that need a large dataset.
(However, we note that recent GPRs [28,29] adopt sparsification
schemes like the CUR matrix decomposition [30], which signifi-
cantly reduces the computational cost.) As of now, several NNP
packages have been published: Amp [31], ænet [32], DeePMD-
kit [33], ANI-1 [34], PROPhet [35], and ruNNer [36]. (ruNNer is
not open to public domain.)

In this paper, we introduce an open-source package, SNU
Interatomic Machine-learning PotentiaL packagE-version Neural
Network (SIMPLE-NN) for generating NNPs and performing MD
simulations based on them. In developing the package, we partic-
ularly aim at high performance in training so that a large dataset
can be handled efficiently. In the following, we first discuss the-
ories related to NNP, and introduce the structure of SIMPLE-NN.
We also demonstrate usage and performance of the package using
exemplary systems of SiO2.

2. Theory

A ML potential is essentially a regression model on the rela-
tionship between atomic configurations and total energies. If the
model simply maps atomic positions to the total energy, it can
only deal with structures with the same number of atoms because
the length of input vectors is fixed in most ML models. To over-
come this limitation, ML potentials first predict atomic energies
from local environments and the total energy is given as a sum
of them. The local atomic configurations around certain atoms
are encoded into descriptor vectors or matrices which then be
inputs of ML models. In SIMPLE-NN, we use the high-dimensional
neural network [15] as a ML model and atom-centered symmetry
functions [36] as descriptors. Theoretical details are discussed
below.

2.1. Descriptor: atom-centered symmetry function

The efficiency and accuracy of ML potentials critically depend
on the descriptor that represents chemical environment of an
atom. Since the total energy is identical under operations such
as rotation and translation of the whole system, and permutation
of the atoms of the same chemical species, a proper descrip-
tor should be invariant to these operations. Descriptors such as
atom-centered symmetry function [36] and smooth-overlap-of-
atomic-positions (SOAP) [37] satisfy the invariant conditions and
have been widely used in ML models on material properties.
(The Coulomb matrix [38] is also favored in predicting material

properties but it may not be appropriate for ML potentials since
the Coulomb matrix does not provide enough resolution among
similar chemical environments and is hard to differentiate.) In the
present package, we support Behler–Parrinello type symmetry
function descriptors with one radial and two angular components
as in the following:

Gradial
i =

∑
j

e−η(Rs−Rij)2 · fc(Rij), (1)

Gangular,1
i = 21−ζ

∑
j,k̸=j

(1 + λcosθijk)ζ · e−η(R2ij+R2ik+R2jk)

· fc(Rij) · fc(Rik) · fc(Rjk), (2)

Gangular,2
i = 21−ζ

∑
j,k̸=j

(1 + λcosθijk)ζ · e−η(R2ij+R2ik) · fc(Rij) · fc(Rik), (3)

where i is the index of the center atom, j and k are those for
neighboring atoms, and Rij, Rik, and Rjk are distances between
them. θijk is the angle between a vector from the ith atom to
jth atom and a vector from ith atom to kth atom. In Eq. (1), η

and Rs determine the width and center of Gaussian functions,
respectively, while ζ and λ in Eqs. (2) and (3) change the shape
of angular functions. In Eqs. (1)–(3), fc is a cutoff function with
the radius of Rc :

fc(Rij) =

⎧⎨⎩
1
2
cos

(
π
Rij

Rc

)
+

1
2

(Rij ≤ Rc)

0 (Rij > Rc)
. (4)

Therefore, fc(Rij) smoothly decreases to zero as Rij approaches
Rc and the local environment depends on atoms within Rc . A
set of symmetry functions with various choices of (η, Rs, ζ , λ)
constitutes a vector Gi({Ri}) (denoted as Gi for convenience) that
encodes the local atomic environment around the ith atom, where
Ri is the coordinate of ith atom. For training the neural network,
every component of G is scaled into [-1,1] (unless the component
has a very narrow distribution), and derivatives of symmetry
functions are also scaled according to the relevant symmetry
function value.

2.2. High-dimensional neural network

The high-dimensional neural network (HDNN), the base model
of SIMPLE-NN, has a structure shown in Fig. 1. It consists of
atomic neural network (NN) for each atomic species and the
same atomic NN is used for every atom with the same chemical
species [see Fig. 1(a)]. For the sake of simplicity, we assume a
single-component system in the following discussions but the
package can deal with multi-component materials as well. The
atomic NN takes the descriptor vector G of each atom as an input
and predicts the atomic energy as an output. Fig. 1(b) shows the
detailed structure of atomic NN. There are hidden layers between
the input and output layers, and adjacent layers are connected by
weights. The values in the kth layer propagate to the next layer
as follows:

xk+1
j = f

( Nk∑
i=1

xki w
k
ij + bk

)
, (5)

where i (j) is the index of node in the kth [(k+1)th] layer, Nk
the number of nodes in the kth layer, wk

ij the connection weight
between xki and xk+1

j , and bk the bias for the kth layer. In Eq. (5),
f is the activation function that attributes nonlinearity to the
model. We use a sigmoid function as the activation function
except for between the last hidden and output layers where the
activation is not applied.
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Fig. 1. (a) Schematic diagram of HDNN. Ri and Gi indicate the coordinate and corresponding descriptor vector of the ith atom, respectively. Eat,i and E are the atomic
energy of the ith atom and the total energy, respectively. (b) Schematic diagram of atomic neural network. xki indicates the ith node in the kth layer and wk

ij is the
connection weight between xki and xk+1

j . bk is the bias for the kth layer.

The total energy (E) is then given by summation of atomic
energies:

E =

Na∑
i=1

Eat(Gi), (6)

where Na is the number of atoms in the given structure and Eat(Gi)
(denoted as Eat,i for convenience) is the atomic energy of the ith
atom that is calculated by the atomic NN described in the above.
The atomic forces are calculated by analytically differentiating E
with respect to the atomic position:

Fk,α = −
∂E

∂Rk,α
= −

Na∑
i=1

Ns∑
s=1

∂Eat,i
∂Gi,s

∂Gi,s

∂Rk,α
, (7)

where Fk,α and Rk,α are the α-component (α = x, y and z) of the
force and position vectors of the kth atom, respectively, and Ns is
the dimension of G.

The loss function Γ which is target function to be minimized
during the training process is a sum of mean squared errors in
the total energy and atomic forces between DFT and NNP:

Γ =
1
M

M∑
i=1

(EDFT
i − ENNP

i

Ni

)2
+

µ

3
∑M

i=1 Ni

M∑
i=1

Ni∑
j=1

|FDFTij − FNNPij |
2

(8)

= RMSE(energy)2 +
µ

3
RMSE(force)2, (9)

where M is the total number of structures in the training set,
Ni is the number of atoms in the ith structure, and EDFT(NNP)

i
and FDFT(NNP)ij are the total energy and atomic force (of the jth
atom) from DFT (NNP), respectively. In Eq. (8), the scaling pa-
rameter µ controls relative importance between the energy and
force error. The loss function can also be expressed in terms of
root-mean-square error (RMSE) for energy and force as in Eq. (9)

2.3. Weighting scheme for uniform training

In Ref. [39], we have shown that the training points are dis-
tributed in the G space in a highly inhomogeneous fashion, which
undermines accuracy and reliability of NNP. For example, during
MD simulations, atoms vibrate around equilibrium positions most
of the time, and so the training set constructed from the MD
trajectories is concentrated around specific G’s. For another ex-
ample, defects are usually modeled together with a large number
of bulk atoms, so the training set is heavily weighted toward
the bulk configuration although description on the defect is also
crucial. Atomic NNs trained over such biased datasets retain large
errors for the under-sampled configurations, which often lead to
catastrophic failure in MD.

In order to cure the sampling bias, we proposed in Ref. [39] a
method to balance the training level by exploiting the Gaussian
density function (GDF; ρ(G)). GDF quantifies the sampling density
by assigning a Gaussian function to each G point in the training
set:

ρ(G) =
1

Ntot

M∑
i=1

Ni∑
j=1

exp
(
−

1
2σ 2

|G − Gij|
2

Ns

)
, (10)

where σ is the Gaussian width, Gij is the G vector of jth atom
in the ith structure and Ntot indicates the total number of atoms
in the entire training set. Weighting factors are then multiplied
to the force error such that the weights apply differently on
individual atoms according to the sampling density. The modified
loss function is as follows:

Γ =
1
M

M∑
i=1

ηi

(EDFT
i − ENNP

i

Ni

)2

+
µ

3
∑M

i=1 Ni

M∑
i=1

Ni∑
j=1

Θ(ρ−1(Gij))|FDFTij − FNNPij |
2
, (11)

where the scaling function Θ(ρ−1(Gij)) is the atomic weights
built upon GDF values and ηi’s are additional structural weights
which can be used optionally. In Eq. (11), Θ(x) is a monotonically
increasing function that effectively suppresses the sampling bias.
From extensive tests, we find that a modified sigmoid function
serves well for most cases:

Θ(x) =
Ax

1 + e−b(x−c) , (12)

where A is the normalization constant that makes the mean of
Θ(x) to be 1, and b and c are constants determining the function
shape. In Eq. (12), we multiply x to the original sigmoid function
to lift the upper bound of the scaling function. By doing that,
training points with low (high) GDF values (the inverse value of
GDF is used in the modified sigmoid) have large (zero) weights,
which amplifies effects of the GDF weighting.

In applying the GDF weighting scheme, one needs to carefully
choose hyper-parameters such as σ in GDF, and b and c in the
scaling function Θ(x). A proper value of σ should link the Gaus-
sians among similar local structures but still separate those under
distinct chemical environments. In Fig. 2(a), we demonstrate this
using the distribution of training points (Gij) for Si in SiO2 systems
(see the next section for the details in the training set).1 When
σ is too big, say 0.1, the GDF value is large for most of the
training points. (Note the log-scale on the x-axis.) On the other

1 DFT calculations are performed with the VASP package using the GGA-PBE
functional. Further details for the DFT calculation are provided in Section 4.1.
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Fig. 2. Guideline for choosing hyper-parameters in GDF weighting. The training set is obtained from model SiO2 systems and training points ({Gij}) are for Si. (a)
The distribution of GDF values for the training points with different σ in the Gaussian. (ρ(Gij)’s are binned regularly in the log scale.) (b) Frequency of ρ−1(Gij) and
scaling function (Θ(ρ−1(Gij))) with different combinations of b and c are shown in histogram and lines, respectively.

hand, if σ is too small (0.005), the GDF value is too small even
for configurations that are over-sampled. With σ = 0.02, both
over- and under-sampled configurations are well represented by
high and low GDF values, respectively. On the other hand, c in
Θ(x) effectively separates points between highly concentrated
and sparsely sampled training points. In Fig. 2(b), it is seen that
the training points with ρ−1(Gij) value lower than c are weighted
with very small numbers. The b value in Θ(x) controls the weight-
ing magnitude. It is chosen to determine the degree to which
the function decays in the lower ρ−1(Gij) region (compare b =
0.01 with b = 0.02 in Fig. 2(b)). To choose a proper value for b,
it is necessary to examine final distributions of force errors after
optimization. (In most cases, b = 1 gives reasonable results and
an automatic parameter selection for σ and c is available in the
SIMPLE-NN code.) The effect of GDF will be explained in the next
section. For more information of sampling bias and effects of the
GDF weighting, we refer to Ref. [39].

3. SIMPLE-NN code

In this section, we introduce the development philosophy and
the code structure of SIMPLE-NN. In developing the present pack-
age, we concentrate on computational performance in training
as well as expandability to other descriptors or ML models. Due
to the high dimensionality of ML model, a strong optimization
algorithm based on approximate Hessians such as quasi-Newton
methods is required. Since the Tensorflow [40] library as of now
provides only gradient-descent-based algorithms, we additionally
provide a built-in code of Limited Broyden–Fletcher–Goldfarb–
Shanno (L-BFGS) that can interoperate with Tensorflow. In addi-
tion, we implement the GDF weighting scheme for reliable and
balanced training (see above).

SIMPLE-NN is mostly written in Python. However, computa-
tionally intensive parts such as calculations of descriptors, their
derivatives, and GDF weighting factors, are written in C/C++ to
enhance performance. Furthermore, the computation of G and its
derivatives from atomic positions, which takes significant CPU
time, is parallelized with the message-passing interface (MPI). For
training NNP, we take advantage of hardware-level optimization
supported by Tensorflow. In detail, each epoch of NNP optimiza-
tion consists of data preparation and model training. Tensorflow
utilizes CPUs for data preparation and GPUs for model training.
In a synchronous implementation, GPU remains idle when CPU is
preparing data, and vice versa. By using a data-pipelining feature
supported by Tensorflow, SIMPLE-NN executes the two tasks in
an asynchronous way such that the model training for the present
epoch and data preparation for the next epoch are carried out
concurrently by GPU and CPU, respectively. In addition, the data
preparation process is parallelized for multicore CPU. To perform
MD simulations with the trained NNP, we implement a new pair

style for LAMMPS package [41]. The parallelized LAMMPS code
achieves a good scalability with respect to the number of atoms
or the number of CPU cores as shown in Fig. 3.

SIMPLE-NN is also easily extendable to various input formats
and ML models. For parsing the reference DFT data, we use
Atomic Simulation Environment (ASE) package [42] that supports
output formats of popular ab initio programs such as VASP [43],
Quantum espresso [44], and Gaussian [45]. In addition, subrou-
tines for calculating descriptors and optimizing neural network
have a modular structure, and so users can implement their
own descriptors or ML models into SIMPLE-NN. Since Tensorflow
supports built-in functions for handling various neural network
models such as convolutional NN and recurrent NN, efforts for
implementing a new model would be low. However, the interface
with LAMMPS is not modularized, which will be addressed in a
future release.

Fig. 4 shows the schematic workflow of SIMPLE-NN. The gen-
eration of NNP starts with calculating G vectors and their deriva-
tives from the DFT data. Next, in the preprocessing part, param-
eters for scaling G and GDF weighting are calculated and the
dataset is split into a training set and a validation set. Based
on the preprocessed dataset, NNP is optimized using Tensorflow
until the root-mean-square errors (RMSE) of energy and force for
the validation set reach certain values that may vary with the
system. The parameters of optimized NNP are stored as a text
file, which is then used for MD simulations within the LAMMPS
package. Below, we discuss on the detailed usage of the program.
Usage. The following script named run.py executes the work-
flow introduced above:

from simple_nn import Simple_nn
from simple_nn.features.symmetry_function import
Symmetry_function
from simple_nn.models.neural_network import
Neural_network
model = Simple_nn(‘input.yaml’,
descriptor=Symmetry_function(),
model=Neural_network())

model.run()

In the script, Simple_nn class is initialized with the instances
of Symmetry_function class and Neural_network class. These
classes also define the methods for calculating descriptor vectors
and optimizing ML model. In the run method of Simple_nn
class, the workflow above (except the MD simulation) is executed
according to the detailed setting defined in input.yaml file.
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Fig. 3. The scalability of LAMMPS-MD simulations using NNP with respect to (a) the number of atoms (with 40 cores) and (b) the number of CPU cores (with
13500 atoms). Total CPU time and wall time is measured for (a) and (b), respectively. The hypothetical linear scaling is indicated by dotted lines. The calculation is
performed on Intel Xeon Gold 6138 CPUs (2.00 GHz) that contain 20 cores. The test system is SiO2 .

Fig. 4. Schematic plot for overall process of SIMPLE-NN. The round box envelops
parts that make use of Tensorflow. LAMMPS package is used for MD simulation.

The basic format of input.yaml is as follows:

generate_features: true
preprocess: true
train_model: true
atom_types:

- Si
- O

symmetry_function:
params:
Si: params_Si
O: params_O

neural_network:
method: Adam
nodes: 30-30

The input.yaml includes information about the target sys-
tem, whether each procedure is executed, as well as parameters
for the feature and model classes. Detailed description on the pa-
rameters in input.yaml can be found in the online manual [46].
To run generate_feature and preprocess, one needs addi-
tional files named ‘params_XX’ (where XX is the atom type) and
‘str_list’ which include parameters for symmetry functions
and the paths to the reference ab initio data files, respectively.
Descriptor vectors and their derivatives are first saved in the
pickle format (binary) separately for each structure, which is
then packed into a binary format of tfrecord with additional
values such as GDF weighting parameters calculated in the pre-
processing part. The dataset preparation entails optimization of
the parameters in the NN model. The detailed settings such
as network sizes, optimization algorithm, and the type of loss
function are controlled through input.yaml. Because of the
heavy computational cost in calculating the atomic forces, the
optimization that reduces both energy and force errors requires
much longer time than minimizing the energy-only loss function.
To avoid the huge computational cost in large datasets, one can
use the energy-only loss function in the initial training steps, and
then add the force errors to the loss function afterwards. In this
way, the computational cost is saved substantially without com-
promising the accuracy of the NNP. Throughout the optimization
process, the neural network model is saved with a Tensorflow
format (SAVER.* and checkpoints) and LAMMPS potential file
(potential_saved). To note, our experience indicates that the
loss function with only energy errors is vulnerable to the risk
of overfitting while training with forces only suffers from large
errors in the total energy. Thus, we recommend training with
both energy and forces for robust NNP. One can use the obtained
NNP in LAMMPS by adding the commands like below in the
LAMMPS input file:

pair_style nn
pair_coeff * * potential_saved Ni
‘potential_saved’ is the optimized potential file from the

NNP optimization part and one needs to specify the element
name for each atom type like other pair styles in LAMMPS.
Regarding the unit system, the NNP trained with VASP output
is compatible with the LAMMPS units ‘metal’. For outputs from
other ab initio programs, however, the appropriate unit should be
chosen at users’ discretion.

4. Example

4.1. Model system and training NNP

We use SiO2 as a test example to demonstrate actual proce-
dures of using SIMPLE-NN. For generating the training set within
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Fig. 5. Comparison of DFT and optimized NNP for the validation set. Correlation graphs between (a) ENNP and EDFT and (b) FNNP
x and FDFT

x . Histograms for
(c) |ENNP

− EDFT
| and (d) |FNNP − FDFT|.

DFT, we employ VASP [43] with GGA-PBE for the exchange–
correlation functional [47]. The cutoff energy of 500 eV is used
and convergence tests for k-point mesh are carried out to ensure
the convergence within 10 meV/atom. Three types of crystals
(α-quartz, α-cristobalite, tridymite), amorphous, and liquid phase
are used for the training set. In detail, we sample snapshots every
40 fs from MD trajectories at 3000 and 2500 K for liquids, 500 K
for crystals, and from 2500 to 300 K (cooling rate of 73 K/ps) from
liquid to amorphous structures. In addition, crystal structures
that are distorted by isotropic compression/expansion, volume-
conserving mono-axial strain, and shear strain are also added.
In total, the training set contains 3,048 structures that consist of
48,978 Si and 97,956 O atoms.

As descriptors, 70 symmetry functions – 8 radial components
per two-body combination and 18 angular components per three-
body combination – are used for each atom type. We use a
network that consists of two hidden layers with 30 nodes for each
layer. Thus, our network contains 3,030 weights and 61 biases in
total. The Adaptive Moment Estimation (Adam) optimizer with a
batch size of 10 is used for the optimization, and we train NNP by
minimizing energy and force errors simultaneously. We randomly
choose 10% of dataset and use them as the validation set.

After optimization, NNP shows RMSE of 3 meV/atom (energy)
and 0.23 eV/Å (force) for the validation set. Fig. 5 shows the dis-
tribution of the errors. Linear correlations between DFT and NNP
results are notable for the energy [Fig. 5(a)] and x-component
of atomic force [Fig. 5(b)] (other components also show similar
behaviors). Fig. 5(c) and Fig. 5(d) display the frequency of absolute
errors in the energy and force, respectively. It is found that the
80th percentile of the validation set shows errors that are less
than 5 meV/atom and 0.3 eV/Å.

4.2. MD Simulations

The quality of NNP is further tested by MD simulations.
Fig. 6(a) shows the energy of the amorphous SiO2 (108 atoms)
at 500 K performed with NNP for 20 ps (solid line). From MD

trajectory, snapshots are sampled for every 200 fs and the total
energy is recalculated with DFT (dots) using the same setting as
in Section 4.1. It is seen that energies from DFT and NNP agree
within 3 meV/atom, confirming that NNP can faithfully reproduce
potential energy surfaces of DFT.

In addition, we perform melt-quench simulations using DFT
and NNP independently and compare structural properties of
the amorphous phase. We use supercells with 108 atoms for
DFT and 108 and 480 atoms for NNP. Starting from the pre-
melted structures at 3000 K, the structure is melted at 2500 K
for 30 ps and quenched from 2500 K to 300 K for 30 ps, and
the final optimization are performed for the quenched structure.
The radial distribution function (RDF) and the angular distribution
function (ADF) during 500 K MD of amorphous phases are shown
in Fig. 6(b)–(d). Overall, the DFT and NNP results are in good
agreements and also consistent with a previous calculation [48].
It is seen in Fig. 6(c) that NNP reproduces a sharp peak at 109.5◦

that comes from the tetrahedral bond angle for Si atoms. For O
atoms, a broad ADF is noticeable, which reflects flexible Si-O-Si
bond in amorphous silica. A small peak at 90◦ originates from the
4-membered ring structure.

4.3. GDF Weighting

In the above example, we optimized NNP without applying
GDF weighting. In order to demonstrate the effect of GDF weight-
ing, we set the hyper-parameters of GDF function and the scaling
function Θ(x) according to the guideline described in the previous
section. (b = 0.02 for both Si and O, and c = 3500 and 1000 for Si
and O, respectively). Figs. 7(a) and 7(b) plot magnitudes of force
errors with respect to GDF values of the corresponding atom.
The force RMSEs from NNPs with or without GDF weighting are
identically 0.21 and 0.14 eV/Å for Si and O, respectively. However,
force errors for atoms with low GDF values are reduced when GDF
weighting is applied (from 0.36 (0.30) to 0.31 (0.24) eV/Å for Si
(O) atoms). If the force error in the region with low GDF is not
sufficiently reduced, it is recommended to increase b value in the
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Fig. 6. (a) Comparison of NNP (solid line) and DFT (solid disks) energies along the MD trajectory of amorphous SiO2 at 500 K. The trajectory is calculated by NNP and
configurations for DFT calculations are sampled every 200 fs. (b)–(d) Comparison of structural properties of amorphous SiO2 between DFT and NNP. The structures
are generated by independent melt-quench simulations. (b) Total radial distribution function (RDF), angle distribution functions (ADFs) for (c) O-Si-O and (d) Si-O-Si.
For NNP, supercells of two different sizes (108 and 480 atoms) are used.

Fig. 7. Comparison of force errors between conventional NNP (NNP-c) and NNP with GDF weighting (NNP-GDF) for (a) Si and (b) O atoms in the case of SiO2 . The
errors are interval-averaged by regular binning in log-scale. The solid lines indicate the mean value within each bin and semi-transparent shades envelope ranges
between the first and third quartiles of the distribution.

scaling function. In the present example, the training set includes
mostly homogeneous structures, and so the sampling bias is not
severe and may not need GDF weighting. However, for structures
including defects or bond breaking/forming, the GDF weighting
is highly beneficial. [39] SIMPLE-NN provides utility figures for
force errors with respect to GDF like Fig. 7, and we recommend
the users to monitor them to check the problems related to the
sampling bias.

4.4. L-BFGS

In the above example of SiO2, the Adam minimizer was effec-
tive for optimizing NNP. However, for more complicated systems
involving various bonding types, we often find that gradient-
descent methods such as Adam fail to attain enough accuracy
even after a large number of epochs. In this case, L-BFGS is more
effective than Adam optimizer. Fig. 8 compares the performance
of L-BFGS and Adam with either mini-batch or full-batch style.
Since the CPU time required for each epoch is different among
the methods, RMSE is plotted as a function of elapsed CPU time

for the fair comparison. For the test, we use 500 snapshots from
MD trajectories of amorphous SiO2 at 500 K. It is clear that L-BFGS
shows faster convergence than Adam methods. One disadvantage
in L-BFGS is that it becomes computationally expensive with the
size of the training set. Nevertheless, our experiences indicate
that L-BFGS significantly outperforms the Adam optimization in
most cases.

5. Conclusion

In summary, we introduced an efficient package named
SIMPLE-NN that can build up neural network potentials at the
accuracy comparable to ab initio methods and carry out MD
simulations on a large scale. We optimized the code performance
for NNP training by incorporating various features such as par-
allelization, Hessian-based optimizer (L-BFGS), and utilizing GPU,
which are either supported by Tensorflow or in-house codes. The
MD simulations are carried out through LAMMPS. SIMPLE-NN
provides high expandability via ASE, Tensorflow, and modu-
larized code architecture. The program also features the GDF
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Fig. 8. Comparison of performance among different optimizers. RMSEs in (a) energy and (b) force are compared with respect to the elapsed time. 500 snapshots
during MD simulation of SiO2 are used as the training set.

weighting scheme that can effectively overcome the sampling
bias that is serious in most training sets. The performance of
SIMPLE-NN was demonstrated with the SiO2 system including
crystal and amorphous structures. By providing an efficient NNP
code for general purposes, the present work will contribute to
expanding the application areas of MD simulations based on the
machine learning potentials.
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