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algorithms, the rate of change of tray specific enthalpy is obtained analytically. This allows direct calcu-
lation of the instantaneous vapor rate leaving a tray from the dynamic energy balance. Application to an
example methyl acetate RD column shows that the developed algorithm is twice as fast as the algorithm
of Jhon and Lee [Jhon, Y. H., & Lee, T. H. (2003). Dynamic simulation for reactive distillation with ETBE
synthesis. Separation and Purification Technology, 31, 301–317].
igorous dynamic simulation
quilibrium reactive tray model

. Introduction

In reactive distillation (RD) systems, the reaction-separation
nteraction causes high non-linearity and there are several litera-
ure reports documenting the existence of steady-state multiplicity
see, e.g. Chen, Huss, Malone, & Doherty, 2002; Jacobs & Krishna,
993; Mohl et al., 1999; Singh, Singh, Kumar, & Kaistha, 2005). In
ight of the high non-linearity, one of the key challenges in RD tech-
ology commercialization is the design of a robust control system
hat rejects large disturbances without succumbing to non-linear
ynamic phenomena such as a steady-state transition (Kumar &
aistha, 2008a). Control system design and validation through rig-
rous dynamic simulations is then an integral part the RD process
esign cycle with the most economical column design being modi-
ed, if necessary, to ensure good controllability (Georgiadis, Schenk,
istikopoulos, & Gani, 2002).

The equilibrium tray model, where the vapor and liquid leav-
ng a tray are assumed to be in equilibrium, is the bedrock of
rdinary/reactive distillation column simulation (Seader & Henley,
998). Even as the more sophisticated rate based non-equilibrium
odeling approach (Baur, Taylor, & Krishna, 2001; Noeres, Kenig, &
órak, 2003) has gained prominence in recent years for RD systems,

he equilibrium stage model remains widely used due to its relative

implicity and ability to capture the essential process behavior.

Rigorous dynamic simulation using the equilibrium tray model
equires solving the tray dynamic material and energy balances
long with the vapor–liquid equilibrium constraints. The resulting
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system of equations is a highly coupled set of differential algebraic
equations (DAEs). Typically, in ordinary distillation systems, the
tray dynamic energy balance is simplified by assuming that the
rate of change of tray specific enthalpy is negligible. The result-
ing algebraic equation gives the unknown vapor rate leaving a
tray providing the instantaneous vapor dynamics (Luyben, 1992).
The dynamic component material balance equations are then inte-
grated to the next time step. For reactive systems, since reaction
heat effects are seldom negligible, constant tray specific enthalpy
is a dubious assumption. To rigorously solve for the instantaneous
vapor dynamics, Jhon and Lee (2003) proposed an iterative scheme
to numerically estimate the rate of change of tray specific enthalpy
and then calculate the instantaneous vapor rate leaving a tray
from the dynamic energy balance. The iterations significantly slow
down the simulation speed, particularly when the vapor–liquid
equilibrium (VLE) is highly non-ideal since repeated bubble point
calculations must be performed in the iterations.

In this work, using an approach similar to Howard (1970) for
ordinary distillation systems, a direct non-iterative method for
analytical calculation of the instantaneous vapor rate leaving an
equilibrium reactive tray is developed. Application of the algo-
rithm to simulate the open and closed loop dynamics of an example
methyl acetate RD column demonstrates significant enhancement
in computational speed over the state-of-the-art algorithm of Jhon
and Lee (2003). The computational speed enhancement can signif-
icantly improve the performance of model predictive control and

real-time optimization applications in RD systems. The major con-
tribution of the work in relation to the work of Howard (1970) and
Jhon and Lee (2003) is in the development of the significantly faster
algorithm for solving the equilibrium reactive tray DAE model, its
application to the highly non-linear methyl acetate RD system with

http://www.sciencedirect.com/science/journal/00981354
http://www.elsevier.com/locate/compchemeng
mailto:nkaistha@iitk.ac.in
dx.doi.org/10.1016/j.compchemeng.2009.01.015
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Nomenclature

Indices
i, k component index, 1 to C
j tray index, 1 to N, bottom-up tray numbering
n reaction index, 1 to R

Symbols
gj function driven to zero for bubble point calculation

on jth tray
hL liquid phase molar specific enthalpy
hV vapor phase molar specific enthalpy
how,j height of liquid over the weir at jth tray
fi,j ith component molar flow rate in feed to jth tray
li,j ith component molar flow rate in liquid stream leav-

ing jth tray
k vapor phase acetic acid dimerization constant
lw length of weir
rj,k rate of kth reaction on jth tray
ui,j ith component hold-up in jth tray
vi,j ith component flow rate in vapor stream leaving jth

tray
xi,j ith component mol fraction of liquid stream leaving

jth tray
yi,j ith component mol fraction of vapor stream leaving

jth tray
Fj molar flow rate of feed to jth tray
Lj molar flow rate of liquid stream leaving jth tray
Uj total molar hold-up on jth tray
Vj molar flow rate of vapor stream leaving jth tray
P column pressure
Pi

sat saturation pressure of ith component (from
Antoine’s equation)

T temperature
Wj catalyst weight on jth tray

Greek symbols
� i liquid phase activity coefficient of ith component
�i,k stoichiometric coefficient of ith component in kth

reaction
� liquid density at jth tray

c
s

2

2

B
t
f
e
a

�i Marek’s correction factor in VLE expression for ith
component

omplex VLE and systematic quantification of the computational
peed enhancement.

. RD dynamic simulation algorithm

.1. Governing equations

Consider the schematic of a general reactive tray as in Fig. 1.
ottom-up tray numbering is used. Using conventional nomencla-
ure, the dynamic component and total material balance equations
or the tray, assuming the streams leaving a tray are at vapor–liquid
quilibrium and neglecting the tray vapor hold-up, may be written
s

dUjxi,j
dt
= Lj+1xi,j+1 + Vj−1yi,j−1 + Fjzi,j − Ljxi,j − Vjxi,j

+
R∑

n=1

�i,nrn,jWj i = 1 to C − 1 (1a)
Fig. 1. Schematic of a reactive tray.

dUj

dt
= Lj+1 + Vj−1 + Fj − Lj − Vj +

R∑
n=1

(
C∑

i=1

�i,n

)
rn,jWj (1b)

Note that Wj = 0 for non-reactive trays in Eqs. (1a) and (1b) above.
The dynamic energy balance for the tray is

dUjh
L
j

dt
= Lj+1hL

j+1 + Vj−1hV
j−1 + Fjh

F
j − Ljh

L
j − Vjh

V (2a)

This equation is general and applicable to both reactive and non-
reactive trays. An explicit term for the reaction heat released on a
reactive tray does not occur in the equation since the specific molar
enthalpies are obtained from heats of formation. Expanding the left
hand side (LHS)

Uj

dhL
j

dt
+ hL

j

dUj

dt
= Lj+1hL

j+1 + Vj−1hV
j−1 + Fjh

F − Ljh
L
j − Vjh

V
j (2b)

Substituting Eq. (1b) into (2b) and rearranging, we get

Uj

dhL
j

dt
= Lj+1

(
hL

j+1 − hL
j

)
+ Vj−1

(
hV

j−1 − hL
j

)
+ Fj

(
hF

j − hL
j

)

− Vj

(
hV

j − hL
j

)
− hL

j

R∑
n=1

(
C∑

i=1

�i,n

)
rn,jWj (2c)

The tray liquid hold-up and composition as well the state of all
the inlet streams (vapor or liquid or feed) are known. Since the
liquid and vapor leaving a tray are at equilibrium, a bubble point
calculation at the known tray liquid composition and pressure gives
the vapor phase composition, and temperature as well as its spe-
cific molar enthalpy from thermodynamic property equations. The
specific molar liquid enthalpy leaving a tray is also calculated from
the bubble tray temperature. The liquid flow rate leaving a tray is
obtained from a tray liquid hydraulic equation such as the Francis
Wier formula as

Lj = C�L
j lwh1.5

ow,j (3)

All the terms on the right hand side (RHS) of the tray material
balance (Eqs. (1a) and (1b)) except the total vapor flow leaving the
tray (Vj) are thus known.

To calculate Vj, consider the energy balance Eq. (2c). If dhL
j
/dt is

set to zero, the equation can be solved to calculate Vj. It is however
established that even for ordinary multi-component distillation
systems, the vapor dynamics assuming dhL

j
/dt = 0 can differ sig-

nificantly from rigorous dynamics accounting for dhL
j
/dt (Howard,

1970). Given that reaction heat effects are seldom negligible for
RD systems, the effect of molar specific enthalpy change must be

accounted for in the tray energy balance.

For a rigorous solution of the dynamic energy balance, Jhon and
Lee (2003) proposed an iterative scheme where the material bal-
ance equation is integrated forward in time from t to t + �t for an
assumed value of Vj. The specific liquid enthalpy (hL

j
|t+�t) is then
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for dynamic simulation of an RD column section with N trays.
The analytical partial derivative expressions are quite involved

and depend on the equation-of-state used to model the VLE and
the enthalpies. To ensure the expressions are correct for the methyl
acetate RD system studied here, the partial derivatives from the
338 M. Rahul et al. / Computers and Che

alculated from the bubble temperature at the liquid composition
o obtained. A numerical estimate of the rate of change of tray spe-
ific enthalpy can then be obtained. Substituting this numerical
stimate and the assumed Vj in Eq. (2c), the LHS and RHS must be
qual if the assumed Vj is correct. The discrepancy is used to itera-
ively update Vj using the secant method. Note that a bubble point
alculation must be performed for every iteration in Vj. Also a one-
tep forward integration of the material balance equations must
e performed. To ensure quick convergence to the bubble temper-
ture, its value at the previous time step is used as a good initial
uess. Even so, for systems with highly non-ideal VLE, the repeated
ubble point calculations and one-step forward material balance

ntegration can significantly slow down the computation.
Instead of iteratively calculating Vj using a numerical approxi-

ation of dhL
j
/dt, direct analytical calculation of dhL

j
/dt would allow

or obtaining Vj in a single step from Eq. (2c). The specific tray liquid
nthalpy, hL

j
, is a function of the tray composition and temperature.

nstead of working with the compositions which are constrained to
um to 1, it is convenient to consider hL

j
to be a function of the tray

omponent hold-ups (ui,j) with all tray component hold-ups being
ndependent so that

L
j = hL

j (xj, Tj) = hL
j (uj, Tj)

ith

i,j = ui,j∑C
i=1ui,j

(4a)

Differentiating with respect to time, we have

dhL
j

dt
=

∂hL
j

∂Tj
· dTj

dt
+

C∑
i=1

∂hL
j

∂ui,j
· dui,j

dt
(4b)

or in succinct notation

dhL
j

dt
= hL

Tj
· dTj

dt
+

C∑
i=1

hL
ui,j

· dui,j

dt
(4c)

The thermodynamic expression for hL
j

can be differentiated with
espect to Tj and ui,j to obtain analytical expressions for the partial
erivatives in Eq. (4c) above. The total and component material bal-
nce in Eqs. (1a) and (1b) is reformulated in terms of the component
old-up (ui,j) as

dui,j

dt
= Lj+1xi,j+1 + Vj−1yi,j−1 + Fjzi,j − Ljxi,j − Vjxi,j

+
R∑

n=1

�i,nrn,jWj i = 1 to C (5)

o obtain dui,j/dt in terms of the unknown Vj. An analytical expres-
ion for dTj/dt is obtained from the fact that the tray is at the bubble
oint at every point in time. The bubble point temperature corre-
ponds to that special value of the temperature for which the vapor
hase compositions calculated from the equilibrium relation sum
o 1. From the VLE expression

i,jxi,jP
sat
i,j = yi,jPj i = 1 to C (6a)
e have at the bubble point temperature

j ≡
C∑

i=1

�i,jxi,jP
sat
i,j

Pj
− 1 = 0 (6b)
Engineering 33 (2009) 1336–1343

Since the tray is at the bubble point temperature at all times, we
have

dgj

dt
= 0 (7a)

Now

dgj

dt
=

C∑
i=1

gui,j

dui,j

dt
+ gTj

dTj

dt
(7b)

Combining Eqs. (7a) and (7b), we get

dTj

dt
= −

∑C
i=1gui,j

(dui,j/dt)

gTj

(8)

Substitution of Eq. (8) above into Eq. (4c) gives dhL
i
/dt as a func-

tion dui,j/dt. Replacing dui,j/dt from Eq. (5) and substituting into the
energy balance equation (Eq. (2c)), we finally get after algebraic
manipulations

Vj =
Lj+1˛L

j+1 + Vj−1˛V
j−1 + Fj˛

F
j

−
∑

i(h
L
j

+ ˇi,jUj)
∑

k�i,krk,jWj

˛V
j

(9)

where

ˇi,j =
∂hL

j

∂ui,j
−

(∂hL
j
/∂Tj) · (∂gj/∂ui,j)

∂gj/∂Tj

and

˛L
j+1 = hL

j+1 − hL
j − Uj

∑
i

ˇi,jxi,j+1

˛V
j−1 = hV

j−1 − hL
j − Uj

∑
i

ˇi,jxi,j−1

˛F
j = hF

j − hL
j − Uj

∑
i

ˇi,jz
F
i,j

˛V
j = hV

j − hL
j − Uj

∑
i

ˇiyi,j

Eq. (9) gives the instantaneous vapor rate leaving a tray (Vj) as
all quantities on the RHS are known. Once Vj is calculated, all the
terms on the RHS of the dynamic material balance in Eqs. (1a) and
(1b) are known which can then be integrated to the next time step.
Note that, analytical expressions are used for calculating the par-
tial derivatives in Eq. (9). From Fig. 1, Vj is an input stream to the
next upper tray. This gives a bottom-up tray-by-tray calculation
procedure where Vj is calculated for all the trays (j = 0 to N) and
the dynamic material balance is integrated to the next time step.
Fig. 2 contrasts the Jhon–Lee algorithm and the proposed algorithm
expressions were matched to their numerically calculated values.
It must be said that obtaining the correct analytical expression
requires significant effort. This is however only a one-time exer-
cise with the expressions being applicable to any other RD system
using the same thermodynamic model.
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Fig. 2. Flowchart of the RD dynamic simulation algo

. Methyl acetate RD column

The reaction kinetics, VLE and enthalpy model details for simu-
ating the methyl acetate RD column can be found in Singh et al.
2005). Briefly, an activity based kinetic expression is used. The

ilson equation models the liquid phase activity coefficient while
he vapor phase is assumed ideal with Marek’s correction account-
ng for vapor phase dimerization of acetic acid (Marek, 1955). The
ecessary modification in the analytical evaluation of dhL

j
/dt due

o Marek’s correction is briefly described in Appendix A. The liq-
id/vapor molar specific enthalpies are calculated from standard
eat of formation data with excess enthalpy accounting for mix-

ng heat effects. The liquid phase density is calculated from the
ackett equation. A schematic of the RD column is shown in Fig. 3.
he basic design of the column is taken from Kumar and Kaistha
2008b) that minimizes the vapor boil-up. The column consists of
enriching, 26 reactive and 2 stripping trays. The column operat-
ng pressure is 1 atm with negligible pressure drop. The catalyst
oading per reactive tray is 207.7 kg. The esterification reaction

eOH + AcOH ↔ MeOAc + H2O occurs on the reactive trays. Fresh
cetic acid is fed just above the reactive zone at 300 kmol h−1.
resh methanol is fed at an equal stoichiometric rate (300 kmol h−1)
of Jhon and Lee (2003) and the proposed algorithm.

on Tray 11 into the reactive zone. Both the reactants are fed at
their bubble points. For a reflux ratio of 1.5 and a distillate rate of
306.93 kmol h−1, 95.8 mol% pure methyl acetate is recovered in the
distillate stream. The corresponding reboiler duty is 3.4754 MW.

4. Results and discussion

In this section, the open loop and closed loop dynamic sim-
ulation results using the Jhon–Lee algorithm and the proposed
algorithm are presented and compared in terms of the computa-
tional speed. The algorithms are coded in Visual Studio C++ version
9.0. Simple explicit Euler integration is used for integrating the tray-
by-tray DAEs over time. A time step size of 2 s is used in all the results
presented. For step sizes of 3 s and above, the Euler explicit integra-
tion is numerically unstable in case of the Jhon–Lee algorithm. For
the proposed analytical scheme, even as the algorithm is numer-
ically stable as higher time steps are used up to 6 s, the obtained

dynamic response noticeably differs from the response using a 2-s
time step. For smaller time steps, the obtained dynamic responses
are very similar to the 2-s time step response in both the numerical
and analytical algorithm simulations. A 2-s time-step thus repre-
sents a good accuracy versus simulation speed compromise.
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Fig. 3. Schematic of the methyl acetate RD column.

For closed loop operation, decentralized control using the two-
oint temperature inferential control structure originally proposed
y Roat, Downs, Vogel, and Doss (1986) is applied. This structure
as been chosen as in a recent study, Kaymak and Luyben (2005)

ound its control performance to be superior from amongst differ-
nt two-point temperature control structures. The reader is referred

o Al-Arfaj and Luyben (2002) and Kaymak and Luyben (2005) for a
omprehensive evaluation of the other possible control structures.
t is highlighted that temperature inferential control is preferred
n the industry as the alternative of composition measurements

ig. 5. Open loop response of distillate methyl acetate purity and controlled tray temper
ine: +20%; Grey: proposed algorithm. Broken line: −20%; Black: Jhon–Lee algorithm.
Fig. 4. Schematic of two-temperature control structure studied.

is expensive and typically introduces large lags/dead time in the
control loop.

A schematic of the studied control structure is shown in Fig. 4.
A sensitive reactive tray temperature is controlled using the fresh
acetic acid feed while a sensitive stripping tray temperature is con-
trolled using the fresh methanol feed at constant reflux ratio. The
reboiler duty (or vapor boil-up) acts as the through-put manipu-
lator. From sensitivity analysis, tray temperature 5 (T5) and tray
temperature 2 (T2) are found to be the most sensitive with respect
to the fresh acetic acid (FHAc) and fresh methanol (FMeOH) feeds,

respectively. Accordingly FHAc controls T5 while FMeOH controls
T2. For tuning the temperature loops, the Tyreus–Luyben settings
are obtained from the relay-feedback test and then appropriately
detuned for a reasonable closed loop response to a ±20% step

atures to ±20% step change in column inputs. (A) FMeOH, (B) FAcOH and (C) Qr. Solid
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Fig. 6. Closed loop response to a ±20% step chan

hange in the process through-put, the principal disturbance into
he column.

.1. Open loop and closed loop results

Fig. 5 compares the open loop response of T2, T5 and the distillate
ethyl acetate purity (xMeOAc

D) to a ±20% step change in either
resh feed and in the reboiler duty (Qr) from the proposed analytical
lgorithm and the Jhon–Lee algorithm. The dynamic responses from
he two algorithms are seen to be in good agreement. High non-
inearity is also evident from the plots with significant asymmetry
n the +20% and −20% input change responses. In particular, notice
hat the final steady state temperature of Tray 2 is below its base
ase temperature for both a 20% increase and a 20% decrease in FHAc
uggesting the presence of input multiplicity. Input multiplicity is
lso evident in the distillate purity response. The non-linearity is
ery typical of RD systems (Kumar & Kaistha, 2008c; Sneesby, Tade,
Smith, 1998).
Fig. 6 plots the closed loop response to a ±20% step change

n Qr, the through-put manipulator obtained proposed analytical
lgorithm. Closed loop results from the Jhon–Lee algorithm were
ound to be in very good agreement (data not shown). From the
gure, the response completion time is about 10 h for a ±20%
hrough-put change. Asymmetry in the response to a through-put
hange in opposite directions is evident from the figure. This may be
ttributed to non-linear effects. Also notice from the product purity
esponse that the final steady-state distillate methyl acetate purity
iffers slightly from its base-case value. This is most probably due
o column operation in the kinetically controlled regime. On-spec
istillate purity would require control tray temperature set-point
ompensation (Kumar & Kaistha, 2008d).

.2. Comparison of computational speed

The primary advantage of the proposed analytical algorithm is
hat the rate of change of tray molar specific enthalpy is directly

btained analytically and iterations requiring repeated bubble-
oint calculations as well as the one-step forward material balance

ntegration for a numerical estimate of the same are avoided. The
roposed analytical algorithm should thus be significantly faster
han the Jhon–Lee numerical algorithm.
through-put. Black line: +20%; Grey line: −20%.

From Fig. 2, the algorithm consists of three main steps, namely,
(i) initial calculations, (ii) Vj calculation and (iii) material balance
integration. These steps are performed repeatedly at each integra-
tion time step so that the total CPU time taken for a step over the
course of the dynamic simulation can be used to compare the com-
putational speed of the two studied algorithms. The CPU time for
these steps is obtained using the clock command in C++. For the two
algorithms, the total CPU time for steps (i) and (iii) above were found
to be similar as these steps are common to both the algorithms. A
significant reduction in the total CPU time for the Vj calculation
step (step (iii)) using the proposed algorithm was observed with
consequent reduction in the overall simulation time.

To quantify the computational speed enhancement, Table 1 com-
pares the CPU time for the Vj calculation step as well as for the
overall simulation for 20 h dynamic simulations of the open loop
and closed loop response reported in the previous section. These
simulations were performed on an Intel Core 2 Duo CPU 2.83 GHz
machine with 4GB RAM. From the data in the table, note that the Vj
calculation step accounts for 70–75% of the total simulation time in
the Jhon–Lee algorithm. The proposed analytical algorithm signif-
icantly speeds up the Vj calculation step by 3.5–5 times so that Vj
calculation then consumes only about 20–30% of the total simula-
tion time. The significant enhancement in the Vj calculation speed
using the proposed algorithm translates to a 2–2(1/2)-fold increase
in the overall simulation speed compared to the Jhon–Lee algo-
rithm. The proposed algorithm is thus about twice (or more) as fast
as the existing numerical algorithm.

To further analyze for the dependence of computational speed
on the severity of the transient, Table 2 reports for the two algo-
rithms, the total CPU time taken and the time taken for Vj calculation
as the dynamic simulation time is increased from 1 to 20 h for
a closed loop +20% through-put step change simulation. From
the table, notice that the ratio of the Vj calculation time for the
Jhon–Lee algorithm to that of the proposed algorithm monotoni-
cally decreases from 12 in the initial 1 h transient period to 5 for the
complete 20 h transient period. Given that the severity of the tran-

sients is much more in the initial period (see Fig. 6), the data in the
table suggests that the computational speed enhancement using
the proposed algorithm over the Jhon–Lee algorithm increases with
transient severity. This is because in the latter, the more severe the
transient, the higher the number of iterations in the Vj calculation



1342 M. Rahul et al. / Computers and Chemical Engineering 33 (2009) 1336–1343

Table 1
Computational speed comparison of Vj calculation step and complete simulation for methyl acetate column simulationa using the Jhon–Lee and proposed algorithms.

Input change description Vj calculation step Complete simulation

CPU timeb Jhon–Lee
algorithm

CPU timeb proposed
algorithm

Acceleration
factorc

CPU timeb Jhon–Lee
algorithm

CPU timeb proposed
algorithm

Acceleration
factorc

Open loop step response simulations
FMeOH

+20% 200,150 55,495 3.61 277,515 141,344 1.96
−20% 214,738 56,509 3.80 295,969 147,563 2.01

FHAc

+20% 215,239 56,266 3.83 294,922 149,922 1.97
−20% 271,316 57,878 4.69 359,657 166,156 2.16

Qr

+20% 249,861 56,712 4.41 334,008 151,860 2.20
−20% 229,700 56,982 4.03 310,204 149,234 2.08

Closed loop through-put step response simulations
Qr

+20% 305,286 61,613 4.95 399,937 158,562 2.52
−20% 286,668 62,266 4.60 380,078 161,203 2.36

a All simulation runs are for 20 h.
b Milliseconds, obtained using clock subroutine in C++.
c Ratio of Jhon–Lee CPU time to proposed algorithm CPU time.

Table 2
Comparison of CPU timea with respect to simulation time for Jhon–Lee and proposed algorithms for closed loop +20% through-put change methyl acetate RD simulation.

Simulation time Vj calculation step Complete simulation

CPU time Jhon–Lee
algorithm

CPU time proposed
algorithm

Acceleration
factorb

CPU time Jhon–Lee
algorithm

CPU time proposed
algorithm

Acceleration
factorb

1 h 39,710 3,203 12.40 45,390 8,875 5.11
5 h 117,030 15,879 7.37 145,188 43,360 3.35

10 h 191,800 31,593 6.07 244,609 83,078 2.94
15 h 250,867 46,164 5.43 324,171 121,765 2.66
2 95

l
m
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b

5

c

0 h 305,286 61,613 4.

a Milliseconds, obtained using clock subroutine in C++.
b Ratio of Jhon–Lee CPU time to proposed algorithm CPU time.

oop performing a bubble point calculation and a one-step forward
aterial balance integration. The proposed algorithm, on the other

and, obtains Vj directly so that the Vj calculation is independent
f transient severity and the total CPU time for Vj calculation scales
inearly with simulation time. The same may be verified through a
loser examination of column 3 in Table 2.

The CPU time results in Tables 1 and 2 clearly demonstrate a
ignificant improvement by a factor of 2 or more, in the compu-
ational speed of solving the rigorous RD DAE model using the
roposed algorithm. This can have potentially significant implica-
ions on non-linear model predictive control (MPC) and real-time
ptimization (RTO) of RD columns. Consider, for example, temper-
ture set-point adjustment based on an estimate of the product
omposition and/or reaction conversion with the estimate being
btained from a rigorous non-linear model such as the one pre-
ented here. The frequency of set-point adjustment would typically
e set by the computational time taken by the RTO/MPC optimizer,
ith repeated rigorous dynamic simulations constituting a major

raction of the total optimization time. The significant enhancement
n the dynamic simulation speed using the proposed algorithm
hen translates to a reduction in the optimization time so that the
emperature set-point adjustment frequency can be increased with
onsequent improvement in the tightness of product purity and/or
eaction conversion control. The presented algorithm should thus
e of interest to both the academic and industrial communities.
. Conclusion

In conclusion, the proposed analytical method for direct cal-
ulation of the rate of change of tray molar specific enthalpy and
399,937 158,562 2.52

consequently the vapor rate leaving a tray, significantly improves
the computational speed for solving the RD column DAE model
compared to existing numerical schemes. Specifically, results for
the methyl acetate example RD column show that the computa-
tional time for open-loop and closed loop simulations reduces to
half of that using the iterative Jhon–Lee algorithm.
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Appendix A. Modified procedure for Marek’s correction

In the studied methyl acetate RD system, acetic acid has a ten-
dency for dimerizing in the vapor phase affecting the vapor–liquid
equilibrium. To account for the same, Marek’s correction factor
(Marek, 1955) is used in the VLE expression for the jth tray as

yi,j =
�i,jxi,jP

sat
i,j

�i,jPj
(A1)

For convenience, the tray subscript j is dropped in subsequent
expressions. For an associating component A (acetic acid in this

case), the correction factor is

�A =
1 +
(

1 + 4kAPsat
A

)1/2

1 + [1 + 4kPyA(2 − yA)]1/2
(A2a)
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hile for a non-associating component N, it is

N =
2
{

1 − yA + [1 + 4kPyA(2 − yA)]1/2
}

(2 − yA)
{

1 + [1 + 4kPyA(2 − yA)]1/2
} (A2b)

here k and kA are the dimerization equilibrium constant for A in
he mixture and pure A, respectively. It is assumed that k = kA.

The modified VLE expression affects the bubble point so that at
he bubble point

≡
C∑

i=1

�ixiP
sat
i

�iP
− 1 = 0 ≡

C∑
i=1

wi

�i
− 1 = 0 (A3)

ith

i = �ixiP
sat
i

P
(A4)

From Eqs. (A2a) and (A2b), note that �i is a function of the vapor
hase composition of the associating component and temperature
o that

i = �i (yA(u), T) (A5)

From Eq. (A3), using succinct notation for partial derivatives, we
ave

T =
C∑

i=1

1
�i

wi
T − wi

�2
i

�i
T (A6)

nd

uk
=

C∑
i=1

[
1
�i

wi
uk

− wi

�2
i

�i
uk

]
(A7)

Differentiating Eq. (A5) with respect to uk and applying the chain
ule gives

i
uk

= �i
yA

· yA uk
(A8)

The VLE expression for the associating component A gives

AyA = wA

Taking the partial derivative with respect to uk on both sides and
earranging

A uk
=

wA
uk[

yA�A
yA

+ �A

] (A9)

Combining (A6), (A8) and (A9)

C∑[
wA ]
uk
=

i=1

1
�i

wi
uk

− wi

�2
i

�i
yA

uk

yA�A
yA

+ �A

(A10)

In the partial derivative expressions for gT and guk in Eqs. (A6)
nd (A10) respectively, �T

i and �i
yA

are easily obtained by differ-
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entiating Eqs. (2a), (2b) and (2c). Also, since wi corresponds to
the VLE expression for component i without Marek’s correction,
the partial derivatives with respect to temperature (wi

T ) and tray
component hold-up (wi

uk
) are known. All the terms on the RHS

of Eqs. (A6) and (A10) are thus known giving the modified ana-
lytical derivative gT and guk for use in Eq. (8) to obtain dTj/dt.
Since Marek’s correction only affects the bubble point calcula-
tion, this is the only modification to the procedure outlined in the
paper.
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