
COLLOIDAL SUSPENSION RHEOLOGY

Colloidal suspensions are encountered in a multitude of natural, biological, and indus-

trially relevant products and processes. Understanding what affects the flow behavior,

or rheology, of colloid suspensions, and how this flow behavior can be manipulated,

is important for successful formulation of products such as paint, polymers, foods, and

pharmaceuticals. This book is the first devoted to the study of colloidal rheology in all its

aspects. With material presented in an introductory manner, and complex mathematical

derivations kept to a minimum, the reader will gain a strong grasp of the basic principles

of colloid science and rheology. Beginning with purely hydrodynamic effects, the con-

tributions of Brownian motion and interparticle forces are covered, before the reader is

guided through specific problem areas such as thixotropy and shear thickening; special

classes of colloid suspensions are also treated. The techniques necessary for measuring

colloidal suspension rheology are presented along with methods to correlate and inter-

pret the results. An essential guide for academic and industrial researchers, this book is

also ideal for graduate course use.
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This landmark book thoroughly details the basic principles of colloid science and

uniquely covers all aspects of the rheology of colloidal suspensions, including

difficult and often controversial topics such as yield stress, thixotropy, shape effects

and shear thickening, as well as latest developments in microrheology and

interfacial rheology. The elegant presentation style, focusing on the fundamental

concepts, bridging engineering and physics, experiment and theory, and paying

attention to the interplay between microstructure and rheology, reflects the vast

teaching and research experience of the authors, and makes the book a much

needed reference for practitioners, researchers and graduate students.

Dimitris Vlassopoulos

IESL-FORTH, Greece

Appropriately, the first book to span the subject of suspension rheology is authored

by Jan Mewis, a pioneer in the field, and Norm Wagner, whose research has

advanced many of the modern frontiers. Their text emerges from a long-standing

collaboration in short courses that have introduced graduate students, young

faculty, and industrial researchers to the fundamentals and the practicalities of

rheological phenomena and their underlying principles. After a brief introduction

to colloid science and rheology the book teaches the consequences of the relevant

forces, i.e., hydrodynamic, Brownian, electrostatic, polymeric, and van der Waals,

through data from model systems and results from fundamental theory. Then

time-dependent phenomena, shear thickening, and the effects of viscoelastic media,

in which the two have paved the way, receive special attention. The treatment

closes with brief accounts of microrheology, electro- and magnetorheology, and

two-dimensional suspensions. There is much to learn from this tome!

William B Russel

Princeton University

Ever since I learned that Mewis and Wagner were preparing Colloidal Suspension

Rheology I have been eagerly awaiting its arrival. I was not disappointed! The book

is very logically laid out. The reader is told what is coming and key ideas are

summarized at the end of every section. I especially like the “landmark

observations” that focus each chapter. Every chapter has a table of notation and is

extensively referenced including titles of articles. The concise review of colloidal

phenomena in chapter 1 is outstanding and the Advanced Topics in the final

chapter (microrheology, electro and magneto-rheology and 2 dimensional

rheology) are a special treat.

Colloid Suspension Rheology is the first text in this field and will be much

appreciated. Suspensions are growing rapidly in academic importance and are the

key to so many new industrial products. Rheology is a rapid and sensitive tool to

characterize both their microstructure and performance. This text will be of great

excellent supplement to courses in colloids and rheology.

Chris Macosko

University of Minnesota & IPRIME
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Preface

Colloidal dispersions played an important role in the early history of rheology as

it evolved into a defined branch of science and engineering. Bingham’s model for

yield stress fluids was based on experiments on dispersions, namely oil paints. About

the same time, systematic measurements on colloidal systems were performed in

Europe, especially in Freundlich’s laboratory in Berlin. This work culminated in

one of the first books on rheology: Thixotropie (Paris, 1935). In the subsequent

decades the interest in rheology gradually shifted to polymers and the theory of

viscoelasticity.

Understanding Brownian motion and its consequences motivated Einstein’s

work on intrinsic viscosity and von Smoluchowski’s study of colloidal aggrega-

tion nearly a century ago. However, it was not until the theoretical work of G. K.

Batchelor in the early 1970s that a full micromechanical framework for colloidal sus-

pension rheology combining statistical mechanics and hydrodynamics existed. This

stimulated much important work and since then the number of researchers and the

progress of our understanding of the subject has increased dramatically. The result

is a rapidly growing body of scientific and technical papers – experimental and the-

oretical work as well as simulations – contributed by chemists, physicists, biologists,

and engineers alike.

Whereas there is a vast and expanding literature, there are no sources that pro-

vide a systematic introduction to the field. The growing number of newcomers to

the field have available to them numerous textbooks on rheology and many more

on colloid science, as well as specialized overviews in the research literature, yet no

book with the sole focus on colloidal suspension rheology. Interest in the rheology of

colloidal dispersions is not restricted to academia. Increasingly, the available knowl-

edge is being applied effectively to solve formulation and processing problems, e.g.,

for coatings, inks, filled polymers and nanocomposites, metal and ceramic slurries,

cement and concrete, mine tailings, drilling muds, pharmaceuticals, and consumer

products. The lack of a basic text dedicated to this subject stimulated the writing of

the present book, which is intended as a general introduction to colloidal suspension

rheology for a beginner in the field. Its purpose is to provide a systematic overview

of the established, central elements of the field. Practical examples are presented and

discussed within a framework for understanding the underlying structure-property

relationships. Emphasis is on understanding the various phenomena that contribute

to the rheological properties of colloidal suspensions, such as available relations and

xiii
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scaling laws, as well as on the underlying micromechanical explanations. It is our

intention that the micromechanical understanding of the model systems presented

herein can assist in the formulation and investigation of systems of specific or prac-

tical interest to the reader. To that end, basic theoretical results are presented, but

without mathematical derivation. Extensive references guide the reader to more

detailed and advanced information.

The book starts with a brief introduction to basic concepts of colloid science and

rheology as the bare necessities for those without prior knowledge of these disci-

plines and as a review and establishment of nomenclature useful for those already

familiar with the subjects. The systematic study of colloid rheology begins with

hydrodynamic effects. These are always present in dispersions and are the dominant

contribution to the rheology of suspensions with large, non-colloidal particles (Chap-

ter 2). The rheology of colloidal suspensions with increasing levels of complexity is

treated systematically in the following chapters. Chapter 3 explores hard sphere dis-

persions, where Brownian motion is included and its effects analyzed. Next, repul-

sive interparticle forces are added to give colloidally stable systems (Chapter 4).

Special features arising because of non-spherical particle shapes are discussed in

Chapter 5. Chapter 6 examines the effects of attractive interparticle forces, lead-

ing to more complex microstructures, phase behavior, and thus rheology. Important

time-dependent effects, such as thixotropy, are treated explicitly in Chapter 7. Chap-

ter 8 is dedicated to the important phenomenon of shear thickening. Discussion of the

rheological properties of colloidal dispersions is not complete without also covering

specific problems related to accurate and precise rheological measurement, as well

as the design of effective rheological experiments; this is the subject of Chapter 9.

Whereas in all these chapters the suspending medium is assumed to be a Newtonian

fluid, Chapter 10 considers the effects of suspending particles in viscoelastic media,

covering the important cases of filled polymer solutions and melts and nanocompos-

ites. The final chapter (11) provides a brief introduction to some advanced topics

in suspension rheology, including sections on some special colloidal systems, more

specifically electro- and magneto-rheological systems and colloids at interfaces: the

so-called 2D dispersions. The latter section includes contributions by Professor

J. Vermant (Katholieke Universiteit Leuven). In addition, some special rheolog-

ical techniques are discussed, such as large amplitude oscillatory shear, superposi-

tion measurements, and microrheology, the latter section contributed by Professor

E. Furst (University of Delaware). We thank these two colleagues for their valuable

contributions to this text.

This book owes much to the scholarship of Professors W. B. Russel, W. R.

Schowalter and the late D. A. Saville, all of Princeton University (and authors of

Colloidal Dispersions), as well as the late Professor A. B. Metzner of the University

of Delaware. It is through the schools of colloid science and rheology established

at Princeton and Delaware that we became acquainted and started our research

collaborations – their scholarship and mentoring motivated and influenced much

of the science presented herein. Our many colleagues and mentors in the rheology

community are also gratefully acknowledged. We thank Professors D. T. Leighton

(University of Notre Dame), J. Morris (The City University of New York), D. Klin-

genberg (University of Wisconsin), J. Vermant (Katholieke Universiteit Leuven),
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and W. B. Russel for commenting on early drafts of some chapters. Many colleagues,

co-authors, and especially former and current students provided us with very valu-

able suggestions and information for the book – although all of their names cannot

be mentioned here, one can readily find their work presented and cited through-

out the text. For help in preparing the figures we thank J. Coffman, D. Kalman,

A. Eberle, A. Golematis, E. Hermans, N. Reddy, and A. Schott, as well as the many

students at Delaware who commented on and helped proofread versions of the text.

Many funding agencies helped support our research in this area during the time

we wrote the manuscript, including the US National Science Foundation, the Inter-

national Fine Particle Research Institute, the US Army Research Office, and cor-

porations including Kodak, DuPont, Unilever, and Proctor & Gamble. The presen-

tation of materials has benefitted from the short courses we developed and taught

for the US Society of Rheology, as well as other institutions around the world. We

especially thank the University of Delaware and Katholieke Universiteit Leuven for

supporting us and our collaborations over the years, which made this book possible.

We sincerely hope you enjoy reading this book as much as we have enjoyed writ-

ing it. Our experience continues to be that the growing fields of colloid science and

rheology are not only intellectually stimulating but of significant practical impor-

tance. We find these fields to be particularly collegial, and the participants have been

very helpful as we have selected and assembled materials. Space limitations necessi-

tated omitting many fine examples of colloidal suspension rheology and associated

phenomena, but we hope the extensive referencing will aid the reader in exploration

beyond what we could present here.



General list of symbols

a particle radius [m]

ai particle radius of species/size i [m]

A Hamaker constant [J]

c mass concentration [kg m−3]

D rate-of-strain tensor [s−1]

Df fractal dimension [-]

Dij components of the rate-of-strain tensor [s−1]

D diffusivity tensor [m2 s−1]

D0 Stokes-Einstein-Sutherland diffusivity, Eq. (1.5) [m2 s−1]

Di j components of the diffusivity tensor [m2 s−1]

Dr rotational diffusivity [s−1]

Dr,0 limiting rotational diffusivity for zero volume fraction [s−1]

D
s self-diffusivity tensor [m2 s−1]

D
s
i j components of the self-diffusivity tensor [m2 s−1]

D
ss short-time self-diffusion coefficient [m2 s−1]

E elasticity modulus [Pa]

e electronic charge [C]

F force [N]

g gravity or acceleration constant [m s−2]

g(r) radial distribution function [-]

G modulus [N m−2]

G′ storage modulus [N m−2]

G′′ loss modulus [N m−2]

Gpl plateau modulus [N m−2]

h surface-to-surface distance between particles [m]

I unit tensor [-]

k coefficient in the power law model [N sn m−1]

k′ coefficient in the Cross equation, Eq. (1.35) [s]

kB Boltzmann’s constant [J K−1]

kH Huggins coefficient [-]

L length [m]

m power law index in Cross model [-]

n number density [m−3]

N number of particles [-]

xvi



General list of symbols xvii

NA Avogadro’s number [mol−1]

Ni ith normal stress difference [Pa]

P pressure [Pa]

Py compressive yield stress [Pa]

q scattering vector [nm−1]

R radius [m]

Rg radius of gyration [m]

r distance from center of particle [m]

S entropy [J K−1]

t time [s]

T temperature [K]

U relative velocity between particles [m s−1]

v local speed [m s−1]

V volume [m3]

v velocity vector [m]

vi velocity component in the i direction, i = x, y, or z [m s−1]

W stability ratio [-]

Wshear stability ratio for shear-induced cluster formation [-]

x Cartesian coordinate, in simple shear flow the flow direction [m]

y Cartesian coordinate, in simple shear flow the velocity gradient

direction [m]

z Cartesian coordinate, in simple shear flow the vorticity direction [m]

IIi second invariant of tensor i

Greek symbols

� strain [-]

� 0 peak strain [-]

�̇ shear rate [s−1]

� phase angle [-]

� half width of a square-well potential [m]

ε dielectric constant [-]

ε depth of a square-well potential [J]

εo permittivity of vacuum [8.85 × 10−12 F m−1]

� (suspension) viscosity [Pa s]

�′ dynamic viscosity [Pa s]

[�] intrinsic viscosity [cm3 g−1]

[�]′ dimensionless intrinsic viscosity [-]

� Debye-Hückel constant [m]

� number of particles or molecules per volume [m−3]

� osmotic pressure [Pa]

� polar coordinate [-]

� density [kg m−3]

� shear stress tensor [Pa]
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	 shear stress in simple shear flow [Pa]

	y yield stress [Pa]

	 B
y Bingham yield stress [Pa]

	d
y dynamic yield stress [Pa]


 relaxation time [s]


 B Baxter stickiness parameter [-]

� particle volume fraction [-]

� particle interaction potential [J]

� i ith normal stress coefficient [Pa s2]

� electrostatic potential [V]

� dimensionless electrostatic potential [-]

� s surface potential [V]

�s dimensionless surface potential [-]


 zeta potential [V]

� frequency [rad s−1]

� rotational speed [s−1]

Subscripts

eff effective

el elastic contribution

ext extensional

floc floc

g glass

gel gel

lin linearity limit

m suspending medium/mean value

M Maxwell

max maximum value

p particle

pl plastic

r relative

y yield condition

0 limiting value in the zero shear limit

∞ limiting value at high shear rate or frequency

Superscripts

B Brownian, with yield stress Bingham

C Casson

d dispersion

g gravity

h hydrodynamic

hcY hard core Yukawa (potential)



General list of symbols xix

hs hard sphere

H Herschel-Bulkley

I interparticle contribution

m power law index in Cross model

n power law index for shear stress

s surface

* complex

Dimensionless numbers

Bo Boussinesq number, Eq. (11.22)

De Deborah number (ratio of characteristic material time to characteristic

process time)

Ha Hartmann number, Eq. (4.2)

Mn Mason number, Eq. (11.13)

Mnmag magnetic Mason number, Eq. (11.17)

PeD Péclet number for microrheology, Eq. (11.6)

Pei Péclet number for the ions, Eq. (4.3)

Pe� Péclet number for microrheology, Eq. (11.3)

Re Reynolds number (� VD/�)

Rep particle Reynolds number (��̇a2/�m), Eq. (2.11)

St Stokes number (mp�̇/6��ma)

Wi Weissenberg number (N1/	)



Useful physical constants and values

Note that many CODATA internationally recommended values can be found at

physics.nist.gov/cuu/Constants/.

Constant Value

e Elementary charge 1.602 176 487 × 10−19 C

g Standard acceleration of gravity 9.806 65 m s−2

kB Boltzmann’s constant 1.380 650 4 × 10−23 J K−1

mu Atomic mass unit 1.660 538 782 × 10−27 kg

NA Avogadro’s number 6.022 214 170 × 1023 mol−1

R molar gas constant 8.314 472 J mol−1 K−1

ε0 Electric permittivity of vacuum 8.854 187 817 × 10−12 C2 N−1 m−2 [F m−1]

�0 Vacuum permeability 4� × 10−7 N A−2

Characteristic values

kBT 4.1 × 10−21 J (at room temperature)

kBT/e 25.7 mV (at room temperature)

�
−1 3.08 nm for a 10 mM 1:1 electrolyte in water at room temperature

lb 0.7 nm for water at room temperature

Q typically of O(1) �C cm−2

Properties of water at 298 K

ε relative dielectric constant 80

� viscosity 8.90 × 10−4 Pa s

� density 997 kg m−3

xx



General list of symbols xxi

Useful Hamaker constants in water (units of 10−20 J)

Decane 0.46

Fused silica 0.85

Gold 30

Polystyrene 1.3

Poly(methyl methacrylate) 1.05

Poly(tetrafluroethylene) 0.33





1 Introduction to colloid science and rheology

The subject of this book is the rheology of colloidal and nanoparticle dispersions.

The reader will quickly appreciate the breadth of the subject area and, further-

more, that mastering colloidal suspension rheology requires some basic knowledge

in colloid science as well as rheology. Thus, this chapter introduces some basic and

simplified concepts in colloid science and rheology prior to embarking on the main

theme of the book. As the term colloid is very general we necessarily need to focus

on fundamental aspects of basic colloidal particles, their interactions, and their dis-

persion thermodynamic properties. These are, of course, the basis for understanding

more complex systems. The rheology section is provided as an introduction to the

basic concepts (a more advanced treatment of rheological testing of colloidal dis-

persions is provided in Chapter 9). Therefore, this chapter provides the minimum

level of understanding that the reader will find valuable for understanding colloidal

suspension rheology, as well as a means to introduce nomenclature and concepts

used throughout the book. As a consequence, a reader familiar with either or both

subjects may still find it valuable to skim through the material or refer back to it as

needed.

1.1 Colloidal phenomena

Colloid science is a rich field with an equally rich literature. The reader is referred to

a number of excellent monographs that cover the basics of colloid science in much

greater detail. These will be presented without derivation. In particular, we use

nomenclature and presentation of many ideas following Colloidal Dispersions [1]

and Principles of Colloid and Surface Chemistry [2], which may be of help for further

reading and inquiry, and for derivations of the results presented herein. Indeed,

there are many additional excellent textbooks and monographs on colloid science,

and references are provided where they are most relevant throughout this chapter

as well as in the other chapters.

Colloid generally refers to the dispersed phase of a two-component system in

which the elements of the dispersed phase are too small to be easily observed by

an optical microscope and whose motion is affected by thermal forces. When the

continuous phase, the suspending medium, is liquid they do not readily sediment

and cannot pass through a membrane (such as in dialysis). Colloids appear in gels,

1
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emulsions, foods, biological systems, and coatings. Specific examples of colloids

include milk, ink, paints, blood, and mayonnaise. They can be liquid or solid [1]

particles dispersed in a gaseous, liquid, or solid medium, as well as gases dispersed

in liquids and solids. When solid or liquid particles are dispersed in a gas they are

known as aerosols, smoke, or fog. Association colloids are typically micelles formed

from surfactants or block copolymers.

Colloids in a suspending medium are a type of mixture. Note that we use

the term dispersions, as the term suspension often refers to mixtures where the

dispersed phase particles are greater than colloidal in size. Chapter 2 discusses

the rheology of non-colloidal particle suspensions. Solutions, at the other extreme,

refer to molecular mixtures – although polymer and protein solutions are often

treated, in many respects, effectively as colloidal dispersions. The reader will

encounter terms such as colloidal dispersion, suspension, and solution used inter-

changeably in the literature.

Colloids occur naturally, and Robert Brown’s original study of colloidal motion

was carried out on pollen and spores. An early example of man-made colloidal dis-

persions is cited by Hunter as mixtures of lamp black and natural polymer used as

inks by the ancient Egyptians and Chinese [3]. Another famous early example of

the use of colloids is the Roman Lycurgus cup, dating from the fourth century AD,

now in the British Museum [4]. Colloidal gold and silver in the glass comprising the

cup leads to dichroic glass that is green upon observation but red when viewed with

a light source inside. Medieval stained glass produces brilliant colors via suspended

colloidal gold of varying size in the glass. Alchemists were familiar with the pro-

duction of colloidal gold, which enabled gold to be dissolved and plated out onto

surfaces by adsorption of gold colloids. Michael Faraday reported studies of the opti-

cal properties of solutions of gelatin-coated colloidal gold in his famous Bakerian

Lecture in 1857. As will be discussed in more detail, colloids also played a seminal

role in establishing the atomic theory of matter in the early twentieth century.

The definition given above, although vague, suggests a size range from ∼nm

(10−9 m) to ∼�m (10−6 m). The smaller size limit is required so that the mass of

the colloid is significantly larger than the mass of the molecules comprising the

suspending fluid. This is critical so that the suspending medium can be considered a

continuum (i.e., characterized by continuum properties such as viscosity, dielectric

constant, refractive index, etc.) on the time scale and length scale of colloidal motion.

In part, we define a “colloid” by consideration of the forces acting on a “particle.”

The upper size limit ensures that thermal forces are still significant in determining

the motion of the colloidal particle and that gravitational settling does not simply

remove particles from the dispersion.

1.1.1 Forces acting on individual colloids

The fundamental unit of energy in the colloidal and molecular world is the thermal

energy kBT, where kB is Boltzmann’s constant (1.381 × 10−23 J K−1) and T is the

absolute temperature (K). Boltzmann’s constant is also equal to R/NA (R: gas con-

stant, NA: Avogadro’s number). For reference, the translational energy of an ideal

gas of hard spheres is (3/2) kBT per particle. At 298 K, the energy kBT is 4.1 × 10−21



1.1 Colloidal phenomena 3

Figure 1.1. Some typical colloidal particles. Clockwise from upper left: silica spheres, lead sulfite

crystals, fumed silica aerogel, polymer dumbbells, calcium carbonate rods, and kaolin clay. (Images

courtesy of Dr. Ronald Egres, Dr. Caroline Nam, and Mark Pancyzk.)

J (∼4 zeptojoules). Although this energy appears to be small, it sets the energy scale

for all colloidal interactions. One important consequence of the motion resulting

from thermal energy is the osmotic pressure arising from the presence of colloids (or

polymers or salt ions, for that matter). For an ideal gas the thermal motion of the

atoms leads to a pressure P = nkBT, where n is the number density of the atoms.

By analogy, the thermal motion of the colloid leads to an osmotic pressure � in a

colloidal dispersion, which for dilute systems leads to the van’t Hoff law,

� = nkBT. (1.1)

In 1851 George Stokes derived the frictional force acting on a sphere of radius a

moving with velocity V immersed in a fluid of constant viscosity �m. The symbol �m

is used throughout as the viscosity of the suspending medium, which is denoted �

in many texts. The hydrodynamic force acting on a particle is also known as Stokes

drag:

Fh = 6��maV. (1.2)

For water (�m ≈ 10−3 Pa s) the drag force on a particle with a radius of 1 �m (10−6 m)

and moving at a velocity V of 1 �m s−1 (10−6 m s−1) yields a characteristic drag force

of ∼2 × 10−15 N, or ∼2 fN (femtonewtons).

The characteristic Brownian force acting on a colloidal particle is defined in terms

of the thermal energy as

F B = kBT/a. (1.3)
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For a 1 �m particle, this force is on the order of 4 × 10−15 N, or ∼4 fN. The Brow-

nian force arises from the random thermal collisions of the suspending medium

molecules with the colloidal particles and leads to diffusive motion. It is named

for the nineteenth-century botanist Robert Brown, who reported the phenomenon

in 1827.

The theory of Brownian motion was elucidated independently by Albert Einstein

(1905) [5] and by Marian von Smoluchowski (1906) [6]. The central result is an

equation that relates the mean square displacement
〈

(�r)2〉 of the colloidal particle,

where r(t) is the distance a particle has diffused, by the time t allowed for diffusion:

lim
t→∞

〈

(�r(t))2
〉

= 6Dt. (1.4)

The coefficient D is the Einstein-Smoluchowski diffusivity. It was calculated by

Einstein and independently by William Sutherland, an Australian scientist, in 1905

[7]. For a spherical colloid,

D0 = kBT/6��ma. (1.5)

This equation is known as the Stokes-Einstein-Sutherland equation. Einstein’s work

on the subject was motivated by the desire to determine molecular properties, specif-

ically what we now call Avogadro’s number, NA. Validation of this prediction by

Jean Perrin [8] led to one of three independent measures of NA, which was critical

as proof of the atomic theory of matter (see the framed story, Colloids and the 1926

Nobel Prize for Physics, in this chapter).

Colloids and the 1926 Nobel Prize for Physics

This is one of three Nobel Prizes directly attributed to investigations of colloidal

phenomena – the others were awarded to R. A. Zsigmondy (1925) for the ultra-

microscope and T. Svedberg (1926) for ultracentrifugation, both in chemistry.

Einstein’s work on Brownian motion was motivated in large part by a desire

to prove the existence of atoms. Of central importance was the calculation of

Avogadro’s number, the number of atoms in a mole. The French physicist Jean

Perrin investigated Brownian motion and applied the work of Einstein and von

Smoluchowski to back-calculate Avogadro’s number from his experiments.

It is very remarkable that these so familiar ideas become false on the scale

of the observations which we can make under a microscope: each microscopic

particle placed in water (or any other liquid), instead of falling in a regular

manner exhibits a continuous and perfectly irregular agitation. It goes to and

fro whilst turning about, it rises, falls, rises again, without tending in any way

towards repose, and maintaining indefinitely the same mean state of agitation.

This phenomenon which was predicted by Lucretius, suspected by Buffon, and

established with certainty by Brown, constitutes the Brownian movement.

(from Perrin’s Nobel Lecture http://nobelprize.org)
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Figure 1.2. Jean Perrin’s data, showing the location of colloidal particles released from the center

at time zero and measured at time t. The right figure shows a typical trajectory of a 0.53 �m particle.

(Used with permission from [9].)

Perrin used the fact that kB = R/NA, and that the gas constant R was known to

great precision from the study of gases. Direct measurements of the displacement

of colloids of known size in a fluid of known viscosity yieldedD, from the Einstein-

Smoluchowski equation. The measurements are shown in Figure 1.2 [9].

From the indicated radial bins, Perrin calculated the mean square displace-

ment at this time and, repeating the procedure for various times, particle sizes, and

suspending fluids, obtained a value for Avogadro’s number of 6.4 × 1023 (remark-

ably close to the accepted value of 6.022 × 1023). Interestingly, Perrin also used

Einstein’s predictions for rotational Brownian motion, measured using particles

with small internal flaws so the rotational displacement could be measured. This

yielded a value of 6.5 × 1023. These measurements, along with two other methods

for determining NA, proved conclusively the atomic theory of matter.

The Brownian force also leads to a characteristic stress, which is typically scaled

on the thermal energy per characteristic volume of the particle, ∼kBT/a3. Values for

the colloidal size range are given in Table 1.1. This characteristic stress sets the scale

for the elastic modulus of colloidal dispersions (see Chapter 3). The table illustrates

the substantial reduction in characteristic stress that results from increasing particle

size, which will have important consequences for the elastic moduli of colloidal gels

and glasses.

Colloidal particles are subject to gravity; when the force of gravity is larger than

the characteristic Brownian force, the particles will settle (or cream, if they are less

dense than the suspending medium). The force of gravity F g acting on a suspended

spherical colloidal particle of density � p in a suspending medium of density �m is

given by Archimedes’ principle,

F g = �� Vpg = (� p − �m) 4
3
�a3g. (1.6)
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Table 1.1. Specific surface area and characteristic stress for
spherical particles of a given radius and a density of 1000 kg m−3.

Radius (m) Specific surface area (m2 g−1) Characteristic stress (Pa)

10−9 1.50 × 103 4.10 × 106

10−8 1.50 × 102 4.10 × 103

10−7 1.50 × 101 4.10 × 100

10−6 1.50 × 100 4.10 × 10−3

A typical gravitational force for a particle with a density 100 kg m−3 greater than

that of the surrounding medium and a radius of 1 �m is F g ∼ 4 × 10−15 N, or ∼ 4 fN.

Thus, for colloidal-sized particles, the gravitational force is often comparable to or

less than that of Brownian motion.

The Brownian force and gravity constitute the most common body forces acting

on colloidal particles. Electrical and magnetic fields can also couple to the particles

and can lead, interestingly, to particle chaining and electro- or magneto-rheological

effects. Discussion of these forces can be found in Chapter 11.

1.1.2 Colloidal interactions

Two or more particles interact via dispersion, surface, depletion, and hydrodynamic

forces, the difference being the source of the interactions. Hydrodynamic interac-

tions arise from a disturbance induced in the fluid flow field by the presence of

a particle, which in turn exerts a force on other particles within the range of the

flow field. These interactions are discussed in Chapter 2. Dispersion forces arise

from the ubiquitous quantum mechanical effects caused by fluctuations in the elec-

tron clouds surrounding atoms. Surface forces arise from the proximity of colloidal

surfaces in a colloidal dispersion, where the surfaces can be charged, have adsorbed

ions, nanoparticles, surfactants, or polymers, or may be covered with surface-grafted

polymers. These forces can act to stabilize or destabilize colloids when the colloidal

particles approach to within the range of the interaction. Depletion forces arise from

soluble polymers or nanoparticles that lead to attractions when they are unable to

access the space between particles in close proximity. Given a potential of interac-

tion � (r) that is a function of the separation r between particle centers, the force

can be calculated as the derivative of the potential:

F (r) = −
d� (r)

dr
. (1.7)

Atoms and molecules interact by so-called dispersion forces, which in the sim-

plified Druid model are a consequence of the polarization of the electron cloud of

one atom by the fluctuating electron cloud of another. This fluctuation polarization

leads, under most circumstances, to an attractive force between the atoms. Colloidal

particles are subject to similar effects, whereby the atoms of one colloid induce

polarization in the atoms of another. The net effect of this fluctuating polarization
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Figure 1.3. Interaction (DLVO) potential

for 100 nm radius colloid particles with a

surface charge of 25 mV and Hamaker con-

stant of 10 kBT at a salt concentration of

50 mM. The solid line is the total poten-

tial, composed of the dispersion potential

(Eq. (1.9), dashed line) plus the electro-

static potential (Eq. (1.12), thin line).

is known as the London-van der Waals or dispersion force between the particles.

In its simplest manifestations, such as the force between two homogeneous plates

in close approach, the dispersion interaction potential (per area of plate) has the

simple form

�d (h)

area
= −

A

12�h2
, (1.8)

where h is the distance between the particle surfaces. The coefficient A, known as

the Hamaker constant, is a function of the material of the particles as well as that of

the suspending medium (and, in the full theory, can also depend on the separation

distance). A ranges from about 30 × 10−20 J, for gold particles in water, to values of

the order of 1 × 10−20 J or less, for inorganic and polymeric particles (see p. xxi).

The dispersion potential is predicted to go to minus infinity as the surfaces touch.

This suggests cold-welding of the particles and, indeed, the Hamaker constant can be

estimated from the work of adhesion. For any real particle system, however, surface

roughness, adsorbed or chemically bound ions, or solvent molecules on the surface

will play a role in particle aggregation.

For two spherical colloidal particles with radii a1 and a2, the potential is

�d(r) = −
A

6

(

2a1a2

r2 − (a1 + a2)2
+

2a1a2

r2 − (a1 − a2)2
+ ln

r2 − (a1 + a2)2

r2 − (a1 − a2)2

)

. (1.9)

Figure 1.3 shows a plot of the dispersion potential from Eq. (1.9).

For 100 nm radius particles with A= 10−20 J (close to that for silica in water),

Eq. (1.9) suggests that a surface layer of ∼1 nm will lead to a potential at contact of

the order of −10−17 J (∼ −104 kBT), which is substantially larger than the Brownian

or thermal energy. Dispersion forces between colloids act over a relatively long

range, but become less than thermal forces for separations on the order of the

particle size. In the absence of a stabilizing force, the particles will simply aggregate

and settle out (or cream out) of solution. Therefore, colloidal dispersions must have

some explicit means to impart colloidal stability. Such stability is often imparted via

surface charge.
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Figure 1.4. Schematic of a double layer in solution at the surface of a colloidal particle. The Stern

layer is indicated, as well as the electrostatic potential � (r) (thick line). The potential at the Stern

layer is often taken to be the 
 potential.

Colloidal particles, by virtue of their small size, have a very large specific surface

area. Table 1.1 illustrates the strong effect of particle size on specific surface area.

Note that 1 g of nanometer-sized particles has a nominal surface area comparable to

that of a football field. Not only is this highly relevant for adsorption, but it suggests

that surface effects are extremely critical in colloidal dispersions.

Suspending particles in a liquid leads to charging of the surface, by either surface

acids or bases (such as carboxylic, silane, or sulfate groups), by adsorption of free

ions, as is typical in clays, or by adsorption of surfactants or polyelectrolytes. Thus,

unless special precautions are taken, colloidal particles generally carry an electrical

charge. The presence of dissociated chemical groups on the surface, of adsorbed

ions, and of free counter ions and added salt ions leads to a complex, structured

electrostatic layer in solution near the particle surface.

Figure 1.4 depicts a simplified double layer of counterions (positively charged)

surrounding a surface with negative charges (presumably due to dissociated acid

groups, such as carboxyl or sulfate groups on polymer surfaces or Si–O− groups

for silica). The innermost layer of ions is adsorbed to the surface and the

system is electroneutral, so the rest of the counterions are in solution. The shad-

ing denotes the density of these counterions. There are also cations and anions

in solution arising from any additional, added electrolytes, such as salt (NaCl) or

buffers.

The thick line in Figure 1.4 represents the electrostatic potential � (r) corre-

sponding to this distribution of ions, which is calculated as a solution of the Poisson-

Boltzmann equation (e.g., see [1, 2]). The ions in the Stern layer are considered

to be immobile and this region acts as a capacitor over which the potential decays

linearly. The outer limit of this region is associated with the plane of shear, beyond
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Figure 1.5 Surface charge (as number of

OH− groups per nm2) for silica (Ludox) in

water, showing the effect of pH and added

electrolyte (NaCl, Molar). (After Iler [10].)

which the liquid around a moving particle is no longer trapped to move with the par-

ticle. The potential at this point is often taken to be the zeta (
) potential, determined

by electrophoretic mobility measurements.

Beyond the Stern layer, the potential � (r) decays rapidly with a decay constant

known as the Debye length, �−1. This length scale is determined by the ionic strength

of the solution and the dielectric properties of the suspending medium as

�−1 =
√

√

√

√

√

εkBT

e2

(

∑

i

z2
i ni,∞

) . (1.10)

For water at room temperature and for a 1:1 electrolyte (such as NaCl), �−1(nm) ∼
3
√

Csalt/0.01M, where the salt concentration is molar. Thus, the electrostatic screen-

ing length is on the order of 3 nm for 0.01 M (10 mM) 1:1 salt solutions. This should

be compared with the particle radius a to assess whether the range of the electrostatic

interaction is large. The larger the dimensionless group �a, the thinner the double

layer.

Some brief comments about the effect of ion type on electrostatic interactions

are of value. Equation (1.10) shows that the screening length depends on the square

of the ion valence (zi ) but only the first power of the solution concentration of ions

(ni,∞). Therefore, divalent ions, such as Ca2+, are much more effective in screening

the electrostatic potential around particles. Multivalent counterions are also much

more readily adsorbed in the Stern layer and can even lead to charge reversal,

as when using trivalent alumina ions to create cationic (positively) charged silica

particles at low pH [10]. Finally, although the equation does not distinguish specific

ions other than by their charge, the effects of ion size and hydration can affect the

propensity to adsorb in the Stern layer.

As the surface charge may be due to chemical dissociation of an acid or basic

group, pH plays a large role in determining the charge on a colloid. A typical titration

curve for silica is shown in Figure 1.5. Upon addition of base (NaOH) the surface

silanol groups SiO−, which are dissociated at low pH, become protonated and

reverse charge at higher pH. The pH at which this reversal occurs, known as the point

of zero charge (PZC), is often associated with colloidal aggregation due to the loss of

electrostatic stabilization (see Chapter 6). For low surface charge densities and
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Figure 1.6. Two similar colloidal particles

in solution, showing the associated ion

distribution.

potentials, the surface charge Q on the particle is related to the surface potential � s

by

Q = 4�aεε0 (1 + �a) � s . (1.11)

The surface potential is often assumed to be the measured 
 potential. The

monograph by Hunter [3] provides a more detailed treatment of the possibilities

and resulting electrostatic potentials surrounding various types of surfaces in a

liquid.

Two colloidal particles interact when they approach closely enough that their

respective electrostatic fields � (r) overlap, that is, when their surfaces are within a

few multiples of the Debye screening length �−1. Each particle with its associated

counterions is necessarily electroneutral. Therefore the colloidal interaction due to

electrostatics is not simply electrostatic repulsion, as would be the case for charged

spheres in a vacuum. In solution, the dominant contribution to the force acting

between identical charged particles arises from the excess osmotic repulsion due to

the excess number of ions in the surrounding double layer.

While the mathematical development of the total interaction potential �el aris-

ing from this complex situation is beyond the scope of this text, the physical

principle leading to the repulsion between similar colloids can be deduced from

the sketch in Figure 1.6. Specifically, the overlap of the double layers results in

an increased ion concentration between the two particles. As a consequence, the

local osmotic pressure is higher between the two particles, as shown in Eq. (1.1).

This excess osmotic pressure acts to push the particles apart until the two double

layers are separated. Under the assumptions that the two colloids have the

same size and surface potential and that the electrostatic fields surrounding each

particle can be linearly added, the following expression for the potential of interac-

tion due to electrostatic interactions in the presence of a symmetric electrolyte of

valence z results:

�el(h) = 32aεεo

(

kT

ze

)2

tanh2

(

� sez

4kBT

)

exp(−�h). (1.12)

where h = r − 2a is the surface-to-surface distance between the particles. Equation

(1.12) shows that the interaction potential decays exponentially with the character-

istic length given by the Debye screening length, as expected. The magnitude of the

potential is determined by the surface potential, but also depends on the particle size,
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Figure 1.7. Electrostatic potential between

colloidal particles of 100 nm size in aqueous

solutions of various concentrations of added

electrolyte (from left to right, Csalt = 50 mM,

12.5 mM, 2 mM).

the dielectric constant of the medium, the charge on the counterions, and the abso-

lute temperature. Note that, at very high surface potentials (� sez/4kBT ≫ 1), the

hyperbolic tangent function approaches 1 and the electrostatic repulsion between

colloids becomes independent of the surface charge.

Figure 1.7 explores this potential for 100 nm particles with a surface potential

of 25 mV in water at various salt concentrations. As observed, the potential decays

rapidly with increasing surface separation. Upon addition of electrolyte (1:1) the

range of the potential is rapidly reduced by screening.

Derjaguin and Landau and, independently, Verwey and Overbeek proposed the

linear addition of the dispersion attraction potential to the electrostatic repulsion

potential to explain the complex behavior of colloidal dispersions. Figure 1.3 shows

the combined potential, denoted the DLVO potential �DLVO = �d + �el , for a typ-

ical system. The combined curve exhibits, with increasing separation distance, a

primary minimum, an electrostatic barrier, and a secondary minimum. Particles that

are initially separated experience a long-range attraction. If the secondary mini-

mum is sufficiently deep, the particles will flocculate. This secondary flocculation

is reversible, for example by shear or sonication. Further approach is hindered by

the electrostatic barrier which, if sufficiently high (>10 kBT), will hinder particle

aggregation.

Such dispersions are only kinetically stable in that, given sufficient time, thermal

fluctuations will eventually drive particles over the barrier and into the primary mini-

mum, leading to particle aggregation. Thus, such dispersions have a finite “shelf-life.”

They can also be sensitive to shear aggregation or may aggregate upon sonication.

Whether shear or sonication can peptize, or re-suspend, the dispersion depends on

the depth of the primary minimum, which, as noted above, is sensitive to the details

of the particle surface. The energy required to pull particles out of the primary min-

imum depends on both the depth of the primary minimum and the height of the

electrostatic barrier. The barrier height and distance from the surface both depend

on electrolyte concentration, which modifies the electrostatic repulsion. Hence, the

DLVO potential predicts a rich colloidal behavior.

A calculation of particular relevance to colloidal stability is the critical floc-

culation concentration nc f c (often also referred to in the literature as the critical

coagulation concentration), which is the amount of electrolyte required to drive the
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Figure 1.8. Potential of interaction due to

steric repulsion between grafted polymer

brushes of varying length and graft den-

sity, as illustrated. (After Maranzano and

Wagner [11].)

stability barrier to zero. This can be readily calculated from the DLVO potential by

differentiating the combined potential and setting the value of the potential to zero

at the maximum (i.e., �DLVO (r) = d�DLVO (r)/dr = 0). The resultant equation for

the salt concentration (in moles/liter) is

nc f c ≈
49.6

z6l3
b

(

kBT

A

)2

, (1.13)

where z is the charge on the ions and lb = e2/4�εε0kBT is the Bjerrum length

(∼0.714 nm in water at 25◦C). This calculation, which is valid for high surface

potentials (i.e., ez� s/4kBT > 1), illustrates the strong dependence of stability on the

ion valence, and is known as the Schulze-Hardy rule.

Thermodynamic stability can be imparted to dispersions by steric repulsions from

grafted or adsorbed polymers or surfactants. Conceptually, the simplest system is an

end-grafted polymer brush, as sketched in Figure 1.8 [11]. With sufficient graft density

and molecular weight, the steric repulsion can prevent particles from aggregating.

The source of the steric repulsion is captured in the simple model proposed by Fischer

(see [11]). This expresses the potential as the product of the osmotic pressure in the

overlap region (�) and the volume of overlap (Vo), which is essentially the work

required to bring the particles into overlap, �pol = �Vo. A robust model applicable

to stretched, grafted brushes is

�pol (r) =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

∞, r < 2a

�0

[

− ln (y) −
9

5
(1 − y) +

1

3

(

1 − y3
)

−
1

30

(

1 − y6
)

]

,

2a < r < 2 (a + L)

0, r > 2 (a + L)

, (1.14)

with

y =
r − 2a

2L
,

�0 =
(

�3L	p

12Npl2
kBT

)

aL2.
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Figure 1.9. Depletion potential for vari-

ous polymer concentrations (expressed in

terms of the fraction of c*) and polymer

molecular weights (expressed in terms of

Rg).

The surface layer consists of polymer molecules with contour length L, degree

of polymerization Np, segment length l, and surface graft density 	p. As seen in

Figure 1.8, grafted polymer leads to a steep repulsive force with a range comparable

to the radius of gyration of the polymer for low graft densities to the chain length for

higher graft densities. Note that the strength depends on the quality of the solvent

for the polymer: in a good solvent, the brush is swollen in the solvent. Increasing

the polymer concentration in the overlap region by bringing two particles together

is then thermodynamically unfavorable, as the polymer prefers the solvent. Changes

in solvent quality from changing the composition or temperature can lead to an

attractive interaction, where the particles become “sticky” and form a gel [2].

Unlike the stabilization provided by grafted polymer, dissolved polymer can

induce an attraction between particles. This depletion potential arises from the

exclusion of polymers from the region between the particles when they are in close

approach (see Figure 1.9). The potential, originally due to Asakura and Oosawa [12],

is proportional to the osmotic pressure of the polymer in solution and to the volume

of the region between the particles from which polymer is excluded. It depends on

the concentration cp of polymer in solution relative to the overlap concentration c∗
p,

and on Rg , the radius of gyration of the polymer:

�dep (r)

kBT
=

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

∞, r < 2a,

−
cp

�c∗
p

(

1 +
a

Rg

)3
[

1 −
3r

4 (a + Rg)
+

r3

16 (a + Rg)3

]

, 2a <r <a + 2Rg,

0, r > 2a + 2Rg.

(1.15)

Figure 1.9 illustrates the potential and the effects of increasing polymer concen-

tration and molecular weight. The osmotic pressure is proportional to the polymer

concentration for dilute systems and the exclusion region is proportional to the

radius of gyration of the polymer. This model is valid for dilute polymer solutions

where the polymer is smaller than the colloid. Increasing the polymer concentra-

tion or decreasing the relative size of colloid to polymer leads to a more complex

interaction potential that may exhibit minima and maxima [13].
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Figure 1.10. Model square-well potential comprised of

a hard sphere repulsion for separation distances less

than 2a and an attractive interaction with range 2�.

Adsorbing polymer in solution produces a more complex behavior that depends

on the degree of surface coverage. Very low polymer concentrations can induce

bridging flocculation, whereby polymer adsorbs simultaneously on multiple colloids,

causing flocculation. Such methods are used to remove colloids during water purifi-

cation. Adding more polymer can stabilize the particles, as each is fully coated

by an adsorbed polymer brush, resembling the grafted polymer discussed previ-

ously. Adding even more polymer leads to excess free polymer in solution, which

can result in a depletion attraction. This is largely because polymer adsorption on

colloids is often essentially irreversible. This complexity in colloidal interactions

due to adsorbing polymer can be harnessed to control colloidal stability and phase

behavior.

Modeling of colloidal interactions is often performed using simplified potentials.

Two hard particles cannot overlap and so the simplest potential is that of hard

spheres, i.e., the particles do not interact until they touch and then the repulsive

force becomes infinitely large. This potential model has only one parameter, the

hard sphere diameter 2a. As will be shown in Chapter 4, some electrostatically and

sterically stabilized dispersions can be well modeled by an effective hard sphere

potential. This is achieved via an effective hard sphere radius that is larger than the

true radius a of the particles by an amount corresponding to the characteristic range

of the repulsive interactions. Such an approach is particularly useful for interpreting

colloidal dispersion rheology (Chapter 4).

The effects of attractive interactions can often be captured by a square-well

potential, shown in Figure 1.10 and described in Eq. (1.16) below. The square-well

potential is a hard sphere potential with an attractive well, the latter characterized

by a well depth � and well width 2�:

�sq (r) =

⎧

⎨

⎩

∞, r < 2a,

−�, 2a < r < 2(a + �),

0, r > 2(a + �).

(1.16)

In the limit that the well width becomes infinitesimally narrow but the energy

of interaction remains finite, the square well reduces to the sticky-sphere potential,

characterized by a diameter 2a and a strength of interaction 
B, known as the Baxter

sticky parameter [14]. This model has one less parameter than the square well and

is often used for particles with short-range attractions, as discussed in Chapter 6.
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Figure 1.11. Hard sphere dispersion phase dia-

gram, showing fluid-crystal phase transition, glass

transition, random close packing, and crystalline

maximum packing limits.

A method for determining the parameters of one model potential from those of

another is discussed in the appendix.

1.1.3 Phase behavior and colloidal stability

1.1.3.1 Phase behavior

When studying equilibrium phase behavior, hydrodynamic interactions can be

ignored as they only affect time scales. For hard spheres, the only interactions

that have to be considered are excluded-volume interactions, which specify that

two particles cannot overlap. The interaction potential is either zero, when there

is no contact between particles, or infinite, when the particles are in contact. As

a consequence of this potential, monodisperse Brownian hard sphere dispersions

do not exhibit the usual gas–liquid–solid phase transitions that are typical for sim-

ple liquids. For the same reason they are also considered to be thermodynamically

athermal, i.e., the phase diagram is independent of temperature. At low volume frac-

tions, suspensions of Brownian hard spheres are in a fluid state, as Brownian motion

drives the particles towards a uniform density and a random distribution in the sus-

pending fluid. In the absence of significant sedimentation this will result in a stable

dispersion.

Adding additional particles to a dispersion leads to crowding that, eventually,

results in a fluid-crystal phase transition, as shown in Figure 1.11. This transition is

driven by entropy, such that the local entropy gain of colloidal particles in the crystal

is greater than the loss of configurational entropy due to crystallization. Colloidal

concentrations are often reported in terms of volume fractions, defined as

� =
4�a3

3
n, (1.17)

where n is the number density of colloidal particles. Up to � = 0.494, the system

is completely fluid; above � = 0.54, it is fully crystalline. In between is a two-

phase region of coexistence of fluid and crystal. In practice, this phase behavior

is often not observed and the suspension remains a fluid until the glass transi-

tion, which is observed to be around �g ≈ 0.58 [15]. A glass, which is a solid with

fluid-like structure, can persist until a maximum packing fraction of �rcp = 0.638,
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Figure 1.12. Phase and state diagram for colloids with short-range attractions (i.e., adhesive or

“sticky” spheres).

the random close packing. The crystalline structure achieves a maximum pack-

ing as a face-centered crystal (FCC) at �f cc = 0.74. These limits will be particu-

larly relevant when discussing the rheology of Brownian hard sphere dispersions in

Chapter 3.

A number of practical issues make observation of the liquid–crystal phase tran-

sition difficult in practice [16]. Gravitational settling and long relaxation times in

concentrated systems, as well as size polydispersity, lead to observations of fluid-

like behavior for most experimental hard-sphere-like systems, even at volume

fractions above 0.55. This is not surprising as the hard sphere colloidal crystal is

easily disrupted by weak shearing. Experiments, simulations, and theoretical calcu-

lations suggest that hard spheres cannot crystallize if the size polydispersity exceeds

∼12% [17].

An absolutely hard sphere colloidal suspension is never realized in practice, as

van der Waals attractions are always present. Colloidal phase behavior then parallels

that of atomic and molecular fluids, but can be complicated by kinetic effects such

as aggregation, coalescence, gelation, and glass formation. As a simplified road map,

we present a phase diagram for adhesive or “sticky” spheres in Figure 1.12. The

vertical axis is the sticky parameter 
B, which plays the role of temperature in simple

molecular phase diagrams. The horizontal axis is the volume fraction of colloids.

The hard sphere behavior discussed previously is evident at high values of 
B (i.e.,

no attractions), where increasing colloid concentration leads to crystallization or

glass formation. At low to moderate colloid concentrations, lowering 
B leads to a

phase separation into coexisting colloid-lean and colloid-rich phases, analogous to

a gas–liquid phase separation in molecular fluids [18]. The critical point occurs at

moderate concentrations (∼20%). Above this lies a dynamic percolation line that
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Figure 1.13. Illustration of the effect of

electrolyte concentration on the phase

behavior of charge stabilized colloidal parti-

cles. Lowering electrolyte concentration can

lead to crystallization, whereas the addition

of electrolyte can lead to flocculation and gel

formation – both leading to a transition from

a fluid state to a solid-like state.

separates liquid from gel [19]. Note that attractions also broaden the liquid–crystal

phase boundaries [20], where the percolation line tends towards the liquid-solid

phase boundary. For low strengths of attraction (high 
B), the colloidal motion

becomes localized at high volume fractions and the dispersion becomes a glass [21].

This is often observed at high particle concentrations, as crystallization can be slow.

Increasing the strength of attraction leads to a different type of glass, an attractive

driven glass, which tends to form at lower concentrations as the attractions increase

[22]. It is not fully understood how this attractive driven glass relates to the perco-

lation transition generally associated with gelation at lower particle concentrations.

We note that this state diagram is for short-range potentials and that the locations

of the equilibrium and kinetic transitions are very sensitive to the range of the inter-

actions (for example, for longer-range potentials, lowering of 
B will lead to a triple

point).

In colloidal systems destabilized, for example by the addition of electrolyte or

polymer, particles can cluster together into flocs, as shown in Figure 1.13. Flocs are

considered to be colloidal aggregates that are usually very open (i.e., fractal-like) in

structure and can be broken and reformed by shear, for example. Above a critical

concentration the flocs form a space-filling structure, resulting in a gel. A gel exhibits

solid-like behavior such as yield stress and viscoelasticity (see Section 1.2). The

formation of flocs often precludes phase separation as flocs tend to sediment or form

gels. These behaviors will be discussed in more detail in Chapter 6, along with the

additional features illustrated in Figure 1.12.

1.1.3.2 Colloidal stability

Driven by Brownian motion, colloidal particles will come into contact at a rate

that is governed by diffusion. Von Smoluchowski (1917; see framed story, Chap-

ter 4) first calculated the resulting rate of flocculation, known as rapid Brownian
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flocculation, assuming that each binary collision would cause the two particles to

stick together:

J0 =
8kBT

3�m

n2 =
3kBT

2�m�2a6
�2. (1.18)

The rate of doublet formation is dependent on the rate of diffusion and is propor-

tional to the square of the particle volume fraction.

For real colloidal particles the flocculation rate will be slightly accelerated by the

presence of an attractive interaction and greatly retarded by stabilizing forces such

as electrostatic repulsion. Fuchs (1934; see [1], p. 54) modified the theory to include

an interparticle potential, Spielman (1970) and Honig, Roebersen, and Wiersema

(1971) included hydrodynamic interactions to yield the exact formula for the rate of

Brownian flocculation J. This is often cast in terms of a stability ratio W, defined as

W =
J0

J
= 2a

∞
∫

2a

e�/kBT

r2G(r)
dr. (1.19)

In the above, G(r) is a hydrodynamic function discussed in Chapter 2 that describes

the resistance to motion as two particles move towards one another. Note that the

potential of interaction can exhibit a large barrier (see Figure 1.3) that provides

significant stability by retarding the rate of Brownian flocculation.

Prieve and Ruckenstein (1980; see [2]) found a convenient approximate form of

the stability ratio, cast directly in terms of the energy barrier �max as

W = W∞ + 0.25
(

e�max/kBT − 1
)

. (1.20)

Note that W∞ is the rate of rapid Brownian flocculation or aggregation in the absence

of any stabilizing forces. Equation (1.20) shows how the stability ratio can increase

substantially above that for rapid Brownian flocculation. Higher values could, for

example, be achieved by an increase of the surface charge or a reduction in electrolyte

concentration.

The characteristic time scale for aggregation can be calculated as


agg =
��ma3W

�kBT
. (1.21)

This depends on the medium viscosity, the particle volume, and the stability ratio,

and is inversely proportional to the particle volume fraction and the thermal energy.

Typical values range from milliseconds, for nanoparticles in water without stabi-

lization, to months or even years, for particles with stabilizing electrostatic forces.

Colloidal aggregation leads to flocculation or fractal, gel, or glass formation; the

rheological manifestations of colloidal attractions will be discussed in Chapter 6.

1.2 Principles of rheology

1.2.1 Basic concepts

In this section the basic concepts of rheology are introduced. No elaborate fluid

mechanics calculations will be performed, so the detailed toolbox of the theory
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Figure 1.14. Shear flow between sliding and fixed plates

separated by a distance h. The upper plate moves with

a velocity V in the x direction.

of nonlinear continuum mechanics is not required. Several available textbooks are

dedicated completely to rheology, and the reader is referred to these for more details.

At an elementary level, An Introduction to Rheology by H. A. Barnes, J. F. Hutton,

and K. Walters [23] can be mentioned. More complete treatments are those by C. W.

Macosko [24] and by F. Morrison [25]. Various other books, e.g., [26], cover specific

material classes.

As a start we consider the simple flow condition shown in Figure 1.14. A liquid

is contained between two parallel plates a distance h apart. The top plate slides

with velocity V in the x direction, while the bottom plate is stationary. At velocities

sufficiently low to avoid turbulence, the fluid will everywhere flow parallel to the

plates. The local velocities vx vary linearly across the gap. In most cases the liquid

layers near each plate have the same velocity as that plate (“no-slip” conditions; slip

at the walls will be discussed in Chapter 9). Hence the gradient dvx/dy of vx in the y

direction is constant throughout the liquid:

dvx

dy
=

V

h
= �̇ = constant. (1.22)

Figure 1.14 is an idealization of the flow in a typical rotational rheometer; in real

devices the velocity gradient can vary with position. Rheological test equipment will

be discussed in detail in Chapter 9.

To generate the flow a force Fxy has to be applied to the upper plate. The first

index, x in this case, specifies the direction of the force and the second one, y, defines

the plane to which the force is applied, in terms of the normal to the plane. The

force required to move the top plate at velocity V is proportional to the surface area

of the plates. Therefore the relevant characteristic for the dynamics involved is the

force per unit area, or stress, 	xy. This shear stress is transmitted from one plate to

the other and acts on each fluid element in between. The kinematic parameter that

determines the level of the internal stresses in this case is the velocity gradient or

shear rate. For fluids of low molar mass, Newton’s constitutive equation for viscosity

applies. This relation specifies, in simple terms, that the stress is proportional to the

velocity gradient. The proportionality constant, the viscosity coefficient �, expresses

the resistance to flow in Newtonian fluids:

	xy = �
dvx

dy
. (1.23)

Newton’s law is the simplest example of a rheological constitutive equation. Such an

equation expresses the intrinsic relation between the stresses and the kinematics for
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a given fluid. It can be combined with the conservation laws for mass, momentum,

and energy to solve various flow problems (the Navier-Stokes equations).

1.2.1.1 Kinematics

Flows are not always as simple as shown in Figure 1.14. Therefore the concepts

used in Eq. (1.23) need to be generalized somewhat. In general the velocity is not

necessarily oriented along a coordinate line. It must be described by a vector field

v (r) in which the velocity v at each position r (x, y, z) has components (vx, vy, vz)

in the coordinate directions. In Figure 1.14 a single, non-zero velocity component

varies in only one coordinate direction. In a general three-dimensional flow, any

gradient of any component can be non-zero. Hence, the velocity gradient has to be

represented by a matrix ∇v :

∇v =

⎛

⎝

∂vx/∂x ∂vx/∂y ∂vx/∂z

∂vy/∂x ∂vy/∂y ∂vy/∂z

∂vz/∂x ∂vz/∂y ∂vz/∂z

⎞

⎠ . (1.24)

For simple one-dimensional shear flows using Cartesian coordinates, the convention

is that x (or 1) is the flow direction, y (or 2) the gradient direction, and z (or

3) the neutral or vorticity direction. The components of the matrix in Eq. (1.24)

represent physical entities and therefore obey certain transformation rules when

converted to a different coordinate system. These are the transformation rules for

the components of tensors (or linear transformations). The same applies to the stress

components.

The vector v and tensor ∇v can contain non-zero components even when there

is no flow. This is the case, for example, when a liquid rotates as a rigid body without

any flow. This makes the velocity gradient unsuitable for expressing the kinematics

in constitutive equations. This inconvenience can be avoided by using the so-called

symmetric part of the velocity gradient, which is not affected by rigid-body rotation.

The result is the rate-of-strain tensor, D, with components

Di j =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

∂vx

∂x

1

2

(

∂vx

∂y
+

∂vy

∂x

)

1

2

(

∂vx

∂z
+

∂vz

∂x

)

1

2

(

∂vy

∂x
+

∂vx

∂y

)

∂vy

∂y

1

2

(

∂vy

∂z
+

∂vz

∂y

)

1

2

(

∂vz

∂x
+

∂vx

∂z

)

1

2

(

∂vz

∂y
+

∂vy

∂z

)

∂vz

∂z

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

. (1.25)

Applied to the flow of Figure 1.14, this changes Eq. (1.23) to 	xy = 2�Dxy. To avoid

the factor of 2 in this equation one often uses the tensor �̇, defined as 2D. Note

that the matrix in Eq. (1.25) is symmetric with respect to its first diagonal. The

sum of the diagonal terms expresses the rate at which the volume changes. In most

cases of liquid flow it can be assumed that the volume remains constant during flow

(incompressible flows), requiring this term to be zero:

∇ · v =
∂vx

∂x
+

∂vy

∂y
+

∂vz

∂z
= 0. (1.26)
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Figure 1.15. Illustration of uniaxial extensional flow. A viscous material

is stretched by a force acting along the x direction.

Non-zero off-diagonal terms of D (Dij, i �= j) describe a shearing motion in which

layers of fluid slide along each other. For one-dimensional flows, this reduces to a

simple shear flow (Figure 1.14) characterized by the shear rate 2Dxy or �̇ . When,

on the other hand, only the terms on the first diagonal (Dij, i = j) are non-zero, a

motion is described in which the liquid is not sheared but stretched or compressed

along the coordinate lines. The simplest case is that of a uniaxial stretching motion.

This can be generated by taking a rod of very viscous material (in order to be able to

do the experiment!) and pulling at both ends to stretch it continuously. Such uniaxial

extensional or elongational flows occur during the spinning of fibers, for example.

Uniaxial extensional flow is illustrated in Figure 1.15. The acceleration in the x (or

1) direction causes a flow in the cross-directions in order to satisfy the conservation

of mass expressed by Eq. (1.26):

∂vy

∂y
=

∂vz

∂z
= −

1

2

∂vx

∂x
. (1.27)

The off-diagonal terms are equal to zero. The velocities in the y and z directions are

identical for symmetry reasons.

In more complex flows, shear and extensional components can both be present.

This occurs, for example, in converging flows, when a liquid flows through a narrow-

ing passage. Friction at the wall causes shear while the narrowing passage obliges

the fluid to accelerate to let the same amount of material flow through all consec-

utive, smaller cross-sections. This induces an extensional component. Some fluids,

e.g., polymer fluids (see Chapter 10) or those containing asymmetric particles such

as fibers (see Chapter 5), display quite different behavior in shear and in extensional

flow.



22 Introduction to colloid science and rheology

y

x

σ
yx

σ
xx

σ
zx

z

Figure 1.16. Stress components.

1.2.1.2 Dynamics

Exactly as it was necessary to generalize the velocity gradient of Eq. (1.22) to the

rate-of-strain tensor of Eq. (1.25), one has to adapt the expression for shear stress

in order to apply it to more general flows. In the case of simple shear flow, only

the stress term 	xy needed to be considered. To study the general case, we consider

an imaginary parallelepiped around a point in the fluid, its sides parallel to the

coordinate planes; see Figure 1.16. Planes are identified by the direction normal to

the plane.

The force Fi on an arbitrary plane Ai in the material is not necessarily oriented

perpendicular or parallel to that plane. Such a force, or the corresponding stress,

can in general be decomposed into three components. For the plane dAx = dy dz

perpendicular to the x direction, the components given by the ratio dFx/dy dz of the

stress are 	xx, 	yx, and 	zx; see Figure 1.16. Here the first index refers to the direction

of the stress component and the second to the normal to the plane the stress acts on.

Applying the same procedure to the stresses on the other coordinate planes results

in the following matrix of stress components 	ij:

	i j =

⎛

⎝

	xx 	xy 	xz

	yx 	yy 	yz

	zx 	zy 	zz

⎞

⎠ . (1.28)

It can be shown that the stresses on any plane with arbitrary orientation at a given

point can be calculated from the nine stress components on the coordinate planes

for that point. Hence, Eq. (1.28) completely describes the stress condition around a

point in the material. In principle the stresses can be expressed in various coordinate

systems, linked by specific transformation rules, as was the case for the velocity

gradient. Hence they describe a tensor, �.

As with the rate-of-strain tensor, two different kinds of components can be dis-

tinguished for the stress tensor. Those on the first diagonal, 	ii, are oriented normal

to the plane on which they act; these are normal stresses. The off-diagonal terms

are oriented within the plane under consideration; these are shear stresses. For
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ordinary fluids it can be proven that the stress matrix 	ij of Eq. (1.28) is symmet-

ric with respect to the first diagonal, as was the case for the rate-of-strain tensor

D:

	i j = 	j i . (1.29)

When there is no flow, there is still a hydrostatic pressure in the fluid. This causes

an identical pressure, i.e., a normal stress, in all directions, whereas all shear stresses

are zero:

	i j =

⎛

⎝

−P 0 0

0 −P 0

0 0 −P

⎞

⎠ = −P

⎛

⎝

1 0 0

0 1 0

0 0 1

⎞

⎠ . (1.30)

The sign convention is adopted that pressure is negative and tensile stress positive.

The matrix at the far right represents the unit tensor I. Hence, Eq. (1.30) can be

written in tensorial notation as

� = −PI. (1.31)

The application of a simple shear flow (as in Figure 1.14) to a Newtonian fluid results

in shear stresses 	xy (= 	yx) proportional to the shear rate. In terms of the tensors

defined above, the expression for Newton’s constitutive equation becomes

� = −PI + 2�D, (1.32)

in which the extra stress � + PI is the relevant rheological term as P does not affect

the flow in incompressible fluids. The normal stress components of the extra stress

tensor are zero for Newtonian fluids. Note that the extra stress is often termed the

deviatoric stress. The rate of energy required (per unit volume) for simple shear flow

of a Newtonian fluid is simply � : D = ��̇ 2, which is, in turn, all dissipated as heat

flow.

Equation (1.32) can also be applied to the uniaxial extensional flow of

Figure 1.15 and Eq. (1.27). The stress on the planes perpendicular to the y and

z coordinate axes, i.e., the outside pressure on the liquid column, 	yy = 	zz, is used

as the reference pressure. The relevant stress in this case can then be expressed as

	xx − 	yy. The ratio of this stress to the corresponding strain rate is known as the

extensional viscosity, �ext . From the kinematics of uniaxial flow, with the incompress-

ibility requirement Eq. (1.27) and Newton’s law, Eq. (1.32), one finds

	xx − 	yy = �ext

∂vx

∂x
= 3�

∂vx

∂x
. (1.33)

The ratio of extensional to shear viscosities is called the Trouton ratio. The pre-

vious equation indicates that its value is 3 for Newtonian fluids. For liquid polymers

or surfactants and for fiber suspensions the Trouton ratio can be much larger (see

Chapter 5).
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Figure 1.17. General curves of shear stress vs shear

rate: (1) Newtonian; (2) shear thinning; (3) shear thick-

ening; (4), (5) materials with yield stress.

1.2.2 Generalized Newtonian fluids

For most suspensions, the shear stress in simple shear flow is not proportional to

the shear rate. Hence, these systems do not satisfy Newton’s law: they are non-

Newtonian. This also implies that, for the solution of flow problems, Newton’s law

must be replaced by another constitutive equation in the Navier-Stokes equations.

As a first class of non-Newtonian fluids we consider those for which the shear

stress at each moment is still fully determined by the instantaneous value of the

shear rate but is not proportional to it anymore. Fluids of this kind are known as

generalized Newtonian fluids. In this case one can still define an apparent viscosity

as the ratio of shear stress to shear rate. This apparent viscosity is not a constant

anymore, but becomes a function of the shear rate. Possible shapes of the 	(�̇)

curves are shown in Figure 1.17.

When discussing simple shear flow, with only the xy (and the identical yx) com-

ponents of stress and shear rate non-zero, the subscript will be dropped, as is done

in Figure 1.17. Curve 1 represents the Newtonian case. In curve 2, the shear stress

increases less than proportionally to the shear rate, so the viscosity, being the ratio

of the two, decreases with increasing shear rate. This curve describes a shear thinning

liquid, and is the most common rheological behavior encountered in suspensions.

The opposite case, curve 3, where the viscosity increases with shear rate, illustrates

shear thickening. This typically occurs at higher particle volume fractions and higher

shear rates (see Chapter 8). It should be noted that suspensions and other fluids can

display different behaviors in different shear-rate regions, e.g., shear thinning at low

shear rates and shear thickening at high shear rates.

Nonlinear relations between shear stress and shear rate, as represented by curves

2 and 3, often result in linear plots in a log-log representation. This means that the

relation between shear stress and shear rate can be described by a power law,

	 = k�̇ n, (1.34)

where n, the power law index, is the slope of this relation in a logarithmic plot. This

rather straightforward generalization of Newton’s constitutive equation has been

reinvented several times, and therefore is known as the “power law” constitutive



1.2 Principles of rheology 25

equation. With n ≪ 1, a shear thinning fluid is described, while n > 1 describes

shear thickening. A one-dimensional expression for the rheological models is used

here, as most of the discussions in this book will deal with simple shear flow.

The viscosity of a power law fluid changes proportionally to �̇n−1. With n < 1, the

viscosity grows indefinitely as the shear rate tends to zero. Simple colloidal suspen-

sions (see, e.g., Chapters 3 and 4) might display power law behavior at intermediate

shear rates, while at low and high shear rates the viscosity often tends to limiting val-

ues �0 and �∞. The resulting viscosity curves can be fitted with a Cross-type viscosity

model [27]:

� − �∞ =
�0 − �∞

1 + (k′�̇)m
. (1.35)

For fluids described by Eq. (1.34) or (1.35), the shear stress decreases to zero as

the shear rate tends to zero. Note that even in a shear thinning power law fluid the

shear rate has to be non-zero to produce a non-zero stress. This condition defines

a fluid, which by definition cannot be in equilibrium under a non-zero shear stress.

Yet, for a number of materials the stress tends to a finite value when the shear rate

is systematically decreased (curves 4 and 5 in Figure 1.17). The high shear limit can

still exhibit a Newtonian behavior. Curve 4 describes a Bingham body:

	 = 	 B
y + � pl �̇ , (1.36)

where the material characteristics are the Bingham yield stress 	B
y and the plastic

viscosity �pl. When the high shear limit is a power law rather than Newtonian, one

can use the Herschel-Bulkley model:

	 = 	H
y + k�̇n. (1.37)

A third model is occasionally applied to suspensions with a yield stress:

	n = 	n
y + k�̇n. (1.38)

With n = 1
2

this becomes the Casson equation, which is often used to model the

flow of blood, a biological suspension. The power law term appearing in these

equations can be written either as (k�̇)n or as k�̇n. The form (k�̇)n is sometimes

preferred because then the parameter k has dimensions of 1/time; in the other case

the dimensions of k depend on the value of n.

In addition to a yield stress some suspensions display another complication, a

viscosity which is not a function of just the instantaneous shear rate. Shaking or

shearing the sample causes a gradual decrease in viscosity, which recovers when

the material is at rest. A reversible, time-dependent viscosity defines thixotropy. It

is encountered in some common products such as tomato ketchup and latex paint.

This will be discussed in detail in Chapter 7.

1.2.3 Viscoelasticity

Viscoelastic materials combine properties of elastic solids with those of viscous fluids.

The stresses in an elastic body depend on how far the actual shape of the material

deviates from the stressless non-deformed one, irrespective of the time scale of the
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deformation. Whenever stresses have been applied, even for a very long time, such

a material always returns to the non-deformed state when the stresses are released.

Therefore, ideal elastic materials can be considered as having a perfect memory for

their non-deformed reference configuration. A liquid, on the other hand, has no

memory at all, so that when the shear stress is released it remains in its last position.

Energetically, the work done in an elastic deformation is stored in the material

as potential energy and can be totally recovered when the material returns to its

non-deformed state.

A suitable procedure for testing the nature of a material is to suddenly, or very

rapidly, apply a shear deformation which is then held constant. For a perfectly

elastic solid, the resulting stress would remain constant indefinitely. In a liquid the

stress would be very high when a deformation is applied rapidly, because the shear

rate would be extremely large. After the rapid deformation stops, there would be

no flow anymore and the stress would immediately drop to zero. In a viscoelas-

tic material the stress would gradually decay in time, a phenomenon called stress

relaxation. If the viscoelastic material is a solid, the stress would relax only partially

and would level off at a finite value. In viscoelastic liquids the stress would relax to

zero.

In industrial processes with non-colloidal suspensions, viscoelasticity is seldom

an issue except when the suspending medium is itself viscoelastic, e.g., when the

particles are dispersed in a polymer melt or a polymer solution (see Chapter 10).

In specific tests on colloidal dispersions, however, some elastic effects can often

be detected. They provide a powerful tool to investigate certain aspects of colloidal

behavior. Oscillatory shear flow is particularly useful in this respect. It can be studied

in the flow geometry of Figure 1.14. Now, however, instead of a steady velocity, the

top platen executes a sinusoidal motion, xp (t) = xp,0 sin �t , where xp,0 is the peak

displacement. This generates a time-dependent, sinusoidal deformation or strain

�(t) in the sample, as shown in the upper part of Figure 1.18 (full line):

�(t) =
xp,0

h
sin �t = �0 sin �t. (1.39)

In the case of an ideal elastic sample, the stress should follow the deformation.

More specifically, for a linear elastic material the shear stress should be proportional

to the shear strain, in agreement with Hooke’s law, 	 = G� , with G the shear

modulus. This stress would then be in phase with the strain (curve E in the lower

part of Figure 1.18). The stress for a viscous fluid depends on the instantaneous

velocity of the top platen,

V(t) =
dxp

dt
= xp,0� cos �t. (1.40)

Using Eq. (1.39) one obtains

�̇(t) = �0� cos �t. (1.41)

Substituting Eq. (1.41) into Newton’s law results in an equation for the oscillatory

stress (curve V in the lower part of Figure 1.18):

	(t) = ��0� cos �t = ��0� sin(�t + �/2). (1.42)
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Figure 1.18. Oscillatory flow: strain and shear rate (upper part) and stresses (lower part) for viscous

(V), elastic (E), and viscoelastic (VE) materials.

The stress is now shifted by 90◦ with respect to the strain. Hence, the difference

between elasticity and viscosity can, for oscillatory flow, be expressed by a specific

value of the phase shift between stress and strain. In general, viscoelastic materials

exhibit a phase shift between 0◦ and 90◦ (curve VE in Figure 1.18). In an oscillatory

flow their stresses can always be decomposed into a component in phase with the

strain and a component shifted by 90◦, i.e., into elastic and viscous components. In a

linear viscoelastic material the stress is proportional to the strain, whereas the phase

angle does not depend on strain. Hence, oscillatory flow of such materials can be

described by a kind of generalization of Hooke’s law, using a constant shear modulus

G* which does not assume stress and strain to be in phase:

	 = G∗�. (1.43)

As with the stress, the modulus can be decomposed into two components, G′ and G′′.

This is usually presented in complex notation, where a phase shift of 90◦ is expressed

as multiplication by i (
√

−1). The in-phase or “real” part G′ describes the elastic

component of the stress: the storage modulus. The out-of-phase or “imaginary” part

G′′ (shifted by 90◦), the loss modulus, represents the viscous part:

	 = (G′ + iG′′)�. (1.44)

This proportionality between stress and strain only applies in the linear region, i.e., at

sufficiently low strains (see Chapter 9). The names of the components refer to what

happens with the corresponding mechanical energy. In a purely elastic deformation,

no energy is lost. It is completely stored as potential energy during the deformation

and is totally recovered when the deformation is reduced to zero. On the other

hand, all energy used for viscous flow is totally “lost” and converted to heat. The

phase angle � between stress and strain (tan � = G′′/G′) determines how much of
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Figure 1.19. Modified Maxwell model (solid line G′, dashed line G′ ′) with �′
∞/
 GM = 0.001.

the mechanical energy applied will be dissipated in heat, and is consequently called

the loss angle. It should be pointed out that the viscoelastic nature of a material

normally depends on frequency. Viscoelastic fluids tend to become more elastic at

higher frequencies and more viscous at lower ones.

Instead of using the strain as a reference to express the stresses and phase angles,

one could also start from an oscillatory strain rate. A viscoelastic material can then

be described by a generalization of the viscosity rather than of the modulus. The

result is a complex viscosity �∗, similar to the complex modulus G∗. It consists of real

(�′) and imaginary (�′′) components:

	∗ = �∗�̇ = (�′ − i�′′)�̇ . (1.45)

The representations are of course equivalent; the dynamic viscosity is related to the

loss modulus via

�′ =
G′′

�
. (1.46)

Oscillatory experiments can be used in suspension rheology to collect various types

of information about the system (see, e.g., Chapters 3, 4, and 6). At low strains the

oscillatory flow does not destroy the microstructure, and therefore allows for non-

destructive probing of the microstructure. In particular, the question of whether the

suspension contains a space-filling three-dimensional network of particles (see, e.g.,

Chapter 6) can be investigated, in which case the network could carry stresses and

react as a solid. The low frequency response should then be predominantly elastic,

i.e., G′ > G′′. For liquid viscoelastic samples, the evolution of the moduli is more

complex. A simplified picture of G∗ (�) is then provided by a modified Maxwell

model (see Figure 1.19), described by

G′ =
GM (�
)2

1 + (�
)2
,

G′′ =
�
 GM

1 + (�
) 2
+ ��′

∞. (1.47)
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The difference between this and the standard Maxwell model consists in the

addition of the viscous term ��′
∞ to G′′. Equation (1.47) predicts, in the low frequency

limit, a terminal zone, which exists for all simple fluids:

G′′ ∝ �, G′ ∝ �2. (1.48)

The linear behavior of G′′ with frequency indicates that the dynamic viscosity tends

to a constant low-frequency limit: see Eq. (1.46). This value is identical to the limiting

low shear viscosity �0 in stationary shear flow. When the frequency is lowered, the

elastic part decreases faster than the viscous one, resulting in an essentially purely

viscous response when approaching the limit of zero frequency.

The transition from predominantly viscous to elastic behavior occurs, for a

Maxwell fluid, at a frequency � = 1/
 , with 
 a characteristic time of the mate-

rial: the relaxation time. At that frequency G′ and G′′ cross over. For the standard

Maxwell model the limiting high frequency response would be purely elastic, with

a constant storage modulus GM. In the modified version the additional term pro-

vides a constant limiting high frequency viscosity �′
∞. In real viscoelastic liquids the

transition between low and high frequency behavior is often more gradual than that

described by the Maxwell model. A better approximation can be obtained by replac-

ing the single Maxwell model by a summation of Maxwell elements with different

relaxation times (a procedure termed Boltzmann superposition).

The linear viscoelastic behavior is completely characterized by G∗ (�). An alter-

native description is provided by the time-dependent stress 	 (t) resulting from the

sudden application of a constant, small strain �0. The response to this experiment

defines the linear relaxation modulus G (t) = 	 (t)/�0. For a Maxwell fluid the relax-

ation time 
 also describes the time decay of the modulus as G (t) = G0e−t/
 .

Viscoelasticity is readily apparent in steady shear flow. In contrast to the Newto-

nian case, the normal stress components are not equal. Therefore simple shear flow

is now characterized by a shear stress, as well as first (N1) and second (N2) normal

stress differences:

	xy = 	yx,

N1 = 	xx − 	yy, (1.49)

N2 = 	yy − 	zz.

The first normal stress difference N1 measures the difference in normal stress

between the flow and gradient directions. A positive value corresponds to the fluid

forcing the plates apart, which is the case for most viscoelastic fluids but, as will be

shown, not true for suspensions or colloidal dispersions at high shear rates, where it

can be negative. There is a smaller normal stress difference in the plane perpendic-

ular to the flow direction: the second normal stress difference N2. The corresponding

normal stress coefficients �i are defined as

�i =
Ni

�̇ 2
. (1.50)

At low shear rates the normal stress differences become quadratic functions of

the shear rate. Hence, the �i terms tend towards a constant value at low shear

rates.
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To characterize a viscoelastic fluid one most often uses the linear dynamic mod-

uli G′ (�) and G′′ (�), and the steady state properties �(�̇) and �1 (�̇). The zero

shear and zero frequency properties are linked by the following relations of linear

viscoelasticity:

lim
�̇→0

�(�̇) = lim
�→0

G′′ (�)

�
,

lim
�̇→0

�1 (�̇) = 2 lim
�→0

G′ (�)

�2
. (1.51)

Often, these properties exhibit similar dependencies on shear rate or frequency,

respectively, beyond this limit – at least for a finite range. This has given rise to an

empirical correlation, known as the Cox-Merz analogy. For viscosities it is normally

expressed as

�(�̇) =
|G∗|

�

∣

∣

∣

∣

�=�̇

,

∣

∣G∗∣
∣ =

[

(G′)
2 + (G′′)

2
]1/2

. (1.52)

The Cox-Merz analogy is commonly used for polymer liquids, although it is not

universally applicable. It is normally not satisfied for colloidal suspensions, and

other analogies can be used (e.g., see Chapter 7).

When comparing different fluids in a particular flow situation, or when com-

paring with theoretical or numerical results, dimensionless groups for the material

response can be useful. Two dimensionless groups are commonly used in viscoelastic-

ity, although they are not always defined in the same manner. The Deborah number,

De, can be generally defined as the ratio of a characteristic relaxation time of the

fluid (such as 
) to a characteristic time of the flow. It thus indicates the relative

importance of elastic phenomena. As defined it applies to transient flows; however,

it is sometimes applied to steady shear flow by using the shear rate as characteristic

time, or to oscillatory flow by using the peak shear rate ��0. Other authors charac-

terize the elastic response in steady shear flow by means of the Weissenberg number,

Wi, the product of a characteristic time of the fluid and the shear rate. One possible

measure for the characteristic time of the fluid is the inverse of the shear rate at the

onset of shear thinning, so that the onset of shear thinning corresponds to Wi = 1.

Clearly, when using literature values for these dimensionless numbers the definition

employed by the authors should be confirmed.

For colloidal suspensions in Newtonian media the most relevant dimensionless

group for describing the rheology is the Péclet number, Pe, the ratio of the rates of

the applied flow (the “convective” term) to the relaxation of the microstructure by

thermal motion. This will be discussed in detail in Chapter 3.

1.2.4 Application to colloidal dispersions

Given that colloidal dispersions consist, in general, of solid particles dispersed

in a deforming liquid and that the particles do not deform with the fluid, the

reader may question whether the aforementioned continuum mechanical and
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rheological descriptions still apply. Indeed, the basic concepts of rheology also

apply to colloidal dispersions, but their heterogeneous nature has to be taken into

account.

For the simple planar shear flow depicted in Figure 1.14, the shear stresses and

shear rates will be calculated from the force and the velocity on the plates in exactly

the same manner as for homogeneous fluids. From these data the viscosity of a

suspension can then be calculated. This keeps the usual physical meaning and still

expresses the amount of energy that is dissipated during flow. In doing this the

heterogeneous nature of the sample is actually being ignored. The shear stresses

and shear rates used to calculate the viscosity do not correspond to the actual

stresses and shear rates locally in the fluid – indeed these now vary in a complex

manner. Whereas shear stresses and shear rates are identical for each point in a

homogeneous fluid, this is not the case in a heterogeneous system. It is, for instance,

obvious that the shear rate is zero within the particles, which cannot flow because

they are solid. Flow is limited to the liquid phase and therefore the local shear rates in

the fluid phase should, on average, be higher than the average value calculated from

Eq. (1.22). Also, during flow the particles will move, rotate, and occasionally collide.

Clearly, the flow near and between particles will be locally more complex than that

described by Eq. (1.22). In reality the fluid elements experience a three-dimensional,

unsteady flow in between the moving particles. The overall stresses and shear rates

obtained by measurement of the platen motion correspond to appropriate averages

of the local stresses and shear rates (this will be discussed further in Chapter 2). By

assuming constant average values for stress and shear rate, i.e., those that would

be there in a homogeneous continuum, one essentially replaces the heterogeneous

system by a pseudo-continuum.

The pseudo-continuum approach implies some requirements on the length scales

involved. Dynamic and kinematic parameters for the pseudo-continuum should be

averaged over a sufficiently large statistical sample of the suspension. The dimensions

of such a statistical sample should be sufficiently smaller than the size of the material

itself to be meaningful. When the shear rate varies with position, as in tube flow, an

additional restriction applies. When, in that case, the shear rate varies too rapidly

with position, no statistical average can be made to define the pseudo-continuum

parameters. As a result the suspension viscosity, as derived from average stresses

and shear rates, cannot describe tube flow of suspensions in very small tubes. An

extreme example is provided by blood flow. The diameter of the smallest blood

vessels is comparable with the diameter of (deformable) red blood cells. This results

in various phenomena that cannot be properly described by a pseudo-continuum

model.

The macroscopic stresses and shear rates obtained from rheological experiments

are those associated with the pseudo-continuum. In the micromechanical approach,

one attempts to relate the rheological response of a suspension to the size and

shape of the particles, the microstructure (i.e., the relative position and orienta-

tion of the particles), and the colloidal and hydrodynamic forces acting between

particles [28–30]. This requires that the real stresses and hydrodynamics on the

microscale must be considered, and this is the subject of much of the rest of the

book.
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A look ahead

Chapter 1 has provided a brief and basic framework for discussing the rheology

of colloidal dispersions as well as references for further study. In Chapter 2 we

will consider the case of purely hydrodynamic interactions arising from the energy

dissipated in the suspending medium as a result of the presence of non-deformable

particles, i.e., suspension rheology in the strict sense. Indeed, microhydrodynamics

are critical for a full understanding of colloidal dispersion rheology, which will be

introduced in Chapter 3, where we will consider the fundamental case of hard sphere

colloidal dispersions. The reader already familiar with, or less concerned with, purely

hydrodynamic effects can move directly to Chapter 3, using Chapter 2 as needed for

reference.

Appendix: Second virial coefficients

A simple scheme for mapping the parameters from one potential onto another is to

equate the second virial coefficients B2 (T) as calculated from each potential. The

second virial coefficient is defined by a virial expansion of the osmotic pressure �,

�

nkBT
= 1 + nB2(T) + · · ·, (1.A1)

and can be calculated from the potential as

B2 (T) = 2�

∞
∫

0

(

1 − e−�/kBT
)

r2dr. (1.A2)

For example, for hard sphere, square-well, and sticky-sphere potentials the integral

can be evaluated analytically, yielding

Bhs
2 = b0 =

16�a3

3
,

B
sq
2 (T) = b0

{

1 +
(

1 − e�/kBT
)

[

(

a + �

a

)3

− 1

]}

, (1.A3)

Bss
2 (T) = b0

(

1 −
1

4
B

)

.

Note that the hard sphere value is independent of temperature, as the potential is

athermal. Equating second virial coefficient enables, for example, calculation of the

following relationship between the Baxter parameter for a sticky sphere and the

parameters appearing in the square-well potential:


−1
B = 4

(

e�/kBT − 1
)

[

(

a + �

a

)3

− 1

]

. (1.A4)

For repulsive potentials, such as those in the electrostatic or steric models, numerical

calculations can be used to determine effective hard sphere diameters by equating

the second virial coefficient for the repulsive potential to that for a hard sphere.
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Chapter notation

b0 second virial coefficient for hard spheres, Eq. (1.A3) [m3]

B2 second virial coefficient [m3]

cp polymer concentration [kg m−3]

c∗
p overlap concentration [kg m−3]

Csalt molar salt concentration [M]

J Brownian flocculation rate, hydrodynamics taken into account [s−1]

J0 rapid Brownian flocculation rate, Eq. (1.18) [s−1]

l segment length of polymer molecule [m]

lb Bjerrum length, Eq. (1.13) [m]

L contour length of polymer molecule [m]

ni,∞ bulk ion concentration [m−3]

ncfc critical (salt) flocculation concentration, Eq. (1.13) (M)

Np degree of polymerization [-]

Q surface charge [m−2]

Vp specific velocity (of particle or of plate) [m s−1]

V volume (of particle) [m3]

Vo overlap volume [m3]

W stability ratio, Eq. (1.19) [-]

W∞ stability ratio for rapid Brownian flocculation [-]

xp peak displacement in oscillatory flow [m]

zi valence of ion of type i [-]

Greek symbols

�max maximum value of the potential barrier [J]

	p graft density of polymer on particle surface [m−2]


 agg aggregation time, Eq. (1.21) [s]

Subscripts

fcc of FCC crystal

rcp random close packing

Superscripts

dep depletion

el electrical

pol polymer

sq square well

ss sticky sphere
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5. A. Einstein, Über die von der molekularkinetischen Theorie der Wärme geforderte

Bewegung von in ruhenden Flüssigkeiten suspendierten Teilchen. Ann Phys. 17

(1905), 549–60.

6. M. von Smoluchowski, Zur kinetischen Theory der Brownschen Molekularbewe-

gung und der Suspensionen. Ann Phys. 21 (1906), 756–80.

7. A. Sutherland, A dynamical theory of diffusion for non-electrolytes and the molec-

ular mass of albumin. Phil Mag. 9 (1905), 781–5.
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2 Hydrodynamic effects

Non-colloidal particles

2.1 Introduction

The primary topic of this book is suspensions comprised of solid particles suspended

in a liquid. When such materials are subjected to shear forces, the deformation is

borne by the liquid phase, and it is in that phase and its interface with the particles

that the flow causes energy to be dissipated. Therefore, the hydrodynamics of the

liquid phase will always play a role in the rheology of a suspension, even in those

cases where other phenomena, such as colloidal interparticle forces, contribute to

the stresses. Therefore, a systematic study of the various parameters that govern

suspension rheology starts with the hydrodynamic contribution, i.e., the contribu-

tion to the suspension stress that derives directly from the dissipation in the liquid

phase of the suspension. As noted in the introduction, the flows of interest will

be laminar and the particle Reynolds number will be sufficiently small that Stokes

flow will be assumed, i.e., particle inertia will not be considered in the general

treatment.

In suspensions of large, non-colloidal particles, i.e., with characteristic dimen-

sions of a few micrometers or more, the contributions to the suspension stress from

Brownian motion and from interparticle forces such as electrostatic interactions can

often be ignored. Hence, such suspensions can be used to study hydrodynamic effects

without interference from the other phenomena. However, because non-colloidal

suspensions do not display Brownian motion, there is no diffusion to help generate

an equilibrium structure. This causes some experimental and theoretical problems,

as will be discussed. Therefore, some features are introduced in this chapter, to be

elaborated on in Chapter 3 which explicitly treats Brownian motion. In the present

chapter and in Chapters 3 and 4, only suspensions of spherical particles will be con-

sidered, in order to avoid at this stage the complexity introduced by shape effects.

Non-spherical particles and the resulting shape effects will be treated in Chapter 5.

Likewise, the complexities resulting from the use of non-Newtonian suspending

media are not considered here. A number of important industrial suspensions, such

as coatings and nanocomposites, can be based on polymeric media; these are covered

in Chapter 10.

This chapter starts with an overview of some landmark results from the lit-

erature. The analysis starts with the simplest case of dilute systems, and is then

36
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Figure 2.1. Effect of particle volume fraction

� on relative viscosity � r for the case of large,

monodisperse, spherical particles of various

sizes (after Lewis and Nielsen [3]). The solid

line is a plot of the Mooney equation (dis-

cussed in Appendix B) with [�] � = 2.5 and

k = 1/0.74.

extended to semi-dilute and, finally, concentrated suspensions. The chapter closes

with a discussion of additional phenomena that have to be considered when handling

or measuring suspensions of non-Brownian particles.

2.2 Landmark observations

Daily experience teaches that adding particles to a liquid increases its resistance

to flow. The effect becomes more pronounced as larger quantities of particles are

added. Quantifying this simple effect turns out to be challenging, as illustrated by

the early compilations of available experimental results for suspensions containing

monodisperse spheres (e.g., [1, 2]). These reviews show a substantial scatter of the

data, which increases systematically at higher particle concentrations. Some reasons

for the scatter are understood and will be discussed later. Notwithstanding these

difficulties, some conclusions can be drawn from the available data.

First of all, the viscosity increase with particle volume fraction follows a charac-

teristic trend, illustrated in Figure 2.1 with data from Lewis and Nielsen [3]. In this

figure � is the volume fraction of the particles (the volume of particles over the total

suspension volume) and �r is the relative viscosity, defined as

�r =
�

�m

, (2.1)

where � is the viscosity of the suspension and �m is the viscosity of the suspending

medium. It can be seen from Figure 2.1 that the viscosity increase remains rather

moderate as long as relatively small amounts of particles are being added. The

increase becomes systematically greater at higher concentrations. This is even vis-

ible when a logarithmic scale is used for the viscosity, as in this figure. Notice that

the relative viscosity does not depend on particle size, at least for the present case

of non-colloidal particles. Hence, the relevant measure for the quantity of parti-

cles is the volume fraction. This is the case even when the densities of the medium

and the particles are not completely matched. It is common practice to express
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the effect of the particles in terms of relative viscosity, as defined in Eq. (2.1).

Indeed, in sufficiently slow flows the stresses in the fluid should scale with the

medium viscosity. This is borne out by experiments in which the medium viscos-

ity was varied by changing the suspending media or the temperature (see, e.g.,

[4, 5]).

The data suggest that the viscosity of suspensions of monodisperse spheres can

be described by a universal relation of the type

�r = f (�). (2.2)

Equation (2.2) also follows from a dimensional analysis ([6]). For low Reynolds

number flows, the suspension viscosity can only be a function of the medium viscosity

�m, the particle radius a, and the number concentration of spheres, n.

To write this in a dimensionless form, the suspending viscosity should be related

to the viscosity of the suspending medium. The natural dimensionless group is the

relative viscosity. The natural dimensionless group formed from n and a is the volume

fraction � = 4�na3/3. Consequently, we would expect that the relative suspension

viscosity for a given type of flow is only a function of the packing fraction and,

interestingly, not a direct function of particle size or number. Considerations of flow

type and polydispersity lead to additional dependencies, as will be discussed later.

There are no molecular or other processes whereby particles can move themselves.

Hence, there are no time scales associated with the particles. As a result the viscosity

is not expected to depend on the shear rate or other measure of the rate of flow, as

there is no inherent time scale to compare with the shear rate.

The function f(�) of Eq. (2.2) grows steeper with larger volume fractions, to

the extent that the suspension ceases to flow at a finite volume fraction: the maxi-

mum packing, �max. This value is normally obtained by fitting an empirical relation

to the � r(�) curve. Although a universal value for �max is expected for suspen-

sions of monodisperse spheres, widely different values have been quoted in the

literature; this will be discussed further in Section 2.5.2. Notwithstanding this uncer-

tainty, the concept of �max is important and will be used frequently in this and later

chapters.

The existence of a universal viscosity-concentration relation such as Eq. (2.2) does

not leave any degree of freedom to adjust or modify the viscosity of a suspension

containing a given volume fraction of monodisperse spheres in a given Newtonian

medium at a fixed temperature. One possible solution is to relax the condition of

monodisperse particles and to use mixtures of different sizes. Systematic studies

on particle size distributions demonstrate that this parameter indeed has a strong

effect and can be used to reduce the viscosity of concentrated suspensions (see, e.g.,

[4, 5, 7]). This is illustrated in Figure 2.2.

In this figure, viscosity-concentration curves are compared for bimodal distri-

butions with various ratios of small to large particle diameter. It can be seen

that, compared with monodisperse systems, the reduction in viscosity of bimodal

mixtures becomes more pronounced with increasing particle volume fraction and

with decreasing ratio of small to large particle diameter. Obviously, the viscosity-

concentration curves for different size ratios have different values of �max. The

question then arises of whether the particle size ratio changes the intrinsic shape of
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Figure 2.2. Effect of particle size distribution

on the relative viscosity of suspensions contain-

ing bimodal spherical particles, with the ratio of

small to large particle diameter indicated by d/D;

each has 25 vol% of the smaller size (after Chong

et al. [5]).

Figure 2.3 Reduction of the concentration

dependence of the relative viscosity �r and the

relative elasticity modulus Er, using the maxi-

mum packing (after Chong et al. [5]).

the curve or whether it mainly affects the concentration dependence through the

maximum packing. Chong et al. [5] and others have demonstrated that plotting rela-

tive viscosities as a function of relative volume fraction (�/�max) essentially reduces

the data for various particle size distributions to that for monodisperse spheres, as

shown in Figure 2.3. As this figure shows, a similar equation describes the increase

in elasticity moduli E upon addition of rigid spheres.

Later authors have shown that this reduction applies to systems other than the

one discussed in this chapter, e.g., those with non-spherical or colloidal particles,

and even to suspensions in non-Newtonian media (see Chapters 5, 6, and 10, and

[8]). Figure 2.3 includes data on solid two-phase systems, which behave in a similar

way (in terms of relative elastic modulus versus relative concentration). The analogy

between a Hookean solid and a Newtonian fluid follows from the similarity between

the equations governing their behavior, and provides a way to apply results derived

for solid composites to suspensions [9].

A fundamental assumption that has been made up to now is that a single vis-

cosity can describe non-colloidal suspensions of spherical particles. This implies

that their viscosity would not depend on shear rate. Experimentally, constant vis-

cosities are measured up to moderate particle concentrations, above which non-

Newtonian effects start to appear. Various authors have reported that deviations

would occur starting at volume fractions of 0.45–0.50. This is illustrated by the careful
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Figure 2.4. Dependence of the relative vis-

cosity on shear rate for suspensions of non-

colloidal spherical particles, for various volume

fractions (after Zarraga et al. [10]).

experiments of Zarraga et al. [10], presented in Figure 2.4. These authors also discuss

various experimental difficulties that can affect the results of such measurements.

Measurement difficulties for suspensions will be considered in Chapter 9.

From Figure 2.4 it can be concluded that the simple scaling for hydrodynamic

effects of Eq. (2.2) does not suffice to describe the known shear rheology of non-

Brownian suspensions. Actually, not only shear thinning but normal stress differ-

ences have to be considered. In contrast to the more familiar behavior of polymer

fluids, the present suspensions exhibit negative normal stress differences. The non-

Newtonian behavior of concentrated non-Brownian suspensions is a direct result of

hydrodynamic interactions, as discussed later. These interactions are also respon-

sible for a shear-induced migration, which can result in concentration gradients

that interfere with rheological measurements (see Chapter 9). The fact that the

viscosity-concentration curves of the earlier figures are not unique at high volume

fractions may also help explain some of the scatter observed in comparing data across

samples.

2.2.1 Summary

Experimental results for the shear rheology of suspensions of large, i.e., non-

colloidal, spheres in Newtonian fluids have been reviewed. In these systems the

hydrodynamic effects are expected to dominate. The suspension viscosity is found

to be proportional to the viscosity of the suspending medium and to be a strong

function of the particle volume fraction. In the case of monodisperse spheres, there

is a unique relation between relative viscosity and particle concentration, at least

up to moderate concentrations. For suspensions of non-colloidal spherical parti-

cles the absolute particle size is not important in setting the viscosity, but the size

distribution is. Finally, a dependence on shear rate is evident at high volume frac-

tions, which is not anticipated from simple scaling arguments and will be shown

to be due to microstructure development. Negative first normal stress differences

and shear-induced migration are two additional phenomena observed in concen-

trated suspensions, with hydrodynamic interactions as a source. These will also be

discussed.



2.3 Dilute systems 41

Figure 2.5. Geometry for laminar shear flow around a

sphere.

2.3 Dilute systems

The previous section illustrated the major experimental manifestations of the hydro-

dynamic contributions to the rheology of suspensions of non-Brownian spherical

particles. The systematic study of these contributions starts with dilute systems, i.e.,

those in which there are so few particles that occasional collisions between particles

can be ignored: the particles do not “see” each other. In such case everything one

needs to know can be obtained from studying the flow around a single particle. This

flow problem will be discussed in the first subsection below. The viscosity of dilute

suspensions will be considered in the second subsection.

2.3.1 Flow around and motion of single particles

Here, only a brief version of the analysis will be given. More detailed descriptions

can be found in the literature [11–15]. The type of flow that will be considered is

simple shear flow. In the absence of particles it is characterized by the following

equations for the velocity components:

v1 = �̇ x2, v2 = v3 = 0. (2.3)

With a sphere present, the origin of the frame is chosen in the center of mass of the

sphere, as shown schematically in Figure 2.5.

Only slow flows will be considered, and consequently the inertia and acceleration

terms in the Navier-Stokes equations can be dropped (Stokes flow); see Section 1.2.1.

This “creeping flow” assumption results in the following governing equations for the

flow around a sphere:

�∇2
v = ∇ p,

∇ · v = 0, (2.4)

where p is the pressure. Conservation of mass leads to the second equation, known as

the continuity equation, which expresses the incompressibility of the fluid. Boundary

conditions are specified at the particle surface and at large distances from the particle.
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Figure 2.6. Open and closed streamlines around a sphere in simple shear flow.

Because of the low particle volume fraction, it can be assumed that the flow, far away

from the particle, is not affected by the presence of the particle. Hence, Eq. (2.3)

should remain valid in that limit. At the particle surface (r = a), no-slip conditions

are assumed to hold. The equations can be solved in various ways; often a series of

spherical harmonics is used. In polar coordinates the solution can be written as [16]

dr

dt
=

1

2
�̇r A(r) sin2 � sin 2�,

d�

dt
=

1

2
�̇ B(r) sin 2� sin 2�,

d�

dt
=

1

2
�̇ (B(r) cos 2� − 1) , (2.5)

where r is the distance between a fluid element and the center of mass of the particle,

with

A(r) = 1 −
5

2

(a

r

)3

+
3

2

(a

r

)5

(2.6)

and

B(r) = 1 −

(a

r

)5

. (2.7)

Equation (2.5) essentially describes the streamlines in the fluid around a sphere in

simple shear flow. Two basically different types of streamlines can be distinguished,

as shown in Figure 2.6. Fluid elements far enough from the horizontal plane through

the center of the particle deviate from a straight path when they approach the particle.

Afterwards they resume their original unperturbed streamline, because without

inertia the flow must be symmetric with respect to the plane through the center

of the particle and perpendicular to the flow direction (“fore-aft symmetry”). Fluid

elements that are within a critical boundary will follow closed streamlines and cannot

escape from this region. Furthermore, nothing from outside the region can penetrate

it or come into contact with the particle. The closest anything from outside this

boundary can approach to the particle surface is 1.157a. The existence of this region

of closed streamlines is relevant to the viscosity of suspensions, as will be seen later.
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The particle motion resulting from the flow is also of interest. It is linked to

the fluid flow by the boundary conditions on the particle surface and by the fact

that the total force and torque on the surface must balance to ensure equilibrium

in stationary flow. The result is that the sphere describes a translational motion

with unperturbed velocity Vx at its center of mass, and rotates with a rotational

velocity �:

Vx = �̇ x2, � = 1
2
�̇ . (2.8)

In this section only simple shear flow has been discussed. Generalizations to other

types of flow, homogeneous as well as non-homogeneous, can be found in the liter-

ature (see, e.g., [12, 17, 18]).

2.3.2 Viscosity of dilute suspensions

The presence of particles distorts the flow field and can therefore be expected to

increase the energy dissipation during flow, and hence the viscosity. For the implica-

tions resulting from using the term “viscosity” in the case of a heterogeneous system,

see Section 1.2.5. The case of a dilute suspension of spherical particles is the easi-

est problem in suspension rheology. Nevertheless, when Einstein published the first

solution to this problem [19], it turned out to be erroneous (see the framed story,

Einstein and suspension rheology, in this chapter).

Einstein and suspension rheology

At the beginning of his scientific career Albert Einstein was exploring the prop-

erties of molecular solutions, his theory of Brownian motion and the famous

Stokes-Einstein relation for diffusivity being some of the results of that work

[20]. In his doctoral thesis Einstein attempted to deduce the dimensions of large

molecules from the viscosity of their solutions (for a discussion in English, see

[21]). He assumed these molecules to be rigid spheres and derived a relation

between the volume fraction � of these spheres and the resulting viscosity:

� = �m (1 + �) .

A few years later, viscosity measurements on suspensions were performed in

the Paris laboratory of Jean Perrin (another future Nobel laureate in physics).

Perrin was probably interested in using these measurements, derived from sedi-

mentation measurements on Brownian particles, to obtain a value for Avogadro’s

number, NA. The measurements were significantly higher than Einstein’s predic-

tions. When informed of this, Einstein had his calculations checked by a collabo-

rator, who found an error in the derivatives of the velocity components. Einstein

published the correct result in a short note in 1911 [22], referring to the exper-

iments at the Perrin laboratory. He mentions the names of those who did the

measurements (Bancelin) and corrected the calculations (Hopf), although their

contributions have been largely forgotten as they did not appear as co-authors.
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Bancelin subsequently published his data [23, 24] and used it to calculate Avo-

gadro’s number. If he had used Einstein’s final theoretical value, he would have

obtained a very accurate value for NA. Einstein’s viscosity equation is still used

in suspension rheology, as well as for estimating the hydrodynamic volumes of

macromolecules in solution.

The viscosity of a dilute suspension can be derived in various ways. Einstein

calculated the energy dissipation in a sphere of radius R around the particle as R→

∞. To compute the additional energy dissipation caused by the presence of particles,

only the flow field near the surface of the particles needs to be known. This can be

obtained as a surface integral over the particle surface, as shown in Appendix A. This

approach can be generalized to other heterogeneous systems. All methods obviously

lead to the well-known (corrected) Einstein relation [12, 13],

� = �m(1 + 2.5�). (2.9)

Experimentally, the concentration of particles is often expressed as the mass con-

centration c (units of g cm−3). The volume fraction is obtained by dividing c by the

particle density �p (units of g cm−3). Therefore, the above equation can be written as

�r = 1 + (2.5/� p)c. This now contains the intrinsic viscosity, which for hard spheres

is given by

[�]hs
=

2.5

� p

. (2.10)

As defined, the intrinsic viscosity has units of cm3 g−1. The Einstein value for hard

spheres can then be used to determine the particle density in solution. This mea-

sures the hydrodynamic effects of the particle, and so would include such effects as

solvent imbibed into pores of the particle or water of hydration and other adsorbed

molecules, for example.

Notice that, as already discussed in Section 2.2, the suspension viscosity is pro-

portional to the viscosity of the suspending medium. As the system is dilute and

particles do not interact with each other, the contributions of the individual particles

are additive and the viscosity is linear in particle concentration. Because absolute

length scales do not enter the problem, the size of the particles is not relevant: only

the particle volume fraction enters the equation. Hence, the equation also applies

to smaller, colloidal particles. The suspension does not even have to be monodis-

perse. Physically, the particle contribution to the viscosity comes from two sources.

The first is the distortion of the flow lines because of the volume occupied by the

particles, which contributes 40% of the particle effect to the relative viscosity. The

remainder results from friction at the particle surface. This term would be absent

if the liquid could slip freely across the particle surface without any friction. Such

a situation arises in a dilute emulsion with small inviscid droplets or gas bubbles,

which in the dilute case can be described by Einstein’s original (erroneous) equation

for suspensions.
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Figure 2.7. Recovering the Einstein coeffi-

cient by extrapolation of the linear con-

centration coefficient to large radii (after

Brodnyan [27]).

Although Perrin had enough confidence in his measurements to conclude that

Einstein’s original result was wrong, it took a long time to provide convincing evi-

dence that the experimental results agreed with theory. Some early results are

reviewed in Philippoff’s book [25]. Early experimental values for the coefficient

of � scatter substantially, with most coefficients being larger than 2.5, often up to

4. No good model systems were apparently available at that time. The situation

changed with the emergence of high quality latex synthesis, as illustrated by the

results of Saunders [26] and Brodnyan [27]. Even then, care had to be taken to

eliminate all particle interaction forces because most of the good model particles

were in the colloidal size range. Brodnyan was able to reproduce Einstein’s result

very accurately, as shown in Figure 2.7. It should be pointed out that in some work

the volume fraction is obtained from fitting data in the linear concentration range

with the Einstein equation [28]. Obviously such data cannot be used as experimental

confirmation for the validity of Einstein’s relation.

Application of Einstein’s equation to proteins and other small molecules leads

to fundamental questions about the validity of the no-slip boundary condition at

the particle surface. A detailed survey of this phenomenon is beyond the scope

of this monograph, but suffice it to say that the Einstein equation can be used

to define a viscometric particle size if the molar mass of the individual particle is

known [29].

Finally, it should be emphasized that the Einstein relation is based on the assump-

tion of Stokes flow, i.e., that particle inertia can be neglected. At higher shear rates

this condition is no longer satisfied. The critical parameter is the particle Reynolds

number Rep:

Rep =
�̇a2�

�m

. (2.11)

This expresses the ratio of inertia to viscous forces, using a as a length scale and

�̇a as a velocity scale. A first correction to the Einstein relation for particle inertia

effects is given by [30]

�r = 1 + �(2.5 + 1.34Re1.5
p ). (2.12)
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2.3.3 Summary

Spherical particles in dilute suspensions move with the flow at the undisturbed speed

at their center of mass. They also rotate, at a speed of half the shear rate at their

center of mass. The local perturbations in the flow field due to the particle and to

friction at the particle surface cause an increase in energy dissipation, and hence

in viscosity, above that of the pure suspending medium. The total increase is the

sum of the contributions of each particle and therefore is linear in concentration.

The viscosity of such dilute suspensions of spherical particles is given by Einstein’s

relation, Eq. (2.9), which shows the relative viscosity to be independent of particle

size and density.

2.4 Semi-dilute suspensions

Equation (2.9) is only valid as long as interactions between particles can be neglected,

which is the case up to volume fractions of about 0.05. Consequently, this equation

can be used for characterization purposes but cannot be applied to most commonly

used suspensions, which normally have much higher particle concentrations. At par-

ticle volume fractions of about 0.1, the average distance between particles becomes

approximately equal to their average diameter. Inspection of Figure 2.6 shows that

a second particle placed within one particle diameter of the reference particle will

experience a distorted flow field due to the presence of the original particle. In fact,

the flow field around both particles will be significantly altered, and this acts to change

the rate of energy dissipation. The effect depends on the interaction between pairs of

particles and, hence, will be proportional to the square of the particle concentration

or volume fraction. Similar considerations for three or more particles suggest that

the viscosity could be expressed more generally as a Taylor expansion in powers of

the particle concentration or volume fraction:

�r = 1 + 2.5� + c2�2 + c3�3 + · · ·. (2.13)

The coefficient c2 of the quadratic term reflects not only contributions from hydro-

dynamic particle interactions mitigated by the fluid flow field but direct interparticle

forces, the subject of subsequent chapters. Comparing Eq. (2.13) with Eq. (2.9), we

anticipate that c2 will be a constant for monodisperse hard spheres, as the dependence

on volume fraction and the medium viscosity have been factored out. However, c2

will depend on the type of flow because the spatial arrangement of the particles,

which governs their interactions, depends on it.

The higher-order terms in Eq. (2.13) involve multibody interactions and, as such,

are inherently difficult to calculate. Here, semi-dilute systems will be discussed; for

present purposes they are defined as those for which the quadratic term in the series

expansion suffices to describe the viscosity.

Once interactions are considered, the problem of calculating the viscosity

becomes immensely more complicated. Although the linear term of the viscosity

equation was obtained in, say, 1911, one had to wait until 1972 to see a solution for

the quadratic term [31]. There are two reasons for this. First, the fluid flow between
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approaching particles is clearly complex. General expressions for the flow field and

the forces between particles are now available (see, e.g., [12, 18, 32, 33]), so that

numerical calculation of the forces and torques acting on particles in incompressible

shear and extensional flow fields is possible. The second difficulty arises because to

calculate the viscosity one has to know the statistics of all the possible particle config-

urations. For colloidal particles, Brownian motion randomizes the configuration and

calculations are possible, as will be shown in Chapter 3. Non-Brownian suspensions

pose a greater challenge, however, as the configurations depend on the history of

the sample.

In the absence of Brownian motion, and other effects such as encounters with

third particles, the particle trajectories in laminar flows are deterministic, which

means that the particle positions at any time will depend on the initial conditions

of the system under consideration. In shear flow the situation is even more compli-

cated. Particle trajectories are closely related to the streamlines around a sphere, as

discussed in Section 2.3.1 (Figure 2.6). Consequently, there is a region of closed tra-

jectories. A particle moving along a closed trajectory in a simple shear flow will orbit

the reference particle forever. Therefore, to calculate the viscosity of the dilute sus-

pension one has to know precisely how many neighboring particles lie in the region

of closed trajectories at the start of shear. In other words, the statistics of distances

between particles, expressed by the radial distribution function g(r), becomes inde-

terminate. Hence, the viscosity cannot be calculated for shear flow without invoking

a mechanism to move particles across trajectories. Brownian motion solves this prob-

lem, and solutions are often derived as limiting cases of vanishing Brownian motion

(see Chapter 3).

In order to understand the contributions of hydrodynamic interactions to the

viscosity, the hydrodynamics of two approaching spheres has to be considered (see,

e.g., [11, 33]). Assume two spheres with radii a1 and a2 respectively, their centers

being a distance r apart, which are submersed in a fluid with viscosity �m. The force

F which must be exerted on the spheres to squeeze them together at a speed U is

then given by

F =
6��mU

h

a2
1a2

2

(a1 + a2)2
, (2.14)

where h = r − (a1 + a2) is the smallest distance between the surfaces of the spheres.

This equation is valid in the lubrication limit, where h ≪ (a1 + a2). It can be seen

that the force diverges to infinity when the particles approach one another (h → 0).

With an absolutely smooth surface, actual contact would therefore be impossible;

in reality, effects such as particle roughness, solvent molecular size, and particle

elasticity become important as the spheres approach to within a few nanometers or

less.

The stresses in the fluid between the particles are proportional to the forces

acting on the particles. Hence, Eq. (2.14) suggests that hydrodynamic stresses can

be significant when the average particle separation becomes small. More will be

said about this in relation to shear thickening in Chapter 7. Equation (2.14) also

shows that the hydrodynamic force now depends on the relative sizes of the spheres.

Hence, the quadratic term in the viscosity equation will depend on the particle
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Figure 2.8. Trajectories of one sphere flowing

around another in shear flow with both spheres

in the same 1–2 (x–y) plane (after Batchelor

and Green [32]).

size distribution. For the time being, a monodisperse suspension of spheres will be

considered.

In a suspension of freely moving particles, i.e., where they have no externally

applied forces or torques, the particles move with the surrounding fluid. Their relative

motion will not necessarily be oriented along the line of the centers as assumed in the

derivation of Eq. (2.14). In the absence of other forces, the hydrodynamic force acting

between neighboring spheres, both of which are in the flow field, can be divided into

a squeezing component along the centerline and a tangential component. The latter

causes a relative rotation of the two spheres. The resulting trajectories, as calculated

by Batchelor and Green ([32]), are shown in Figure 2.8. A summary of the methods

required to calculate the trajectories can be found in [33].

The coordinate (0,0) corresponds to the center of the reference particle, with

radius a, and the trajectory lines map out the motion of a neighboring particle

(also of radius a) with respect to the reference sphere. Note that these trajectories

are for particles that lie in the plane of the shear flow. Furthermore, only one

quadrant of the flow is shown because the trajectories are symmetric, both forward

and backwards, and upper and lower. Particles that touch and rotate as a doublet

correspond to the trajectory intersecting at x = 2a. The path denoted by the thick

line separates open from closed trajectories, so that trajectories inside this boundary

line are closed and correspond to orbiting neighboring particles. Trajectories outside

of this boundary come and go to infinity, so particle motion is not correlated when

the particles are widely separated. The figure also illustrates the similarity between

the trajectories of neighboring particles and the streamlines for flow around a single

particle (Figure 2.6). The analysis suggests that spheres can approach each other very

closely. This is borne out by the experiments of Takamura et al. [34], as shown in

Figure 2.9.

As long as only hydrodynamic forces exist between smooth spherical particles

in a creeping flow, the trajectories should be symmetric with respect to the y–z

plane, as is the case in Figure 2.9. This is very important as the “fore-aft” symmetry

of the trajectories suggests that flow reversals should not lead to any change in

the viscosity. In other words, the equations of motion are purely deterministic and

time-reversible; hence, the viscosity should not show a transient behavior upon flow

reversal.
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Figure 2.9. Trajectory of a sphere (striped) flowing past a reference sphere (solid) in shear flow, in

the 1–2 plane of flow. The points represent the observed positions of the moving sphere along its

trajectory (after Takamura et al. [34]).

In the flowing, semi-dilute suspensions considered here, there would be isolated

particles as in dilute systems, but there would also be occasional “doublets” resulting

from close encounters between particles. Their contribution to the viscosity of the

suspension corresponds to an ensemble average, as discussed in Chapter 1, which

will account for all possible relative separations of a representative pair of particles.

Consider for a moment two particles that are very far apart. The hydrodynamic forces

acting between two such particles, freely moving in the suspending medium, can be

shown to be proportional to r−3 in the limit of large separations, the cubic term being

the leading-order term. When this force is integrated over the volume of a suspension

to calculate the stress contribution due to hydrodynamic interactions, the integral is

mathematically non-convergent, and special methods must be employed [31]. This

observation is important because it demonstrates that the range of hydrodynamic

interactions acting between particles stretches very far indeed: it is of longer range

than all other interparticle interactions we will consider in this text. Because of the long

range, there is a significant contribution to the viscosity in semi-dilute suspensions

from hydrodynamic interactions between particles that are well separated, which is

the bulk of the particles. This contribution can often be approximated as a global,

“mean-field” contribution, as it averages over the spatial distribution of particles

and does not depend on the local configuration.

As noted above, however, when two particles are near one another, the stresses in

the relatively narrow gap between them will be relatively large, which will contribute

to the energy dissipation and consequently to the viscosity. Consequently, significant

contributions to the viscosity in a dilute suspension also arise from the small number

of pairs of particles that are in close proximity at any given time. Calculation of this

contribution requires a more detailed knowledge of the microstructure, such as by

analysis of trajectories.

Calculations of the stress due to hydrodynamic interactions can be performed if

the relative arrangement of the particles is known. In purely extensional flow, for

instance, there are no closed trajectories and, hence, the particle trajectories and
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viscosity can be calculated. As shown in the seminal paper by Batchelor and Green

[31], the expression to order �2 becomes

�r = 1 + 2.5� + 7.6�2. (2.15)

Their analysis shows that the coefficient of the quadratic term, 7.6, is dominated by

the far-field hydrodynamic interactions.

For shear flow, as noted, assumptions have to be made about the initial

microstructure due to the closed trajectories. Batchelor and Green calculated a

shear viscosity assuming that, e.g., by vibrating or shaking, a random structure was

generated and that this structure was maintained during flow. Thus they derived a

value of 5.2 for c2. A more accurate value of 5.0 was later calculated by Wagner

and Woutersen [35] for this case. Here again, the far-field component is the largest

contributor.

Contrary to what has been assumed in the previous paragraph, a random structure

will not persist during flow without Brownian motion. A procedure to avoid this

problem in numerical calculations is to introduce Brownian motion and to consider

the limiting case where the convective motion strongly dominates Brownian motion

(see Chapter 3). A thin residual boundary layer then persists around the particles,

in which the Brownian motion still balances the effect of the convective motion [36].

In this manner a flow-induced microstructure can be determined. Numerically the

value of c2 is found to approach 6.0 in that case. The values of c2 are difficult, if not

impossible, to accurately measure.

The different values for c2 illustrate the importance of the microstructure in sus-

pension rheology. The fact that the relative viscosities in shear and extensional flow

vary differently with volume fraction causes the Trouton ratio to deviate from its

Newtonian value of 3 outside the dilute region. Hence, non-dilute suspensions are

never really Newtonian fluids. Also, if the viscosity were measured in a semi-dilute

suspension which was prepared by previously submitting the sample to extensional

flow, the initial viscosity would be given by Eq. (2.15). Upon shearing, the viscos-

ity coefficient would drop from 7.6 to 6.0 according to theory. This reduction in

suspension viscosity upon the application of shear flow is a consequence of the rear-

rangement of the microstructure by the flow. Therefore, in the absence of Brownian

motion, sample history becomes important in determining the viscosity of semi-

dilute suspensions. Were the suspension to be originally prepared by randomization

of the structure, the initial viscosity coefficient is predicted to increase from 5.0 to

6.0, rather than to decrease.

Because the particles can approach each other closely when subjected to shear

flow, surface roughness can cause deviations from the given analysis for real systems.

This deviation can actually lower the viscosity of a dilute suspension by reducing or

eliminating the ability of particles to come into close approach where the lubrication

stresses are important. Here, we consider roughness as a perturbation to a smooth

surface, but one not so significant as to cause substantial mechanical friction and

particle-particle contact. Roughness will also break the fore-aft symmetry of the

trajectories, causing anisotropy in the microstructure and introducing additional

rheological phenomena such as viscosity variations upon flow reversal or hysteresis,



2.5 Concentrated suspensions 51

and non-zero normal stress differences [10, 37, 38]. These phenomena are discussed

in Section 2.8.

Polydispersity effects become evident in semi-dilute suspensions. As interparticle

interactions depend on particle sizes (see Eq. (2.14)), the order �2 term is expected

to depend on the size distribution, unlike the intrinsic viscosity. Calculations exist

for bimodal and polydisperse Brownian suspensions [35], and show that the viscosity

decreases only slightly with polydispersity in the semi-dilute case.

2.4.1 Summary

In the semi-dilute case, i.e., where the viscosity can be expressed as a quadratic

function of particle volume fraction, pairwise encounters between particles have to

be taken into account. The statistics of all possible encounters has to be known in

order to calculate the viscosity. Hence, the suspension viscosity depends explicitly

on the microstructure, and as such will depend on sample preparation. The viscosity

will be affected by the type of flow considered and will change with the particle

size distribution. Without the randomizing effect of Brownian motion the viscos-

ity of a semi-dilute suspension will vary according to the initial conditions for the

microstructure.

The trajectories describing the relative motion of two particles in the flow are

deterministic and time-reversible for purely hydrodynamic interactions and smooth

particles. Under simple shear flow, some trajectories are closed, so particles remain

correlated in “orbits,” which prevents explicit calculation of the suspension viscosity.

Assuming a random microstructure yields a value of 5.0 for the coefficient of the �2

term, whereas a limiting value for a shearing suspension with very weak Brownian

motion is 6.0. This can be contrasted with a value of 7.6 for extensional flow.

Roughness is expected to lower the suspension viscosity by preventing the close

approach of particles. Roughness will also affect the symmetry of the trajectories,

and hence the microstructure, so additional non-Newtonian effects and hysteresis

during flow reversals are anticipated. Polydispersity in particle size weakly reduces

the semi-dilute suspension viscosity.

2.5 Concentrated suspensions

The previous sections describe suspensions of spherical particles with volume frac-

tions of up to 0.10–0.15. Further increasing the volume fraction leads to a more

rapid rise in viscosity and, eventually, the formation of a paste or solid. Adding

higher-order terms in � in Eq. (2.13) turns out not to be a useful approach, as each

consecutive order only extends the validity range of the equation by an incremen-

tal amount. Hence, effective medium models are introduced to correlate suspension

viscosities (see Appendix B).

Concentrated systems of non-colloidal particles are a significant challenge for the-

oreticians, as many-body hydrodynamic interactions must be calculated, for which

no exact method is known, and this must be done while resolving the microstruc-

ture. Hence, exact predictions of concentrated suspension viscosity do not exist even
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for spherical particle dispersions. In order to resolve the many-body hydrodynamic

interactions, particle simulations can be performed using various levels of approxi-

mation, from Stokesian [39, 40], lattice Boltzmann [41, 42], or dissipative particle [43]

dynamics, through to highly intensive methods employing boundary integral repre-

sentations [44], or by direct finite element simulations of the fluid. Each of these

methods has advantages and disadvantages, but all are severely limited when parti-

cle surfaces are in such close proximity that the lubrication hydrodynamics must be

accurately resolved. Indeed, as the concentration tends towards a maximum packing

fraction, the particles all nearly touch and simulation methods become intractable

as the time step required to accurately resolve the motion of the particles tends to

zero [45]. This necessitates the addition of fictitious surface forces or limitations on

the forces acting between particles in order to achieve a numerical solution [13, 46].

Experiments are similarly complicated at these high particle concentrations, as

any deviation from ideal non-Brownian and monodisperse hard spheres will strongly

affect the microstructure and measurements of the suspension rheology. The dis-

crepancies noted between experimental measurements of concentrated suspension

viscosities, as well as apparent anomalies, such as will be discussed in the next sec-

tions, are often attributed to such deviations from ideality.

As the rheology of concentrated suspensions depends on the microstructure, this

is discussed first. Next, the viscosity of monodisperse and polydisperse systems will

be covered. Finally, concentrated non-colloidal suspensions exhibit normal stress

differences, which are discussed in the last section.

2.5.1 Microstructure

For non-Brownian particles there is no force, such as Brownian motion, that can gen-

erate or restore a well-defined, isotropic equilibrium structure. In the absence of such

a reference structure, particle simulations can be used to calculate the trajectories

of a relatively small number of particles by solving the equations of motion includ-

ing hydrodynamic interactions. Equivalence is assumed between the true ensemble

average required for calculating the stresses, and hence the suspension viscosity, and

an average along a simulation trajectory. During flow, the microstructure will contin-

uously evolve but the mechanical properties will reach a steady state characterized

by fluctuations about an average value; this average is taken to be the ensemble

average for comparison to experiments and theory. Interestingly, simulations with

vanishing Brownian motion suggest that the limit of purely hydrodynamic forces is a

singularity [47]. The particles increasingly cluster together when the particle volume

fraction is increased, and do so at smaller closest distances that eventually become

physically unrealistic [48]. Some additional mechanism is normally invoked in the

simulations to avoid these problems. Often a short-range repulsive force is assumed

to exist between the particles [39]. As the details of this force become important in

very dense suspensions [49], it is difficult for simulations to determine hard sphere

suspension properties as the maximum packing is approached.

Experiments confirm that the number of particles in near contact increases

with volume fraction under shear flow. The radial distribution function shows

significant anisotropy at higher volume fractions, especially in the distribution of
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Figure 2.10. Experimentally observed aniso-

tropy in radial distribution function (after Parsi

and Gadala-Maria [50]). The flow geometry cor-

responds to that shown in Figure 2.5 and the

image is in the plane of shear flow with the flow

direction horizontal.

nearest-neighbor particles; see Figure 2.10 [50]. At further separations, only a statis-

tically homogeneous distribution is observed. The radial distribution function g(r)

depends on the angle as well as the distance, such that there are more particles

along the compression axis (� = 135◦; see Figure 2.5), where approaching particles

are squeezed together, than along the perpendicular (extensional) axis (� = 45◦; see

Figure 2.5), where particles are pulled away from each other. This observation is

significant because it shows that the nearest-neighbor distribution does not have the

fore-aft symmetry of the underlying hydrodynamic interactions.

In simulations and theories, the incorporation for computational convenience

of non-hydrodynamic effects such as Brownian motion or short-range interparticle

repulsive forces [47] also causes a break in symmetry. Particle roughness induces a

similar effect [37, 38, 51] due to disruption of the trajectories upon close approach.

These effects can certainly explain, at least qualitatively, the experimental obser-

vations. The effects of short-range forces acting between particles will become sig-

nificantly more important in determining the microstructure of concentrated dis-

persions, as particle surfaces are always in close proximity due to the high packing

fraction.

This lack of symmetry in the trajectories and microstructure in suspensions was

noted by Batchelor and Green [31], and was experimentally observed through track-

ing doublet motion during flow [52]. Furthermore, it has been pointed out [53] that

macroscopic irreversibility can exist under purely hydrodynamic conditions because

of the chaotic nature of particle flow in concentrated suspensions [54]. Although

two-body hydrodynamic interactions between spheres exhibit fore-aft symmetry,

many-body interactions may break this symmetry [55].

As noted in Chapter 1, many colloidal suspensions exhibit phase transitions. Pack-

ings of spheres can, in principle, exist as a disordered material up to random close

packing, where the particles jam (see the next section). No crystallization is antic-

ipated below this concentration for monodisperse hard spheres without mechani-

cal agitation. However, shearing might induce order in concentrated suspensions.

Indeed, simulations for non-Brownian suspensions of spheres indicate a type of
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shear ordering at high packing fractions. Sierou and Brady [56] reported a flow-

induced string formation at volume fractions above 0.50. At still higher volumes

their simulations indicated less ordering.

Direct measurement of microstructure in concentrated suspensions is difficult,

and therefore rheological measurements are often used to interrogate the underlying

microstructure. Up to now, mainly steady state measurements in shear flow have

been discussed, with a small excursion into extensional flow. With respect to structure

probing, various types of transient shear flows can be of interest too. The first one

is flow reversal after steady state shearing, which can provide information about

microstructural anisotropy. The second one consists of a sinusoidal oscillation. A

small amplitude oscillatory flow will only cause small perturbations of g(r). Hence, it

provides a means to probe the hydrodynamic response of a particular microstructure

without altering it.

2.5.2 Viscosity

Increasing the volume fraction beyond the values discussed in Section 2.4 results

in rapidly growing viscosities that finally diverge at maximum packing. The lat-

ter is a dominating characteristic for concentrated suspensions. It was shown in

Figure 2.3 that �/�max is a good scaling factor for the viscosity-concentration curves

of suspensions. The actual value of �max depends on shape, size distribution, and

packing protocol. Monodisperse spheres can reach a value of 0.74 when they are

packed in a face-centered cubic (FCC) lattice, although at such dense packing the

suspension cannot flow. By extrapolating viscosity-concentration curves, after fitting

with one of the empirical concentration expressions, divergent values for �max have

been obtained for monodisperse spheres. The values range from 0.524 [57] to 0.71,

the latter derived from the high shear limiting viscosities of colloidal particles [28].

Viscosity measurements on concentrated suspensions are notoriously difficult. The

strong dependence on particle volume fraction requires high precision in that param-

eter. Together with the absence of the smoothing effect of diffusion, this makes the

results very sensitive to inhomogeneities and imperfections of all sorts. These can be

enhanced even further by migration effects during flow (see below), which explains,

at least in part, the divergent values for �max.

A realistic estimate for the highest volume fraction that still flows should be

given by random close packing (RCP). A value of approximately 0.64 is suggested by

compacting particles and by computations (e.g., [58, 59]). This value is not completely

unambiguous. On the one hand, the experimental value depends somewhat on the

packing procedure; on the other hand, the required “randomness” is ill-defined.

The latter difficulty can be resolved by using the concept of maximally random

jammed state (MRJ), defined as the least ordered among all jammed packings [59].

This produces a value of 0.637. It should be pointed out that the densest packing

for monodisperse particles is not achieved with spheres. Some ellipsoids (including

M&MTM candies!) pack to much higher volume fractions in a random state [60].

When one looks for physical mechanisms responsible for the strong increase in

viscosity with volume fraction, it turns out that lubrication hydrodynamics acting

between particles in close proximity provides a substantial contribution. Many-body
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Figure 2.11. Stokesian dynamics calculations of the viscosity of a cubic lattic of spheres by Sierou

and Brady [40], compared with the exact numerical results of Hofman et al. [62] for the instantaneous

relative shear viscosity of a simple cubic array oriented in the plane of shear. Also shown are the

asymptotic result, Eq. (2.16) (solid line), and Einstein’s dilute limiting form, Eq. (2.9) (dashed line).

interactions become increasingly important at high volume fractions, but are harder

to calculate [39]. Ordered arrays of monodisperse spheres provide a microstructure

that can be successfully studied analytically as well as numerically [40, 61–63]. The

perfectly regular structure permits the use of mathematical tools developed for

crystalline materials to solve, exactly, the many-body hydrodynamics problem.

The instantaneous viscosity for a perfect three-dimensional cubic lattice (�max ≈

0.5236), under a steady shear flow oriented along the axis of the crystal, diverges as

the maximum packing fraction is reached; see Figure 2.11. The asymptotic limiting

form [61, 62] for the shear viscosity diverges as maximum packing is reached. For

the simple cubic lattice oriented in the plane of shear, this limiting form is

�r − 1 =
�

4
ln ε

−1 − 0.604 − 0.30ε ln ε
−1 + O (ε) , (2.16)

where ε = 1 − (�/�max)1/3. Although this experiment is impossible to realize in prac-

tice, the exact calculations are invaluable, both to validate simulation methods and

to provide a basis for understanding many-body hydrodynamic interactions in con-

centrated suspensions. Despite the fact that the functional form of the viscosity is

specific for the crystalline packing, Stokesian dynamics simulations by Sierou and

Brady [40] show the leading-order term also describes the viscosity divergence of

random suspensions, where �max = 0.64.

Random suspensions are more complex to simulate, but accurate results are

available for Brownian hard spheres up to volume fractions of 0.494, where they

start to crystallize (the “freezing point”). This actually applies for strong Brownian

motion but, as in earlier cases, it is convenient to set a well-defined microstructure

for purposes of calculation. The hydrodynamic contribution from the equilibrium

structure, as generated by Brownian motion, can be measured by performing oscil-

latory experiments with a small peak strain. Even colloidal particles can be used for



56 Hydrodynamic effects

60

40

20

10
8
6

4

2

1

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

φ

η
' r,

∞

Figure 2.12. The high frequency limit of the dynamic relative viscosity: comparison between ASD

simulations (Sierou and Brady [40]), multipole-moment simulations of Ladd [64], and experiments

by van der Werff and de Kruif [65] and Shikata and Pearson [66]. The lines indicate the dilute

expansion, Eq. (2.9) (dashed line), and the semi-empirical expression of Cheng et al. [67] (solid

line).

this purpose when measuring the high frequency limit, i.e., the (relative) high fre-

quency dynamic viscosity �′
r,∞, as this value is not affected by Brownian motion (see

Chapter 3). Calculated [40, 64] and experimental [65, 66] results coincide quite well,

as seen in Figure 2.12. Simulations for volume fractions above the freezing point are

more difficult to simulate as the liquid state becomes metastable and can evolve to a

more ordered one. Even in this region the simulations agree well with experiments.

The results [40] at high volume fractions correlated with �r = 15.78 ln ε
−1 − 42.47,

where ε = 1 − (�/�max)1/3 and �max = 0.64. From that work, Cheng et al. [67]

provide the following analytical form for the hydrodynamic viscosity of random

suspensions:

�′
r,∞ =

1 + 3
2
�

[

1 + �
(

1 + � − 2.3�2
)]

1 − � [1 + � (1 + � − 2.3�2)]
, 0 ≤ � ≤ 0.56,

(2.17)

= 15.78 ln

(

1

1 − 1.160�1/3

)

− 42.47, 0.60 ≤ � ≤ 0.64.

As shown in Figure 2.12, this analytical approximation, which has the correct low

and high volume fraction limits, provides a good representation of the hydrodynamic

viscosity of suspensions with random structures. Note that this is also the high fre-

quency limiting relative viscosity of Brownian hard sphere colloidal suspensions, to

be discussed in the next chapter.

In order to obtain the viscosity for a sheared suspension, the microstructure

must be determined under flow, and the stresses calculated using that microstruc-

ture. Accurate experimental values for the viscosity of a non-Brownian suspension

are notoriously difficult to obtain, as illustrated by the scatter in the available data.

The causes are not completely understood, but some contributing factors include

experimental uncertainties in the system, such as accurate determination of the
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Figure 2.13. Comparison of experiments and

simulation results for the relative viscosity of

suspensions of non-Brownian spheres (after

Sierou and Brady [56]).

volume fraction, particle size, and polydispersity; the presence of incompletely dis-

persed agglomerates; the degree of particle surface roughness; and the presence

of weak attractions between particles, due to solvent effects. Furthermore, experi-

mental uncertainties arise during measurement, including heterogeneities and slip

induced by the walls of the measuring device, and shear-induced particle migration.

Notwithstanding these difficulties, Figure 2.13 shows that some carefully performed

measurements [10, 68–70] seem to agree quite well with one another, with the earlier

measurements presented in Figure 2.1, and with simulations [40] for volume fractions

< 0.50. Included for reference in Figure 2.13 is the high frequency relative viscosity

for a random microstructure (Eq. (2.17)), showing that the suspension viscosity is

higher under steady shear flow than for a random microstructure.

When comparing simulations with the experimental results for concentrated sus-

pensions, the question arises of the extent to which the simulations are affected by

the introduction of residual Brownian motion, interparticle repulsion, or surface

roughness. Some of these factors, e.g., roughness, might also affect the experimen-

tal results, but their impact on the rheological behavior might be more complex

than presently indicated in the simulations. Although the simulation results com-

pare quite well with the experiments, as shown in Figure 2.13, some significant

differences remain. First, the simulations seem to systematically underestimate the

experimental values. Sierou and Brady [56] incorporated friction to a certain extent

and found a small increase in viscosity, while Wilson [38] and Wilson and Davis [37]

calculated that for rather dilute suspensions the surface roughness would reduce

the viscosity (at least in straining motions). Second, the experiments [10] display

shear thinning behavior, which is in itself surprising, as hard sphere suspensions are

expected to have a Newtonian viscosity. The reasons for these discrepancies are

unclear.

Many semi-empirical equations have been proposed to describe the viscosity-

concentration relations of suspensions. Zarraga et al. [10] fit their data for suspensions

of non-Brownian spheres with

�r (�) = e−2.34�

(

1 −
�

�max

)−3

, (2.18)
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with �max = 0.62. These data, as well as the similar ones of Singh and Nott [70], have

also been fitted by their authors to the Eilers equation,

�r =

[

1 + 1.5�

(

1 −
�

�max

)−1
]2

, (2.19)

with �max = 0.58. The viscosity curves clearly can be fitted in various ways, each

yielding different values for �max. Hence, it is impossible to deduce accurate values

for the maximum packing by extrapolating viscosity data on suspensions with volume

fractions only up to 0.50.

Other semi-empirical relations have been proposed, and describe the data just

as well (various reviews are available, e.g., [71, 72]). Differences often become

visible only at high volume fractions, where adequate general data are not available,

perhaps not even possible, for non-Brownian spheres. For general applications in

suspension rheology, two equations are commonly used (see Appendix B for their

derivations).

The first equation was proposed by Krieger and Dougherty [6, 73]:

�r =

(

1 −
�

�max

)−[�]��max

, (2.20)

where the dimensionless intrinsic viscosity [�] � is equal to 2.5 in this case; see

Eq. (2.10). The second equation is [74]

�r =

(

1 −
�

�max

)−2

. (2.21)

The latter equation is a particular form of the Maron-Pierce equation [75] popu-

larized by Quemada. It predicts that the viscosity in concentrated suspensions will

diverge with a power law exponent of −2. With the available data it is not possible

to decide on a specific exponent for the scaling relation. The given equations are all

proposed for random packing. As noted, for the case of cubic packing a logarithmic

divergence is predicted [40, 61, 62].

From the preceding discussion it can be concluded that the viscosity of a suspen-

sion with spherical particles is fully determined once the medium viscosity and the

particle volume fraction are given. In industrial processes the high viscosity of highly

filled suspensions can limit the quantity of particles that can be added, e.g., in solid

rocket fuel [76]. This limit can be shifted if the restriction of monodisperse particles

can be relaxed. That the use of multimodal particles reduces the viscosity has been

known and exploited for a long time [5, 7, 77, 78].

The available data indicate that, for non-colloidal bimodal particles, the relative

viscosity is a function of total particle volume, the relative fraction �s of small

particles, and the size ratio �ij (radius ai of large spheres divided by radius aj of

small spheres); see Figure 2.14. It has also been reported that the viscosity decreases

with increasing absolute values of aj [79], but this was attributed to wall effects.

The drop in viscosity of bimodal systems relative to monodisperse ones becomes

more significant with increasing values of �. For � < 0.2 no real bulk effect can

be detected. The reduction in viscosity becomes more significant as the size ratio
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Figure 2.14. Effect of particle size distribu-

tion on the relative viscosity for bimodal sus-

pensions. The number on each curve is the

value of �−1
i j , where �i j is the size ratio (after

Chong et al. [5]).

increases, although the effect levels off at ratios above about 10. For fixed values of

�ij and �, the lowest viscosities are obtained when 25–35% of the particles are small

ones (� = 0.25–0.35). Mixing three very different sizes causes a further reduction in

viscosity beyond the bimodal case, but including more particle size classes has little

influence. A limit is reached when the smallest size reaches colloidal dimensions.

Continuous size distributions also reduce the viscosity but to a smaller extent than

bimodal or trimodal ones.

The effect of particle size distribution can be adequately expressed by the cor-

responding change in maximum packing. Indeed, plotting the relative viscosities

versus �/�max superposes the viscosity-concentration curves for monodisperse and

polydisperse suspensions (see Figure 2.13). In bimodal systems with large �ij the

maximum packing can thus be increased from the monodisperse value of 0.635 to

about 0.87. The actual value of �max for a mixture can be approximately estimated

from viscosity measurements. Measured values of the maximum dry random close

packing have also been used (see, e.g., [57]), although these are not completely well

defined [59]. Values have also been generated by simulation [60, 80]. Some models

have been proposed for calculating �max. Combined with a universal �r (�) relation,

these provide viscosity models for polydisperse suspensions. Gondret and Petit [81]

have applied such a model with reasonable success to experimental results on binary

mixtures. Similar viscosity models have been proposed by Shapiro and Probstein

[57] and by Sudduth [82]. The latter model was actually developed for interacting

particles and was also used by Dames et al. [83] in a modified form. It consists in

calculating �max from the following set of equations for a k-modal system with ni

particles for each mode i [82]:

�max = �n − (�n − �m
max) exp

[

0.27

(

1 −
D5

D1

)]

with �n = 1 − (1 − �m
max)n (2.22)

and Dx =

∑k
i=1 ni a

x
i

∑k
i=1 ni a

x−1
i

,

where �m
max = 0.635, the value for monodisperse systems, and Di is the ith moment

of the particle size distribution. Stokesian dynamics simulations for a monolayer of
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a bimodal system compared well with available experiments for three-dimensional

suspensions when the viscosities were plotted against �/�max [84]. These results

demonstrate that suspension viscosity can, to first order, be understood in terms of

a packing fraction relative to the maximum packing fraction.

2.5.3 Other stress components

For non-Brownian suspensions of hard spheres, the hydrodynamic fore-aft symmetry

in the microstructure would not lead to normal stress differences. Note that the

suspending medium is assumed to be Newtonian and devoid of any normal stresses.

Experimentally, normal stress differences have been observed for suspensions of

non-colloidal spheres [10, 68, 70]. The values are much smaller than the shear stresses

at low volume fractions, but become comparable to, and even larger than, the shear

stresses at high volume fractions.

Notwithstanding the substantial uncertainties in the data, some conclusions can

be drawn. Both the first and second normal stress differences are found to be neg-

ative, contrary to the case of polymers, where N1 is positive. Also in contrast to

polymers, the values of N1 and N2 are proportional to �̇ rather than to �̇ 2 at low

shear rates. Inverting the direction of flow, however, does not change the sign of Ni as

it does for the shear stress: normal stress differences are not first-order phenomena. A

final difference with polymers is that, in the case of non-Brownian suspensions, |N1| is

smaller than |N2|. These functions are plotted in Figure 2.15(a) and (b) as dimension-

less normal stress coefficients, defined as ϒ1 = −N1/(�m |�̇ |), ϒ2 = −N2/(�m |�̇ |),

that is, using the stress calculated by multiplying the medium viscosity and the mag-

nitude of the shear rate. (Note that these are not the same as the normal stress

coefficients defined for viscoelastic materials in Chapters 1 and 10.)

In theories and simulations where some limiting degree of Brownian motion

and/or interparticle repulsion has been included, similar non-Newtonian effects [47,

56] are produced. The results are in line with the available experiments, except

that the two normal stress differences are predicted to be approximately equal.

Simulations that incorporate friction, albeit in a simplified manner, indicate that

this can reduce |N1| with respect to |N2| [56]. Additionally, short-range interparticle

repulsion added into the simulations for numerical convenience has been suggested

as an alternative cause of the discrepancy [70].

The particles also induce an isotropic stress component �, the “particle pressure,”

defined as the average of the normal stress components cause by the particles:

� = 1
3
	(	11 + 	22 + 	33). (2.23)

This can be considered an analog to osmotic pressure arising from the interactions

between the particles, which here are purely hydrodynamic in nature. As seen in

Figure 2.15(c), � has a strong dependence on particle volume fraction, similar to the

individual normal stress terms.

The magnitude of all three rheological functions, 	, N1, and N2, as well as the

particle pressure, increase with particle volume fraction, but not in a simple propor-

tionality. Note that the three rheological functions depend on different aspects of

the microstructure, such that an isotropic microstructure would lead to shear stresses
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Figure 2.15. Dimensionless normal stress differences (a) ϒ1 and (b) ϒ2, and (c) particle pressure

�/nkT, for suspensions of non-Brownian spheres: experiments (�, ♦) and simulations (�) (after

Sierou and Brady [56]).

but zero normal stress differences. These significant normal differences, relative to

the shear stress, reflect the highly anisotropic suspension microstructure under flow

seen in experiment and simulation (Figure 2.10).

The asymmetry of the microstructure is also evident from flow-reversal experi-

ments. For a microstructure with fore-aft symmetry, reversing the flow should not

change the microstructure; hence, the viscosity should remain constant upon flow

reversal. However, if the microstructure is anisotropic, such that it is oriented more
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for several shear rates from 0.1 to 2.4 s−1 (after

Gadala-Maria and Acrivos [85]).

towards the flow direction, then it will have to adapt its orientation upon flow rever-

sal. In that case, the viscosity would be observed to undergo a transient upon flow

reversal. Measurements of such time evolutions [85] show that the initial value of

the stress just after flow reversal is about 40–50% of the steady state value, which is

recovered after about 5 strain units; see Figure 2.16. The time evolution of the nor-

malized shear stress was found to scale with strain (�̇ t). The normal force (N1−N2),

measured in a parallel-plate geometry [86, 87], shows a similar transient. The normal

force, however, does not change sign and the reverse transient starts from nearly

zero. With a parallel-ring geometry it can actually be seen that the normal force is

initially slightly negative [87]. None of the experimental observations of non-zero

normal forces, transient viscosities upon flow reversal, or shear thinning are consis-

tent with the purely fore-aft symmetric microstructure expected for suspensions of

perfect non-Brownian hard spheres.

2.5.4 Summary

With increasing concentration the average separation distance between particles

becomes sufficiently small for lubrication hydrodynamic interactions to dominate

the stresses. Under shear flow, particles come closer together and the distribution of

nearest-neighbor particles is anisotropic. This tightly packed microstructure leads to

a divergence in the shear viscosity, a concept that can be used to correlate data from

different particle suspensions by scaling the packing fraction with the maximum

packing fraction. The maximum packing fraction �max is approximately 0.64 for

monodisperse hard spheres, and increases with polydispersity. The fore-aft symmetry

predicted for dilute suspensions is not observed experimentally; rather, anisotropy

with respect to the shear direction is observed, which has important rheological

consequences. The anisotropy in the microstructure under flow generates normal

stress differences and hysteresis upon flow reversal. In contrast to polymeric systems,

both N1 and N2 are negative and |N1| < |N2|. These absolute values are linear in shear

rate. The same effects also lead to a particle pressure that is an analog of the osmotic

pressure. Deviations from expectations for idealized hard sphere suspensions arise

from surface roughness, repulsive or attractive interparticle forces, and experimental

measurement difficulties, all of which are magnified at high particle concentrations

because of the close proximity of particle surfaces to one another.
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2.6 Other flow phenomena

2.6.1 Diffusion or migration

Viscous resuspension [88, 89] and flow-field fractionation are manifestations of par-

ticle migration or diffusion in an inhomogeneous flow field. In creeping flow of dilute

suspensions of hard spherical particles, no diffusional or migratory effects occur. The

particle trajectories are purely deterministic and therefore there is no mechanism to

move particles across streamlines in laminar flow. Non-hydrodynamic effects such

as Brownian motion, interparticle forces, and particle roughness break the deter-

ministic nature of the particle trajectories and lead to diffusion and migration. In

concentrated suspensions, however, the interactions between three or more particles

can also result in chaotic particle dynamics [53, 54]. These many-body interactions

generate displacements �xi in the various directions, which, in the limit of many

interactions, can be described as flow-induced diffusion. This apparent diffusion

is described by a tensorial diffusivity D with components Di j defined in the usual

manner:

Di j = lim
t→∞

1
2

d

dt

〈

�xi�x j

〉

. (2.24)

One can distinguish self-diffusion, which describes the random motion of a particle

in a homogeneous flow field, from transport diffusion, which leads to mass transfer.

Self-diffusion can be directly observed by tracking the motion of a tracer particle,

and is therefore also called “tracer diffusion.”

Flow-induced self-diffusion was first reported by Eckstein et al. [90] and later

investigated by other authors, using various experimental techniques [91, 92, 93].

Diffusion has also been studied by means of simulations; various methods have been

used to calculate the components of D [53, 94, 95]. The diffusivities can be scaled

with the factor �̇a2, as �̇−1 and a are the only time and length scales pertaining to

this case. The transverse self-diffusivities Ds
yy and Ds

zz in the velocity gradient and

vorticity directions are the most important ones. The available experimental and

simulation values are very similar up to moderate volume fractions, at least when

the finite shearing time in the experiments is taken into account; see Figure 2.17. The

scaled values are roughly of the order 10−2–10−1 from volume fractions 0.20 to 0.50,

with Ds
yy larger than Ds

zz.

As hydrodynamic diffusion occurs because of simultaneous interactions with two

or more neighboring particles, one expects Ds
ii to increase in proportion to �2 at low

volume fractions, which is consistent with the available results. At higher volume

fractions the values seem to level off or even decrease. This might be related to the

structural changes that occur at high shear rates [95].

Another type of migration occurs when there are gradients in shear rate. This

is of practical importance in both rheological measurements and the actual process-

ing of suspensions. Gadala-Maria and Acrivos [85] noticed that, during viscosity

measurements in a coaxial cylinder device, the apparent viscosity of a suspension

with neutrally buoyant, non-colloidal particles gradually decreased in time during

shearing. It was later shown [91] that this was caused by particles migrating to the

bottom of the cup, where the suspension was nearly stagnant. The reduction of the
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Figure 2.17. Dimensionless self-diffusion: comparison of ASD simulations [94] and experiments

of Breedveld et al. [92], for (a) the vorticity (z) direction; (b) the gradient (y) direction.

particle concentration in the annular gap was responsible for the apparent decrease

in viscosity.

Shear-induced migration has been observed by many others in various geome-

tries, ranging from pipe flow [96–98], channel flow [99], and parallel plates [100] to

coaxial cylinders [91, 101–103]. The effect is pronounced whenever the gradients in

shear rate are pronounced, e.g., in pipe flow and also in wide-gap Couette flow, but

remains minor in flow between parallel plates. In each case the particles migrate to

regions of lower shear rate. This, and other migration effects to be discussed below,

will cause changes in velocity profiles and in the measured stresses in rheological

measurements. These clearly have to be considered in measurements of suspensions

containing non-Brownian particles [103].

The migration has been modeled as local diffusion with a diffusion flux model

[91, 101, 103, 104]. In these models the particle flux is considered to be the sum of

two partial fluxes. The first one is caused by gradients in collision frequency or shear

rate:

Nc = −Kc�a2∇(�̇�). (2.25)

The second is driven by a gradient in viscosity:

N� = −K�a2 �̇�2

�(�)
∇ [�(�)] . (2.26)
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(after Ovarlez et al. [103]).

From these expressions a stationary concentration profile can be calculated once

a suitable �(�) profile, usually a Krieger-Dougherty type, has been selected and

the flux ratio Kc/K� is known. For Kc/K�, both a constant value [104] and a linear

dependence on � (Kc/K� = c� + b) [101] have been used. With a linear dependence

on �, the concentration profile in a Couette (coaxial-cylinder) geometry becomes

[101, 103]

�(r)

�(Ri )
=

(

r

Ri

)2 (

c�(Ri ) + b

c�(r) + b

)n/(c�max+b) (

1 − �(Ri )/�max

1 − �(r)/�max

)n[1−1/(c�max+b)]

, (2.27)

where n is the exponent in the Krieger-Dougherty expression, r is the radial position,

and Ri is the inner radius of the Couette. Experimental data obtained by MRI can

be fitted reasonably well by adjusting the expression for Kc/K�, but the quality of fit

depends also on the Krieger-Dougherty parameters, as illustrated in Figure 2.18.

This figure shows data for a very concentrated suspension, where fitting the

data becomes systematically more difficult, especially when the maximum packing

is reached and a stagnant layer develops [103]. Clearly, non-ideal behavior of the

particles becomes more important in such cases. The figure also indicates that experi-

ments can be fit with various combinations of the parameters; different authors have

used quite divergent values of the parameters. Alternatively, migration has been

modeled by relating it to the normal stresses or a “normal viscosity” caused by the

presence of the particles [105–108].

Shear migration from regions of high shear stress to low shear stress, which cre-

ates a concentration gradient as shown above, will also lead to velocity profiles in

a wide gap Couette that deviate substantially from those expected for a Newtonian

fluid. Figure 2.19 compares the velocity profile for a concentrated suspension with

that expected for a Newtonian fluid; it can be seen that the velocity drops rapidly

near the rotating inner cylinder such that higher shear rates are observed in the

less dense suspension, whereas the more concentrated regime near the outer wall

is nearly stationary. Because of this, converting the measured torque to a viscos-

ity using the assumption of a Newtonian velocity profile leads to an underestimate

for this wide-gap device. However, MRI velocity measurements can be used along

with local concentration measurements to develop a local calculation of the suspen-

sion viscosity throughout the gap. These local viscosity measurements are shown

in Figure 2.20, and are seen to lie systematically above the viscosity determined
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by assuming Newtonian behavior. Thus, shear migration inside rheological tooling

can lead to incorrect viscosity values. The consequences of migration on rheological

measurements will be discussed further in Chapter 9.

An alternative approach to describing shear-induced diffusion is by analogy with

the physics of granular materials. In the suspension balance (or suspension tem-

perature) model [105, 109], migration is driven by a “suspension temperature” Ts.

By analogy with molecular kinetic theory, the effective suspension temperature is

defined in terms of the fluctuating particle velocities. In this type of model the flow-

induced migration has been derived from volume-averaged mass and momentum

equations, incorporating constitutive equations for the particle phase and the total

suspensions. A comparison with experimental data [103, 110] for a Couette geometry

indicates that the profiles of shear rate and volume fraction can be described quite

well by the models up to moderate particle volume fractions. The suspension tem-

peratures, however, are not well modeled. In particular, the temperature anisotropy

seems to be systematically underestimated.

Measured gradient diffusivities D∇
i i have also been compared with simulation

results [53, 95]; see Figure 2.21. As for self-diffusion, there is considerable scatter

of the experimental data. Also, it is not clear how non-hydrodynamic phenomena,

such as particle roughness, and residual colloidal phenomena contribute to these

data. Still, a reasonably consistent picture emerges. Gradient diffusivities are much

larger, often by more than an order of magnitude, than self-diffusivities. Leshansky

and Brady [95] have shown that the experimental results for transverse gradient
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diffusivities can be compared with those for Brownian spheres and can be reasonably

approximated by Ds
ii/S (0), where S (0) is the static structure factor at zero wave

vector.

Shear-induced migration becomes particularly important when one is dealing

with flow conditions with pronounced gradients in shear rate or stress, or curvature

of streamlines. In pressure-driven flows in pipes and channels, the shear rate varies

between a maximum value at the wall and zero at the centerline or center plane. As

a result of shear-induced migration, particles are driven to the center [98, 99, 104,

111, 112]. The same applies to parallel disk viscometers, where there is a shear rate

distribution between edge and axis [100].

2.6.2 Inertial effects

Up to now the discussion has been limited to flows where fluid inertia can be

neglected, i.e., the so-called Stokes regime. This requires the Reynolds number

to be sufficiently small. For any fluid, including suspensions, a global Reynolds num-

ber Re = � VD/� can be defined, where V is a characteristic velocity of the system

(usually, but not always, the average one) and D is a characteristic dimension of

the flow geometry, e.g., the pipe diameter in case of pipe flow or the depth of a

two-dimensional channel. In the case of suspensions the slow flow condition also

has to be satisfied at the particle length scale, which implies a sufficiently small

particle Reynolds number (see Section 2.3.2): Rep ≪ 1. With Rep = ��̇a2/�m =

�(V/D)a2/�m, where the particle radius a has been used as the particle length scale

(the diameter is also possible) and V/D as the characteristic shear rate, one sees that

the two Reynolds numbers are connected by Rep = Re(a/D)2.

In sufficiently fast flows, where fluid inertia becomes significant, a number of

deviations from Stokes flow can be observed, even with small particle inertia (Rep ≪

1). One of the most relevant effects is that inertia causes additional migration effects.

In this manner particles that flow parallel to walls can be subjected to a side (or

“lift”) force that causes them to move away from the wall. For a dilute suspension

in pressure-driven tube flow, this leads to the so-called tubular pinch or Segré-

Silberberg effect [113]. These authors found that all particles in a tube congregated

on a ring with radius 0.6R, where R is the tube radius. Calculations by Ho and Leal
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[114], for single particles in channels at still quite small Re, were consistent with the

experimental results. They indicated that the radial position is the net result of two

balancing forces, the first driving the particle away from the wall, the second caused

by the variations in shear rate. The ring of high concentration shifts towards the wall

with increasing Reynolds number, and the appearance of a second, inner ring has

been reported [115].

A ring of higher particle concentration persists to relatively high volume fractions,

e.g., 0.20 [116]. With increasing volume fractions, however, particle interactions

will entail the migration effects discussed earlier. In pipe flow these would lead

to increased particle concentrations towards the centerline because the shear rates

decrease in that direction. The resulting concentration profiles can be complex, and

vary with concentration, Reynolds number, and relative particle size [97, 116].

The relative importance of the particle inertia can be indicated by the ratio of

particle inertia forces to viscous fluid forces. It can be expressed by means of the

Stokes number, St = mp�̇/6��ma, where mp is the mass of the particle. The Stokes

number is similar to, and proportional to, a Reynolds number based on the particle

density: � p�̇a2/�m. With large, heavy particles in low viscosity media, e.g., gases, St

can become large. Particle collisions then dominate the normal viscous dissipation

mechanism encountered in suspensions. This is the area of granular dynamics or dry

powder flow, which is outside the scope of this book. Little work has been done

to show the effects that non-zero Stokes numbers would have on zero Reynolds

number flows. Trajectory analysis for Re = 0 and St ≪ 1 has shown strong effects of

particle inertia [117]. The fore-aft symmetry of inertialess flow is lost. Furthermore,

the region of closed trajectories is altered and displacements from the trajectories

lead to particle migration. These effects are different from those observed at finite

Reynolds numbers.

2.6.3 Sedimentation

Particles denser than the suspending medium will settle under gravity. This is impor-

tant in viscosity measurements as settling will induce gradients in particle concen-

tration. Sedimentation is also frequently used in industry as a solid-liquid separation

technique. A single particle, or particles in a dilute suspension, will settle with a

velocity Vs,0 given by Stokes’ law:

Vs,0 =
2a2��g

9�m

, (2.28)

where �� is the difference between the densities of particle and fluid and g is

the gravitational constant. Here it is assumed that the particle Reynolds number

Rep ≪ 1. In more concentrated suspensions, the neighboring particles hinder each

other, mainly by slowing the required backflow of the liquid in the upward direction.

This introduces a correction linear in � in the expression for the settling rate Vs [32]:

Vs

Vs,0
= 1 − 6.55�. (2.29)
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In even more concentrated systems, the empirical Richardson-Zaki expression can

be used:

Vs

Vs,0
= (1 − �)k, (2.30)

where k is an empirical constant. For this expression to reduce to Eq. (2.29) in the

case of dilute systems, k should be equal to 6.55. This is a reasonable value for

describing the experimental data [33].

On the basis of the given equations, settling processes could be predicted. Exper-

iments and simulations indicate that the results are sensitive to details of the system,

such as particle size distribution and size and geometry of the settling device. The

size effects in particular complicate simulations, as large cells need to be considered

[118].

Sedimentation also occurs during pressure-driven flow in pipes and channels.

When a bed of heavy particles has been formed and is in contact with a supernatant

clear fluid layer, a subsequent flow will cause a viscous resuspension of the parti-

cles as a result of a diffusion driven by the concentration gradient. Such a viscous

resuspension does not require a finite Reynolds number and therefore differs from

the resuspension occurring at large Reynolds numbers. During flow the balance

between sedimentation and migration will cause a stratified flow. This has been

observed for various geometries, including channel flow [119] and pressure-driven

pipe flows [120]. It should be pointed out that particles can also be lighter than

the suspending medium, which produces similar buoyancy effects, with particles ris-

ing rather than settling. However, accounting for the non-Newtonian behavior of

concentrated suspensions is also important in understanding buoyancy effects [89].

With non-buoyant particles, centrifugal forces cause phenomena similar to those

associated with gravity.

2.6.4 Summary

Interactions between more than two particles in a flowing suspension can induce a

chaotic motion, resulting in particle diffusion. Other phenomena, such as particle

roughness, might cause a similar effect. Self-diffusion or tracer diffusion occurs in

all directions but is especially pronounced in directions perpendicular to the fluid

velocity. These diffusivities scale with �̇a2. Gradients in shear rate cause particles to

move from areas of high to low shear rate. This gradient diffusion is stronger than

self-diffusion and can cause inhomogeneous particle concentrations during flow.

Models based on an effective suspension temperature have also been developed to

predict gradient diffusion under flow. Particle inertia causes migration, in particular

a particle motion away from walls.

When the densities of the particles and the fluid are not matched, buoyancy effects

appear. The settling of isolated particles is described by Stokes’ law. Relations exist

for hindered settling in more concentrated systems. In flows such as pressure-driven

flows, sedimentation and migration will occur simultaneously.

The effects of particle migration, diffusion, settling, and inertia can com-

plicate rheological measurements on suspensions. Suspensions containing large
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non-Brownian particles are particularly prone to such errors. They will be discussed

in Chapter 9.

Appendix A: Derivation of Einstein expression for intrinsic viscosity

In Section 1.2.5, average deviatoric stresses � and shear rates �̇ were defined for

suspensions. They replace the usual stresses and shear rates for single-phase fluids

when, e.g., calculating the rate of energy dissipation W, or when defining a suspension

viscosity. Hence, W can be calculated as

W = � : D = ��̇ 2. (2.A1)

The increase in the rate of energy dissipation or in viscosity in a suspension results

from the flow disturbances caused by the particles, as discussed in Section 2.2.1.

In a dilute suspension, the various particles do not affect one another, so their

contributions to the rate of energy dissipation or to the viscosity are additive. The

resulting deviatoric suspension stresses can be written as the sum of the stress in the

undisturbed medium (	m) and the particle contribution �
(p) [121]:

� = �m + �
(p). (2.A2)

To calculate the contribution from the particles, the actual stress disturbance around

the particles must be known. Interestingly, owing to the functional form of the

Stokes equations, which govern the slow creeping flow around a force-free sphere

(i.e., no extra external forces are applied to the particles), the stress in the fluid can

be evaluated by calculating the stress on the boundaries enclosing the fluid. This

includes the particle surfaces and a boundary taken at infinity, where the stresses

and disturbance velocity fields are negligible. On the basis of this argument, the

deviatoric particle contribution can be written as

�
(p) =

N

V

∫

Ap

[n · �r − �m (vn + nv)] dA, (2.A3)

where N is the number of particles in volume V and the integration is over a particle

surface area Ap with local surface outward normal n. Equation (2.A3) indicates

an integration over the whole volume, including the particles. This is corrected for

by the second right-hand term, where the divergence theorem has been used to

represent it as an integral over the particle surface.

Although this expression appears formidable, the particle stress can be evaluated

using the solutions for the velocity field around a single particle (as discussed in

Section 2.2), the definition of the deviatoric stress, and identities to be found in

Happel and Brenner [12]. The result is

� = 2�mD + 5��mD. (2.A4)

Using this to compute the work identifies the suspension viscosity as

� = �m

(

1 +
5

2
�

)

. (2.A5)
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Appendix B. Derivation of phenomenological equations for
suspension viscosity

Numerous phenomenological equations relating suspension viscosity to volume frac-

tion, such as Eqs. (2.20) and (2.21), can be found in the literature. These can be readily

derived from a mean-field theory starting from the limiting expression for the dilute

case (Section 2.2.2). The term “mean-field” refers to the concept that each parti-

cle in the suspension is assumed to experience an average field resulting from the

presence of the other particles. Thus, rather than calculating the actual field around

each and every particle, one can use an average value to calculate the effect of the

other particles on the reference particle. Here, the “field” refers to the viscosity of

the surrounding suspension, which consists of the suspending medium plus the other

particles. This method is attributed to Mooney [6, 122], and was discussed further by

Ball and Richmond [123].

The argument proceeds as follows. The addition of a single particle to a Newto-

nian medium increases the viscosity, according to the dilute limiting expansion, with

an increment given by the intrinsic viscosity:

d� = �m [�] �d�. (2.B1)

Every new particle will be added to a “medium” which consists not only of the Newto-

nian fluid, but also the suspended particles already in the suspension. Consequently,

the viscosity increase, at any point in this process, is given by

�(� + d�) = �(�) + d� = �(�) (1 + [�] �d�) , (2.B2)

where the medium viscosity is represented by the viscosity of the suspension prior to

the addition of the next particle. As particles are added to the suspension, however,

the space available is not the entire volume but rather an amount reduced by a factor

proportional to the current volume fraction occupied by particles. This fraction is

expressed as a constant k. Thus, Eq. (2.B2) is modified to become

�(� + d�) = �(�) + d� = �(�)

(

1 + [�] �
d�

1 − k�

)

. (2.B3)

The equation can now be separated as

d�

�(�)
= d ln � = [�] �

d�

1 − k�
=

[�] �

k
d ln(1 − k�).

Integration can be performed from the limit of no particles (where the viscosity

reduces to the viscosity of the medium) to the viscosity at the volume fraction of

interest:

�(�)
∫

�m

d ln � =

�
∫

0

[�] �

k
d ln(1 − k�)

∴ ln
�(�)

�m

= ln �r (�) =
− [�] �

k
ln(1 − k�)

∴ �r (�) = (1 − k�)−[�]�/k.
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Recognizing that the divergence of the relative suspension viscosity at maximum

packing identifies k as 1/�max, we have

�r (�) = (1 − �/�max)−[�]��max . (2.B4)

This yields Eq. (2.20), whereas specifying [�] ��max = 2 yields Eq. (2.21); other expo-

nents can be achieved accordingly. For example, the Mooney equation referred to

in Figure 2.1 is derived by modifying Eq. (2.B3) to read

�(� + d�) = �(�) + d� = �(�)

[

1 + [�] �d

(

�

1 − k�

)]

.

A similar, straightforward derivation then leads to the phenomenological

equation

�r (�) = exp

(

[�] ��

1 − k�

)

. (2.B5)

Extensions of this idea to the modeling of multimodal suspensions have been pro-

posed [4]. Exponential relationships between viscosity and packing fraction can be

derived by similar routes.

The derivation identifies the mean-field approximation underlying these popu-

lar constitutive equations and alerts the reader to their phenomenological nature.

Although simple in form, such constitutive equations for the viscosity do not accu-

rately reflect the underlying physical source of the stress in particulate suspensions,

namely hydrodynamic interactions between particles in the suspension, nor do they

explicitly include the suspension microstructure. Obviously, these simple equations

do not predict the full behavior of concentrated suspensions, including such effects

as normal stress differences, shear thinning, migration, and diffusion. Consequently,

although useful for the correlation of data, they should not be used for predictive

purposes beyond the data they were correlated with.

Chapter notation

A(r) function of r, defined in Eq. (2.6) [-]

Ap particle surface area [m2]

B(r) function of r, defined in Eq. (2.7) [-]

ci constants [-]

Di ith moment of the particle size distribution, Eq. (2.22) [m]

k constant [-]

Kc flux factor in Eq. (2.25) [-]

K� flux factor in Eq. (2.26)[-]

n outward normal vector [m]

N number of particles [-]

Nc particle flux caused by gradient in collision frequency, Eq. (2.25) [m−2 s−1]

N� particle flux caused by a gradient in viscosity, Eq. (2.26) [m−2 s−1]

W specific rate of energy dissipation [N m−2 s−1]
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Greek symbols

ε = 1 − (�/�max)1/3, dimensionless measure for interparticle distance near

close packing [-]

�ij ratio of radius of large spheres (i) to small spheres (j) in bimodal size

distribution [-]

� particle pressure in flowing suspension [Pa]

�
(p) particle contribution to the stress (Pa)

�s relative fraction of small particles in a mixture of two sizes (-)

�n defined in Eq. (2.22) [-].

ϒi dimensionless first and second (i = 1, 2) normal stress coefficients, as

defined in Section 2.5.3 [-]

REFERENCES

1. R. Rutgers, Relative viscosity and concentration. Rheol Acta. 2 (1962), 305–48.

2. D. G. Thomas, Transport characteristics of suspensions: VIII. A note on the the

viscosity of Newtonian suspensions of uniform spherical particles. J Colloid Sci. 20

(1965), 267–77.

3. T. B. Lewis and L. E. Nielsen, Viscosity of dispersed and aggregated suspensions of

spheres. J Rheol. 12:3 (1968), 421–43.

4. R. J. Farris, Prediction of the viscosity of multimodal suspensions from unimodal

viscosity data. Trans Soc Rheol. 12:2 (1968), 281–301.

5. J. S. Chong, E. B. Christiansen and A. D. Baer, Rheology of concentrated suspen-

sions. J Appl Polym Sci. 15 (1971), 2007–21.

6. I. M. Krieger, Rheology of monodisperse latices. Adv Colloid Interface Sci. 3:2

(1972), 111–36.

7. R. K. McGreary, Mechanical packing of spherical particles. J Am Ceram Soc. 44

(1961), 513–22.

8. A. B. Metzner, Rheology of suspensions in polymeric liquids. J Rheol. 29 (1985),

739–75.

9. G. K. Batchelor, An Introduction to Fluid Dynamics (Cambridge: Cambridge Uni-

versity Press, 1967).

10. I. E. Zarraga, D. A. Hill and D. T. Leighton, The characterization of the total stress

of concentrated suspensions of noncolloidal spheres in Newtonian fluids. J Rheol.

44:2 (2000), 185–220.

11. T. G. M. van de Ven, Colloidal Hydrodynamics (London: Academic Press, 1989).

12. J. Happel and H. Brenner, Low Reynolds Number Hydrodynamics (Englewood

Cliffs, NJ: Prentice Hall, 1965).

13. W. Schowalter, Mechanics of Non-Newtonian Fluids (Oxford: Pergamon Press,

1978).

14. R. G. Cox, I. Y. Zia and S. G. Mason, Particle motions in sheared suspensions: XXV.

Streamlines around cylinders and spheres. J Colloid Interface Sci. 27 (1968), 7–18.

15. H. Lamb, Hydrodynamics (Cambridge: Cambridge University Press, 1932).



74 Hydrodynamic effects

16. L. G. Leal, Advanced Transport Phenomena (Cambridge: Cambridge University

Press, 2007).

17. H. L. Goldsmith and S. G. Mason, The microrheology of dispersions. In F. R. Eirich,

ed., Rheology: Theory and Applications, Vol. 4 (New York: Academic Press, 1967),

pp. 85–250.

18. S. V. Kao, R. G. Cox and S. G. Mason, Streamlines around single spheres and

trajectories of pairs of spheres in two-dimensional creeping flows. Chem Eng Sci. 32

(1977), 1505–15.

19. A. Einstein, Eine neue Bestimmung der Moleküldimensionen. Ann Physik. 19
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113. G. Segré and A. Silberberg, Behaviour of macroscopic rigid spheres in Poiseuille

flow: 2. Experimental results and interpretation. J Fluid Mech. 14 (1962),

136–57.



References 79

114. B. P. Ho and L. G. Leal, Inertial migration of rigid spheres in two-dimensonal

unidirectional flows. J Fluid Mech. 65 (1974), 365–400.

115. J.-P. Matas, J. F. Morris and E. Guazzelli, Inertial migration of rigid spherical parti-

cles in Poiseuille flow. J Fluid Mech. 515 (2004), 171–95.

116. M. Han, C. Kim, M. Kim and S. Lee, Particle migration in tube flow of suspensions.

J Rheol. 43 (1999), 1157–74.

117. G. Subramanian and J. F. Brady, Trajectory analysis for non-Brownian inertial

suspensions in simple shear flow. J Fluid Mech. 559 (2006), 151–203.

118. N.-Q. Nguyen and A. J. C. Ladd, Sedimentation of hard-sphere suspensions at low

Reynolds number. J Fluid Mech. 525 (2005), 73–104.

119. U. Schaflinger, A. Acrivos and K. Zhang, Viscous resuspension of a sedi-

ment within a laminar and stratified flow. Int J Multiphase Flow. 16 (1990),

567–78.

120. J. T. Norman, H. V. Nayak and R. T. Bonnecaze, Migration of buoyant par-

ticles in low-Reynolds-number pressure-driven flows. J Fluid Mech. 523 (2005),

1–35.

121. G. K. Batchelor, The stress system in a suspension of force-free particles. J Fluid

Mech. 41:3 (1970), 545–70.

122. M. Mooney, The viscosity of a concentrated suspension of spherical particles. J

Colloid Sci. 6:2 (1951), 162–70.

123. R. C. Ball and P. Richmond, Dynamics of colloidal dispersions. Phys Chem Liq. 9

(1980), 99–116.



3 Brownian hard spheres

3.1 Introduction

This chapter builds on the understanding of hydrodynamic interactions achieved

in Chapter 2, to develop a rational understanding of the rheology of Brownian

hard spheres. As discussed in Chapter 1, for particles of the order of 1 �m or

smaller in size, Brownian motion introduces an effective force that acts to keep

particles well distributed (Eq. (1.3)). This force causes a diffusive particle motion

that drives the structure back to its equilibrium state whenever a disturbance occurs.

The corresponding time scale, being a relaxation time for particle motion, provides

a natural reference by which the time scales of other deformation processes will

be judged “fast” or “slow.” Thus, Brownian motion induces the presence of an

underlying equilibrium phase behavior as well as reversible shear and time effects,

all of which will be manifest in the rheology of colloidal dispersions.

Brownian hard spheres can be considered the “hydrogen atoms” of colloidal

dispersion rheology, as such dispersions have the simplest interaction potential

(Figure 1.10) and phase diagram (Figure 1.11) of any colloidal dispersion. There-

fore, an entire chapter is devoted to developing the structure-property relationships

for dispersions of hard spheres. Dimensional analysis can provide some guidance.

For idealized suspensions of hard, spherical particles (i.e., in the absence of surface

roughness and other deviations from ideality), Chapter 2 shows that the reduced

suspension viscosity should only be a function of the volume of the dispersed solid

phase, i.e., the rheological equation of state for the reduced viscosity is �r (�). Intro-

ducing Brownian motion leads to an energy scale kBT as well as a natural time scale

given in terms of the time it takes for a colloidal particle to diffuse a distance a, the

particle radius. The energy scale provides a natural scaling factor for the stress as the

energy per characteristic volume of a particle, kBT/a3, with which a reduced stress

	r can be defined:

	r =
	

kBT/a3
=

	a3

kBT
. (3.1)

The reduced stress gauges whether the applied stress is large or small relative to the

characteristic stress arising from Brownian motion. Equation (3.1) indicates that it

is a strong function of particle size.
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A characteristic time scale for Brownian diffusion is a2/D0, where the diffusivity

is defined in Eq. (1.5). This is the time it takes for a particle to diffuse by Brownian

motion a distance a, that is, on the scale of its own size. Figure 1.2 and the discussion

in Section 1.1.2 show how this diffusion proceeds. The natural relaxation time is used

to define a dimensionless shear rate, known as the Péclet number:

Pe =
�̇

D0/a2
=

�̇a2

D0
=

6��m�̇a3

kBT
, (3.2)

in which Eq. (1.5) has been used for the diffusivity. The Péclet number is the ratio

of the rate of advection by the flow to the rate of diffusion by Brownian motion

in a dilute dispersion. It defines high and low shear rates as relative to the rate of

relaxation by Brownian motion. When 	 in Eq. (3.1) is replaced by ��̇ , the similarity

between Eqs. (3.1) and (3.2) is obvious. Note that there is no constant ratio between

the suspension viscosity and the medium viscosity, and therefore Pe is is not simply

proportional to the reduced stress. Nevertheless, because of the similarity, the latter

can be thought of as a “dressed Pe,” represented by Pe*.

A monodisperse colloidal dispersion can be defined by the particle volume frac-

tion, particle size, medium viscosity, and temperature. Hence, we can rationally

expect that the dimensionless rheological equation of state should have the form

(explicit in either stress or shear rate)

�r (�, 	r ), �r (�, Pe). (3.3)

Note, however, that the experimental realization of such a model system remains

a challenging problem. The ubiquitous presence of dispersion forces (Chapter 1)

necessitates the addition of stabilizing elements to prevent colloidal aggregation.

Furthermore, there is always some size polydispersity, non-sphericity, and possible

surface heterogeneity (i.e., patchiness, roughness) to contend with. Simulations and

theory provide guidance, but are equally problematic due to the singular nature of

the hard sphere interaction arising from the divergence of lubrication hydrodynam-

ics on close contact (Chapter 2). Nonetheless, despite these challenges, there has

been significant effort devoted to defining the rheological properties of Brownian

hard sphere dispersions because of their scientific significance, technological rele-

vance, and importance to the understanding of more complex systems. We begin the

discussion by examining a few landmark experiments.

3.2 Landmark observations

The addition of colloidal particles to a Newtonian suspending medium leads to

a complex shear viscosity that is of significant practical importance. The well-cited

results of Laun [1] for charge stabilized latex dispersions illustrate the basic phenom-

ena; see Figure 3.1. As for the non-colloidal suspensions, the systematic addition of

a solid phase results in a nonlinear increase in the viscosity. However, here the vis-

cosity diverges such that no zero shear viscosity is evident at volume fractions lower

than those observed in non-colloidal suspensions. This raises an important question

about how Brownian forces may contribute to the low shear viscosity.
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Figure 3.1. Shear viscosity of a colloidal

latex of charge stabilized poly(styrene-

ethylacrylate) particles in water as a function

of applied shear stress and particle volume

fraction (after Laun [1]).

At low concentrations, the dispersion viscosity is nearly independent of shear

stress. However, increasing the particle concentration leads to marked shear thinning

behavior at intermediate shear rates or shear stresses. This is of great importance

in many industrial applications, as colloidal particles can be used to build low shear

viscosity while, because of this shear thinning, they can still be made to flow, pour,

spray, or spread as needed with less effort at higher shear rates. Thus, another

important question to answer is what determines the stress (or shear rate) at which

shear thinning occurs.

For higher shear stresses, an apparent high shear limiting viscosity is achieved

over quite a range of shear stresses. This pseudo-Newtonian behavior provides a

well-defined viscosity at typical coating and processing speeds. Here again, we can

ask whether this viscosity compares to that for non-colloidal suspensions, or whether

Brownian forces also contribute to this apparent high shear viscosity.

A rather remarkable behavior is evident at even higher shear stresses and for

higher volume fractions, whereby the viscosity increases significantly with stress. Such

shear thickening behavior is often undesirable and may damage processing equip-

ment or prevent proper materials handling or processing. On the other hand, this

can be used to engineer novel materials. We will delay a comprehensive discussion

of shear thickening until Chapter 8.

Forces acting between particles, whether attractive or repulsive, contribute to

the shear stresses and hence to the shear viscosity (more will be said about this

later). Some early experimental studies sought to create model hard sphere col-

loidal dispersions by adding electrolyte to electrostatically stabilized systems (see

Figure 1.7). Figure 3.2 shows data from Woods and Krieger [2], where the relative

shear viscosity is presented as a function of the amount of electrolyte added to

a surfactant covered latex, for various values of reduced shear stress 	r , defined in

Eq. (3.1). Electrolyte addition lowers the viscosity, most evident at low shear stresses,

but eventually leads to a viscosity increase. The authors argued that the viscosity min-

imum will be the closest to hard sphere behavior. Notice also that electrolyte addition

has a significantly smaller effect at higher stresses, indicating that electrostatic forces

are not the dominant contribution to the viscosity under these conditions. Further

discussion of electrostatic forces’ contribution to the rheology is the topic of the next

chapter.
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Figure 3.2. Reduced viscosity of a concentrated colloidal latex versus salt concentration, at various

levels of reduced shear stress (after Woods and Krieger [2]).

Figure 3.3. Rheology of polystyrene latices of various sizes at a volume fraction of 0.50 in various

suspending media as indicated (after Krieger [2, 3]).

Figure 3.3 shows results from the aforementioned study [2], as well as measure-

ments on the same particles in two different organic solvents, all at the same volume

fraction [3]. Notice how the results for various solvents and particle sizes reduce

to a master curve when the relative viscosity is plotted as a function of a quantity

proportional to Pe, as suggested by Eq. (3.3).

The volume fraction dependence of the limiting low and high shear viscosities

�r,o and �r,∞ is of fundamental importance. De Kruif and coworkers [4] studied

colloidal silica dispersions that were surface treated so as to be dispersible in a

near refractive index matching solvent, which minimizes the interparticle attrac-

tive forces. The results, presented in Figure 3.4, are well described by Eq. (2.21),

with

�r,o : �max = 0.63,

�r,∞ : �max = 0.71.
(3.4)
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The maximum packing fraction, defined as the volume fraction at which the

viscosity diverges, is seen to depend on the shear rate. The nature of the diver-

gence of these two limiting viscosities will be discussed in more detail later in this

chapter.

The presence of a relaxation mechanism such as Brownian motion leads to

viscoelasticity, as observed in the data of Shikata and Pearson [5] for colloidal silica

dispersed in index-matching ethylene-glycol/glycerin. It can be seen in Figure 3.5

that G′′ is dominant and that the dynamic viscosity (�′ = G′′/�) follows the same

behavior as the steady shear viscosity, namely a transition from a higher value at low

frequencies (corresponding to low shear rates) to a lower one at higher frequencies

(and shear rates). The transition regime corresponds to where the storage modulus

G′ levels off.

The presence of viscoelasticity indicates that there should be additional contri-

butions to the normal stress differences. Recall that for non-colloidal suspensions

the first and second normal stress differences are both negative and of comparable

magnitude (see Section 2.5.3). For such systems, they arise solely from hydrodynamic

interactions. Brownian dispersions exhibit very weak, positive first normal stress dif-

ferences at low to moderate shear rates, as shown in Figure 3.6 [6]. However, it can

be seen that at sufficiently high shear rates the first normal stress difference becomes

negative. The limited measurements of the second normal stress difference indicate

they become negative at higher shear rates.
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Figure 3.6. First and second normal stress differences (two separate measurements are shown

for N1) for a Brownian dispersion (colloidal latex, a = 295 nm, polymethyl methacrylate parti-

cles stabilized by polyhydroxystearic acid, dispersed in dioctyl phthalate at � = 0.47) (after Lee

et al. [6]).

3.3 Structure and thermodynamic properties of the hard sphere fluid

As the hard sphere model is central to much of atomic and colloidal science, we

first consider the general case of a hard sphere fluid, i.e., a fluid consisting solely of

hard spheres without a suspending medium (Brownian dynamics). If one neglects

any intervening fluid the results apply to atomic hard sphere fluids as well as to

colloidal dispersions. The structure of such a fluid is characterized by a radial distri-

bution function g(r), describing the probability of finding a neighboring particle (see

Figure 2.10) at a vector distance r from the center of a reference particle (located

at the origin). It is normalized such that g(r) = 1 describes a randomly distributed

suspension of non-interacting point particles. It can be calculated theoretically or

obtained from simulation or experiment (for a detailed elucidation of the statistical

mechanics theory, see [7], for example).

For a liquid structure, the probability of finding a neighboring particle is isotropic,

i.e., it does not depend on angular orientation, so only the distance r needs to be

specified. The fluid will have local variations in g (r) determined from the balance

of forces acting on the particles. For hard spheres without intervening solvent, the

thermodynamic forces acting on the particles consist of the thermal forces (generat-

ing a particle velocity). This interparticle force between approaching hard spheres

is zero until it jumps to infinity when they touch. It can be expressed by means of a

hard sphere excluded-volume potential:

F
hs = −∇�hs . (3.5)

Calculation of interparticle forces from the potential of interaction is described

in Chapter 1. Figure 3.7 shows the radial distribution function for hard spheres in the

neighborhood of the reference particle (g (r) = 0 for r < 2a, as the particles cannot

interpenetrate). A random arrangement of particles is equivalent to g (r) = 1, which

is what is observed at low concentrations. What is important for this discussion is
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that, at higher concentrations, the probability of finding a neighbor is very high at

contact (r = 2a). This probability decays rapidly and, because of the surrounding

neighbors, particles are less likely to be found at a separation of, for example, r = 3a

because they are crowded out by the first shell of neighboring particles. Second-

nearest neighbors are evident from the peak around r = 4a, which also becomes

more prominent with increasing volume fraction.

3.3.1 Pressure in a hard sphere fluid

As shown in Chapter 1, the pressure is the isotropic component of the stress tensor.

The stress acting on a suspension of particles depends both on the location of the

particles as given by the vector ri , where the subscript refers to particle i, and on

the force acting on that particle, given by the vector Fi . Thus, for any force of

thermodynamic origin acting between particles, we can calculate the stress tensor

�
thermo arising from these forces, in the absence of hydrodynamic interactions, as

�
thermo = −

1

V

〈

N
∑

i=1

ri F
thermo
i

〉

. (3.6)

In the above, the sum is taken over all N particles in volume V. The brackets denote an

ensemble average, i.e., an average over many realizations of the particle suspension.

The negative sign arises from Newton’s third law and the definition of the stress as

the force applied to the suspension.

This stress expression can be simplified considerably for the calculation of the

osmotic pressure for hard spheres. This is because the hard sphere potential is

either infinity, when particles overlap, or zero otherwise (see Eq. (1.30)). Following

standard derivations [7] the osmotic pressure due to the hard spheres’ excluded

volume can be derived from the stress due to the interparticle force, as

� − nkBT = −	i i = 4nkBT�g (2a) . (3.7)

The Brownian motion of individual particles generates the ideal gas contribution

nkBT to the osmotic pressure, where n is the number density of particles in the

suspension. The right-hand side shows that the osmotic pressure due to particle

interactions in the suspension can be determined directly from the value of the
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radial distribution function at contact. That is, the osmotic pressure for a dispersion

of hard spheres is simply proportional to the number of neighboring particles.

For reference, the Carnahan-Starling approximation [8] for the contact value

of the radial distribution function g (2a), although empirical, is very successful in

representing simulation data. It has the simple analytical form [9]

g(2a) =
1 − (�/2)

(1 − �)3
. (3.8)

This gives rise to the equation of state for hard sphere fluids, which is the isotropic

part of the stress tensor [8]:

�

nkBT
=

1 + � + �2 − �3

(1 − �)3
. (3.9)

These results have been validated by simulation [10] and by experiments on model

colloidal hard sphere dispersions [11, 12]. An expression for the hard sphere crystal

phase is provided in Appendix C.

As noted above, experimental realization of a true hard sphere potential is

plagued by roughness and softness of the stabilizing layer, as well as by very weak van

der Waals interactions and polydispersity. Hence, matching the fluid-crystal transi-

tion is sometimes performed to determine a suspension volume fraction [13]. Mea-

surements of the osmotic pressure [12] for near hard sphere dispersions of 512 nm

and 640 nm diameter poly(hydroxystearic acid)-grafted polymethylmethacrylate

(PMMA-PHSA) particles [14, 15] show excellent agreement in the liquid phase,

with a systematic deviation in the solid phase that is attributed to polycrystallinity

and/or polydispersity effects.

Another system often proposed as a model for hard spheres consists of stearyl

alcohol (1-octadecanol) coated silica particles suspended in various organic solvents

[16, 17]. Light scattering measurements by Vrij and coworkers [18] show excellent

agreement between the compressibility factor for hard spheres and measurements

of S(0), the structure factor at zero wave vector, by light scattering; see Figure 3.8.

Here, the compressibility factor is the derivative of the osmotic pressure with vol-

ume fraction, and is formally equal to the structure factor extrapolated to zero

angle. These two systems are the most commonly employed as models for hard

sphere behavior, and both can be described by the hard sphere pressure equation of

state.

With the advent of confocal microscopy as a tool for structure determination in

colloid science [19], hard sphere behavior can be tested by direct observation of the

microstructure. Figure 3.9 show the results of Dullens et al., who report studies on

fluorescently labeled PMMA-PHSA dispersions that verify the hard sphere radial

distribution function as well as the osmotic pressure and chemical potential (not

shown here) [20].

3.3.2 Brownian forces in concentrated dispersions

Brownian forces acting between particles contribute directly to the suspen-

sion viscosity. Brownian motion, although random, acts to smooth out particle
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Figure 3.8. Measured compressibility factor for 22 nm diameter stearyl-silica particles compared

with hard sphere theory (after Vrij et al. [18]).

Figure 3.9. Direct imaging of hard sphere liquid, showing (a) computer reconstruction of the

measured colloidal structure at � = 0.25; (b) comparison of measured radial distribution functions

(symbols) with theoretical hard sphere values (lines) for various volume fractions; (c) osmotic

pressure determined from the images. (Used with permission from Dullens et al. [20], copyright

2006, National Academy of Sciences, USA.)

concentration gradients. Particles in a locally more concentrated region will interfere

with each other’s motion in such a manner that they are more likely to move away

towards regions of lower concentration. This is the source of Brownian diffusion;

the mathematical formulation of this concept was completed by G. K. Batchelor
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[21, 22], who showed that this force can be written in terms of the gradient of the

radial distribution function:

F
B (r) = −kBT

d ln g(r; �)

dr
. (3.10)

In this equation, the force is proportional to the gradient of the neighbor concen-

tration, as given by the radial distribution function, which is shown in Figure 3.7

for hard sphere dispersions. The strong decay in g (r) near contact leads to a strong

repulsive interaction (F B > 0). That is, Brownian motion attempts to smooth out

these variations in local particle concentration. Appendices A and B discuss how

Brownian forces contribute to the thermodynamic properties of the suspension.

The particles in a colloidal dispersion are force- and torque-free, so that,

at equilibrium, the Brownian and interparticle forces must balance. Balancing

Eq. (3.10) with Eq. (1.7) leads to the result that the pair distribution function is

the exponential of the negative of the pair potential:

lim
�→0

g(r) = exp

[

−
� (r)

kBT

]

. (3.11)

For hard spheres, the potential is infinite at contact, to prevent particle overlap, and

zero otherwise. Thus, the radial distribution function is zero for distances closer than

particle contact, and unity otherwise. Figure 3.9 shows this result is approached as the

concentration is lowered and that, at finite concentrations, structure in g(r) is evident.

This is due to many-body interactions arising from packing particles together.

G. K. Batchelor and the development of colloidal micromechanics

In a series of landmark publications in the 1970s [21–27], G. K. Batchelor (1920–

2000), an Australian fluid dynamicist, founder of the Department of Applied

Mathematics and Theoretical Physics at Cambridge, and founder of the Journal of

Fluid Mechanics, derived the micromechanical theory for the rheology of colloidal

suspension mechanics. Extending the rigorous calculation of stresses beyond the

Einstein calculation of intrinsic viscosity involved significant mathematical and

theoretical challenges. Concerning the viscosity expression for suspensions, dis-

cussed in Chapter 2 (Eq. (2.13)), computation of the c2 or second-order coeffi-

cient required resolving a mathematically non-convergent integration. This arises

because the leading-order term of the hydrodynamic interactions appearing in

the calculation decays as r−3, which when integrated over the suspension volume

leads to a physically unrealistic, non-convergent integral. Batchelor introduced a

physical argument and, on the basis of this, developed a mathematically rigorous

method to integrate the stress expressions, leading to Eq. (2.15). For colloidal

particles, controversy surrounded how, and even whether, Brownian motion con-

tributes to the suspension viscosity. Batchelor extended Einstein’s original argu-

ment to show that Brownian motion in a suspension with two or more particles can

be represented as a statistical thermodynamic force (Eq. (3.10)). He then derived

the required expressions for the contribution of this thermodynamic force to the

stress, recognizing that [22]
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Firstly, the system of thermodynamic forces on particles makes a direct con-

tribution to the bulk stress; and, secondly, thermodynamic forces change the

statistical properties of the relative positions of particles and so affect the bulk

stress indirectly.

In short, Batchelor established, with mathematical rigor, the critical concept that

suspension mechanics required direct consideration of the effects of microstruc-

ture. That is, the equations for evolution of bulk properties and of the microstruc-

ture are intimately linked and must be solved simultaneously – a concept now

known as micromechanics. Through this approach, calculation of Brownian dif-

fusion was shown to be fundamentally a hydrodynamic problem directly related

to the rate of sedimentation in a suspension. Finally, to solve for the order �2

contribution to the viscosity, Batchelor and Green developed numerical solutions

to the necessary hydrodynamic interactions between two spherical particles. This

culminated in the first rigorous calculation of the next-order correction to the Ein-

stein viscosity of dilute colloidal dispersions, Eq. (3.12). This remarkable series of

achievements provided the starting point for modern micromechanical theories of

suspension mechanics and colloidal dispersion rheology, and has been extended

by Batchelor and his students and colleagues to sedimentation, polydispersity

effects, and related phenomena. See [27, 28] for more biographical information

about one of the twentieth century’s preeminent fluid mechanicians.

3.4 Rheology of dilute and semi-dilute dispersions

Dilute colloidal dispersions have the same intrinsic viscosity as non-colloidal sus-

pensions. This is because the linear term in the viscosity expansion only reflects the

additional dissipation in the suspension due to the non-deformability of the particles.

As noted above, Brownian forces are in thermal equilibrium with the solvent and

reflect exchange of momentum between the solvent and the colloidal particle. The

force is conservative, so no new dissipation occurs for a single particle alone in the

fluid. Fluctuations in the solvent are translated into particle motion. This particle

motion is dissipated by the hydrodynamic drag slowing the particle. This friction is

returned to the solvent as heat, which exactly compensates for the original fluctua-

tion [7]. Thus, Eqs. (2.9) and (2.10) are applicable to dilute systems, i.e., to leading

order in �.

As for non-Brownian suspensions, hydrodynamic interactions contribute to the

quadratic term, i.e., c2 in Eq. (2.13). Now, however, the confounding issue of closed

trajectories, discussed in Section 2.4, is no longer problematic as there is a known

equilibrium microstructure for Brownian dispersions. Batchelor was the first to cal-

culate this contribution [26], which was later refined and found to be c2 = 5.0 in

shear flow [29, 30]. This contribution is dominated by the long-range hydrodynamic

interactions acting between particles. Equation (3.12) includes additional contri-

butions to the viscosity due to Brownian forces in the dilute limit. These were first

calculated by Batchelor [22], who obtained 0.97 for the contribution of the Brownian
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forces. This was subsequently refined by Chichocki and Felderhof [29], who calcu-

lated 0.913, by Wagner and Woutersen [30], who obtained 0.950, and most recently

by Bergenholtz et al. [31], as 0.92. Thus, we find, for the limiting zero shear viscosity

of dilute Brownian hard sphere dispersions,

�hs
r,0 = 1 + 2.5� + 5.9�2 + · · ·. (3.12)

At high frequencies the microstructure is perturbed only slightly from equilibrium

and the viscous dissipation is entirely due to hydrodynamic interactions and drag

on the particles. Thus, the high frequency limiting viscosity is just the hydrodynamic

component of the stress calculated for the equilibrium microstructure. This is the

same as for non-colloidal suspensions with a random microstructure:

(�′
r,∞)

hs = 1 + 2.5� + 5.0�2 + · · ·. (3.13)

Calculation of the steady state high shear viscosity is complicated by the need to

determine the colloidal microstructure at infinite shear rate (infinite Pe). Calculations

for the high shear limiting value have been performed in the pair limit by Bergenholtz

et al. [31], who reported

�hs
r,∞ = 1 + 2.5� + 6.0�2 + · · ·. (3.14)

The changes with shear rate (Pe) are, however, non-monotonic. Initially, the Brow-

nian contribution to the viscosity decreases with increasing shear rate, leading to

the observed shear thinning behavior. This is shown in Figure 3.10, where calcula-

tions of the individual components are plotted as a function of dimensionless shear

rate [31]. At intermediate Pe, the viscosity reaches an apparent high shear plateau

due predominantly to hydrodynamic contributions to the stress. This hydrodynamic

component is nearly constant until at high Pe a significant rise in hydrodynamic

stresses leads to an overall shear thickening behavior.

This complex, nonlinear viscosity can be understood by considering the colloidal

dispersion microstructure. Recalling that viscosity is stress divided by shear rate, one

can readily understand the shear thinning behavior by considering the contributions

of the various forces and structure to the stress. The contribution of Brownian forces

is the product of a force, which itself does not depend directly on the shear rate,

and the structure. Initially, at low Pe, the flow-induced structure rearrangements

are linear in shear rate (or Pe). Hence, the product of the Brownian force and

structure is also linear in the shear rate. This yields a constant (pseudo-Newtonian)

viscosity. However, with increasing shear rate the microstructure cannot continue

to rearrange in proportion to the flow. As the flow-induced structure saturates,

so do the Brownian stress contributions, and consequently the viscosity decreases.

By contrast, the hydrodynamic forces themselves are directly proportional to the

shear rate (Chapter 2) and, as such, do not show this shear thinning behavior. The

hydrodynamic contribution at rest, given by Eq. (3.14), is only slightly affected by

the non-equilibrium microstructure at low to moderate Pe. However, due to the

flow-induced structural changes occurring at high shear rates, there is an increase in

the hydrodynamic stress contributions and, therefore, a shear thickening viscosity.

Chapter 8 provides a more detailed discussion of the shear thickening effect and the

associated changes in microstructure.
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Figure 3.10. Order-�2 coefficient of (a) the relative shear viscosity, (b) first and (c) second normal

stress differences, and (d) osmotic pressure (including a component from short range stabilizing

forces), as a function of Péclet number based on the excluded volume radius. Thin solid lines:

Brownian contribution; dashed lines: hydrodynamic contribution; thick solid lines: overall value of

the coefficient (after Bergenholtz et al. [31]).

Figure 3.10 also shows the effects of shear flow on the first and second normal

stress differences, as well as on the osmotic pressure. Note that the normal stress

differences and the osmotic pressure are divided by Pe so, although the coefficients as

presented decrease at higher shear rates the absolute values continue to increase. The

behavior of these functions can be understood by inspection of the microstructure.

Calculations of the probability of finding a neighboring particle for moderate to

high Pe are shown in Figure 3.11 [31, 32]. Although performed in the absence of

hydrodynamic interactions, they are qualitatively similar to those obtained with full

hydrodynamic interactions. These maps are in the plane of shear (the flow is in the

horizontal direction) and show the change in pair probability distribution surround-

ing a reference particle due to the imposed flow. As the system is infinitely dilute, at

equilibrium (not shown) the probability of finding a neighboring particle is uniform

and isotropic. Under flow, particles are brought together along the compressional

axis and convected away along the extensional axis, in much the same manner as

shown in Figures 2.8 and 2.9.

Brownian forces are centrosymmetric and only contribute to the viscosity

(which is an off-diagonal component of the stress tensor, Eq. (1.28)) when there

is a anisotropic distribution of neighboring particles. Positive contributions to the

shear stress occur for particles along the compression axis (135◦) and negative for
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Figure 3.11. Maps of non-equilibrium suspension microstructure, showing the change in pair prob-

ability distribution around a reference particle in the dilute limit, for moderate to high Pe (1–20),

obtained using Stokesian dynamics. Map (b) overlaid with the sign of the Brownian force contri-

bution to the shear stress (b: Pe = 5; c: Pe = 10); map (c) is overlaid with the sign of the Brownian

force contribution to the first normal stress difference. (Used with permission from Foss and Brady

[32].)

particles along the extensional axis (45◦), as depicted in Figure 3.11(b). Therefore,

as Figure 3.10 shows, there should be a contribution to the viscosity due directly to

Brownian forces, given the anisotropic distribution of neighboring particles in weak

shear flow.

With increasing shear rate the convective motion causes the particle distribution

to shift in such a manner that neighbors are more probably in the vertical (shear

gradient) direction than along the flow direction. Because of this particle rearrange-

ment, the net contribution of the Brownian force to the shear stress decreases. As

the shear viscosity is the shear stress divided by the shear rate, this leads to significant

shear thinning. Calculations show that this component of the viscosity decreases as

Pe−2 at high shear rates [31].
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As discussed in Chapter 2, hydrodynamic dissipation already occurs for isotropic

structures, so the hydrodynamic contribution to the shear stress is relatively insensi-

tive to these microstructural rearrangements at low to moderate Pe. This contribu-

tion continues to increase nearly in proportion to the shear rate. However, at very

high Pe (Pe ≫ 1), compression of the nearest neighbors into a tight boundary layer

near the particle surface means that the strong lubrication hydrodynamic forces now

play an important role in determining the suspension viscosity. More will be said

about this in Chapter 8. In Figure 3.10(a), however, one can observe that the hydro-

dynamic contribution to the shear viscosity increases in the shear thickening state

and is completely responsible for the viscosity at high Pe.

The flow-induced anisotropy in microstructure also leads to normal stress differ-

ences for both Brownian and hydrodynamic forces, the latter discussed in Chapter 2.

The Brownian force results in positive normal stress differences, as shown in

Figure 3.10(b) [32]. At low Pe, the symmetry of the structure leads to nearly equal

positive and negative contributions to the normal stresses in the flow (horizontal)

and shear gradient (vertical) directions. With increasing Pe, the shear flow increases

the probability of finding a neighbor normal to the flow direction rather than along

the flow direction, as seen in Figure 3.11(b). This shift in the neighbor distribution

contributes to a positive first normal stress difference, as illustrated in Figure 3.11(c),

where the angular dependence of the sign of the Brownian force contribution is illus-

trated. This scales like Pe2 in the low shear limit. In simplistic terms, as particles are

more likely to be found in the vertical (shear gradient) direction than along the flow

direction, there is a greater interparticle repulsive force acting in the shear gradient

direction than along the flow direction. This acts to push the plates of the rheometer

apart, leading to a positive first normal stress difference.

At higher shear rates, the structured region is concentrated in a boundary layer

in close proximity to the particle (Figure 3.11(d)). The first normal stress differ-

ence arising from hydrodynamic interactions is negative, as noted in Chapter 2.

This contribution eventually becomes dominant at high Pe and so the first nor-

mal stress difference will change sign (as observed experimentally; see Figure 3.6).

The second normal stress difference is always negative and of comparable mag-

nitude to the first normal stress difference. This can also be understood in terms

of structure rearrangements as there is less restructuring in the neutral (vorticity)

direction. Hence, both Brownian and hydrodynamic contribution are negative at all

shear rates. Finally, shear flow also acts to increase the osmotic pressure, shown in

Figure 3.10(d). This is consistent with Eq. (3.7), linking the osmotic pressure to the

number of neighbors at contact, which increases with increasing shear rate. This will

be discussed further for concentrated suspensions.

The extensional viscosity of very dilute Brownian hard sphere dispersions is

expected to be three times the shear viscosity for Newtonian fluids (Eq. (1.33)) at low

strain rates. Equation (3.12) for the relative viscosity applies to pure bulk straining

in the low Pe limit. According to Eq. (2.15) the hydrodynamic contribution to the

extensional viscosity in the limit of high Pe is c2 = 7.6 rather than 5.9 for low Pe, which

suggests strain rate hardening behavior even for dilute suspensions. The reasons for

this are the same as for the shear thickening of the shear viscosity in the high Pe limit,

namely the strong increase in nearest-neighbor particles at very close approach.
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For all practical purposes, particle inertia can be neglected for colloidal disper-

sions except under the most extreme conditions. The particle Reynolds number

(Eq. (2.11)) for colloidal systems is always very small, even for very high shear rates.

For example, an extreme scenario of a 1 �m diameter particle and a shear rate

of 106 s−1 in water yields Rep ≈ 0.1. Thus for colloidal systems we can generally

assume that, on the scale of the particle, the local flow is Stokes flow. This implies

that even in bulk turbulent flows, the flow in the neighborhood of the particle is still

in the Stokes flow regime and particle inertial effects are negligible. Similarly, for

weak flows Brownian forces are generally much more significant than shear-induced

diffusion effects, which have been shown to scale as �Pe2 [33]. At high shear rates,

however, the collective diffusion coefficient increases proportionally to the shear

rate, scaling as �̇a2�, just as for non-colloidal suspensions.

3.5 Concentrated dispersions

Insight obtained from the exact calculations and theory for dilute dispersions of

hard spheres can be applied to understand the rheology of concentrated Brownian

hard sphere dispersions. Of course, the microstructure is more complicated and

calculations become difficult due to the many-body interactions that dominate in

concentrated systems. However, simulations can provide guidance and quantitative

predictions.

3.5.1 Zero shear viscosity

As with non-colloidal suspensions, the viscosity of hard sphere colloidal dispersions

is conveniently thought of in terms of a maximum packing fraction. The random

close packing limit [23] of � = 0.636 sets an upper boundary for when jamming

will prevent a monodisperse suspension from flowing at equilibrium, and this limit

should apply to colloidal dispersions as well. However, as shown in Figure 1.11, the

hard sphere state diagram exhibits a fluid-solid phase transition at � = 0.494 and a

glass transition at � ∼ 0.58. Hence, Brownian motion introduces not only additional

contributions to the stresses, but also additional complexity through the dispersion

phase behavior. Here, we ask a deceptively simple question: At what volume fraction

does the zero shear viscosity of a hard sphere colloidal dispersion diverge?

Interestingly, crystallization of concentrated, nearly monodisperse hard sphere

colloidal dispersions is often absent or difficult to observe in experiments [12, 34].

Many types of dispersions can be prepared with increasing particle concentration

without evidence of a phase transition on the time scale of experimental observation.

Thus, as illustrated in Figure 3.4, experimental measurements of the zero shear

viscosity often do not show evidence of a phase transition, unless special care is

taken in the preparation of samples [35, 36]. The kinetics of crystallization are often

slow, and glassy states are observed at high packing fractions, where the viscosity can

become very large and the rheology challenging to measure. Therefore, metastable

fluid states are generally observed on practical observation time scales instead of

crystallization.
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Table 3.1. Properties of model hard sphere dispersions.

Suspending Diameter

Source Particle medium (nm) �max � method �g

van der Werff

& de Kruif

(1989) [57]

Stöber

silica

Cyclohexane 92, 152,

110

0.63 [�] 0.635, 0.63,

0.62

Shikata &

Pearson

(1994) [5]

Nissan

silica

Ethylene

glycol/glycerol

120 0.63 [�] 0.61

Segrè et al.

(1995) [40]

PMMA-

PHSA

cis-decalin 602 – �F−C 0.56

Phan et al.

(1996) [12]

PMMA-

PHSA

Cis/trans-

decalin/tetralin

518, 640 0.58 �F−C 0.57 0.63

Meeker et al.

(1997) [36]

PMMA-

PHSA

Cis-decalin 602 – �F−C

Cheng et al.

(2002) [35]

Nissan

silica

Ethylene

glycol/glycerol

488 0.64 �sed = 0.64 0.59

Maranzano &

Wagner

(2001) [41]

Silica-TPM Tetrahydrofurfuryl

alcohol

150, 300 0.45, 0.54 � particle 0.575

Banchio &

Brady

(2003) [38]

SD

simula-

tions

– – 0.63 – 0.58

Despite seeming simple, the experimental realization of a true hard sphere poten-

tial remains elusive, as discussed above. Figure 3.12 shows the relative zero shear

viscosity as a function of particle volume fraction from many different laboratories

on a range of different model colloidal dispersions (summarized in Table 3.1). For

reference, Eq. (2.21) is also shown, with �max = 0.58, where the ideal glass transition

is taken for the maximum packing. The theoretical predictions of Lionberger and

Russel [37] are also included. Clearly, some of the data appear to diverge at volume

fractions approaching 0.58, whereas others appear to diverge closer to random close

packing. The values for this maximum packing were determined by the authors as

the point where their viscosity diverged; these are listed in Table 3.1. Also shown

are Stokesian dynamics (SD) simulations [38, 39], which are shown in more detail in

Figure 3.13.

Significant uncertainties in these measurements include the determination of

the volume fraction [40] and proper measurement of the viscosity at high volume

fractions [35]. The various laboratories used different methods for determining the

volume fraction, each with its own advantages and disadvantages. The particle den-

sity can be directly determined from densitometry [41, 42], but this yields the skeletal

density that does not account for solvent-accessible pores or solvated surface stabi-

lization layers. Others use the location of the fluid-crystal phase transition. However,

slight polydispersity effects influence the location of this transition; Segrè et al. esti-

mate the uncertainty to be around 3% [40]. Using the intrinsic viscosity to determine

the particle density via the Einstein value for hard spheres (Eq. (2.9)) involves a

similar level of uncertainty due to the contribution of the stabilizing layer [43] (a
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Figure 3.13. Zero shear viscosity of hard spheres calculated by Stokesian dynamics, with hydro-

dynamic and Brownian components also shown; the inset shows the data on a semi-log plot (data

from Banchio and Brady [38]). Equation (2.21) with �max = 0.58 is included for reference.

further discussion of this issue is found in Chapter 4). Other methods include centrifu-

gation and decanting to prepare a stock suspension [35]. The sediment is assumed to

be at close packing, but corrections for polydispersity are also necessary. Therefore,

some of the scatter in Figure 3.12 at high volume fractions can certainly be associ-

ated with uncertainty in the volume fraction. The trend, however, is for the sterically

stabilized polymer dispersions (open symbols) to lie generally above the simulation

results, whereas the silica dispersions (closed symbols) lie below. This difference

persists despite both types of particle dispersions being successful in reproducing the

hard sphere pressure equation of state, as shown above. Evidently, the zero shear
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viscosity at high packing fractions is very sensitive to nanoscale surface effects and,

as will be shown in Chapter 6, even to very weak residual interparticle interactions.

Rather than focus on the packing fraction where the viscosity diverges, effort has

been made to define the viscosity at � = 0.494, i.e., the concentration of the suspen-

sion in the coexistence region. Values of the relative viscosity at this concentration

for the PMMA-PHSA dispersions are of the order of 45 and for the silica dispersions

of the order of 25–30 [35, 36], and Stokesian dynamics simulations yield a value of

41 at � = 0.494, by interpolation of the results in Figure 3.13 [39].

Guidance from theory and simulation for the low shear viscosity at high volume

fractions is limited. Stokesian dynamics calculations are restricted to volume frac-

tions of ∼0.5 or less due to problems with crystallization and the necessity to include

an artificial short-range force to prevent particles from overlapping [38]. Simulation

methods also require careful investigation of the effects of system size and of the

various numerical parameters involved. Figure 3.13 shows results from Banchio and

Brady [38], with the individual components comprising the viscosity also shown. As

discussed for dilute hard sphere dispersions, the total stress consists of hydrodynamic

and thermodynamic (i.e., Brownian motion) contributions. The hydrodynamic con-

tribution, discussed in Chapter 2, is given by the high frequency zero shear viscosity.

As seen, the contribution to the viscosity from Brownian motion dominates with

increasing concentration. Also shown is the reference model curve, Eq. (2.21) from

Figure 3.12, which lies just above the data.

Brady’s analysis of von Smoluchowski’s theory for the colloidal micromechanics

approach (see Appendix A) yields the following approximate form for the Brownian

contribution [39]:

�B
r,o ∼

12

5
�2 g (2a; �)

Dss (�)
, (3.15)

where Dss is the short-time self-diffusion coefficient. This expression has a form

similar to that for the osmotic pressure (Eq. (3.7)), in that it connects the viscosity

directly to the number of neighbors at contact. The Carnahan-Starling expression

(Eq. (3.8)), is used for the radial distribution function at contact, and the self-

diffusivity (discussed below) is obtained from simulation. This expression has the

limiting behavior

lim
�→�max

�B
r,0 ≈ 1.3 (1 − �/0.63)−2

. (3.16)

The divergence of the viscosity is predicted to occur at random close packing,

owing to the arrest of self-diffusion. A more complete calculation has been made by

Lionberger and Russel [44], who explored various approximations for many-body

interactions and hydrodynamic interactions to obtain a numerical solution for the

zero shear viscosity of a hard sphere dispersion. Reasonable agreement with the

experimental data is obtained (Figure 3.12). In this approach, the viscosity diverges

because of the jamming associated with random close packing. That is, particle

motion becomes arrested because the particles are touching and sufficient neighbors

exist to trap particles in a solid state, although with a liquid-like structure (i.e., a

glassy state).
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Figure 3.14. Illustration of particle caging for a

dense, 2D suspension. The reference particle

(striped) is “caged” by the presence of nearest-

neighbor particles (gray) in the concentrated suspen-

sion (circles).

There is an alternative theoretical approach based on mode-coupling theory

(MCT). MCT, based on a microscopic theory for fluctuations in fluids, captures

in a mathematical framework the particle caging illustrated in Figure 3.14 and

discussed in Chapter 1. MCT predicts the existence of an ideal glass transition,

whereby particle motion at high volume fractions is very localized as a result of

crowding by neighboring particles. Figure 3.14 depicts this in two dimensions: the

test particle is surrounded by neighboring particles that are not necessarily touching

but act to “cage” it and prevent it from moving beyond its local position. Naturally,

these neighboring particles are themselves “caged” by their nearest neighbors, and

therefore cannot diffuse away to release the test particle. This continues ad infini-

tum, and is the physical basis of MCT. Calculations based on the theory suggest

that this transition should occur at �g = 0.525 [45], whereas experiments typically

find the glass transition to occur at �g ≈ 0.58 [13]. This difference can be understood

in terms of approximations in the theory [46]. It is relevant for the following discus-

sion to note that MCT predicts the ideal glass transition. Just as with polymer melts,

other processes not included in the theory, such as activated hopping processes, are

expected to come into play to prevent the viscosity from becoming truly infinite at

the ideal glass transition [47].

MCT also makes predictions for the contribution of Brownian forces to the

stresses. The theory predicts that the zero shear viscosity should diverge at the ideal

glass transition with a specific power law behavior:

�B
r,o ∼ (�g − �)−2.46

. (3.17)

MCT does not include hydrodynamic interactions and therefore the divergence is

only based on the component of the viscosity directly attributable to Brownian

forces. To test this result, the hydrodynamic viscosity contribution (Eq. (2.17)) can

be subtracted from the measured relative viscosity shown in Figure 3.12, and this

relative viscosity component plotted versus the distance from the glass transition

(�g − �). The result is shown in Figure 3.15. The log-log plot permits a visual test of

the congruence of the data with theory. As MCT does not predict the prefactor, we

use as a reference the Stokesian dynamics simulations of Brady and coworkers and



100 Brownian hard spheres

104 MD Sigurgeirsson
& Heyes (2003)

η
B r,

0
103

102

101

100

10-1

0.01 0.1

φg-φ

Equation (3.17)

Figure 3.15. Comparison of MCT model fit with the Brownian viscosity contribution from the

experimental results in Figure 3.12 (same legend). Data shown in gray are not considered in

determining the glass transition. Also included here are MD simulation results (after Sigurgeirsson

and Heyes [49]).

set �g = 0.58 for this data set. A fit to these data yields the prefactor 0.0741, and the

power law behavior from MCT is observed to accurately represent the simulation

results for �g − � <∼ 0.1. Note that this power law is a limiting behavior that is

appropriate in the vicinity of the glass transition. At lower volume fractions, i.e.,

farther from the glass transition, the theory should not apply, as particle caging is no

longer the dominant mechanism by which stress is generated in the suspension.

Using the SD simulations to determine the unknown prefactor, all experimental

data sets shown in Figure 3.12 are shifted to best fit to the MCT prediction by

adjusting �g ; the results are shown in Figure 3.15 and the values of �g are given in

Table 3.1. These values are generally not equal to the extrapolated values of �max

reported by the authors, who use different methods of determination. As seen in

Figure 3.15, the MCT power law scaling provides a reasonable representation of

the data in the vicinity of the glass transition. This analysis supports the hypothesis

that the shear viscosity of Brownian hard sphere dispersions tends to diverge at the

ideal glass transition �g rather than at random close packing �rcp, which is what is

observed for non-Brownian suspensions (Chapter 2) based on purely hydrodynamic

effects. Full MCT calculations show good agreement for the zero shear viscosity

when empirical corrections are made for hydrodynamic effects and the location of

the glass transition [48]. MCT is discussed further in Section 3.5.4.

Also included in Figure 3.15 are results of hard sphere molecular dynamics (MD)

simulations [49], which are observed to deviate systematically from the Stokesian

dynamics simulations and the experimental data. The molecular dynamics simula-

tions include no hydrodynamic interactions at all, as the hard spheres move by ballis-

tic motion through a vacuum, and so the stress arises solely from particle collisions.

The authors have suggested that the simulations may also be subject to the effects

of crystallization at higher volume fractions, which would lead to a microstructure

different from the liquid structure assumed in MCT. Nevertheless, it is important to
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recognize that although molecular and colloidal hard sphere fluids have the same

thermodynamic properties, their transport properties are fundamentally different,

owing to the presence of the suspending medium and fundamental differences in the

underlying forces responsible for the stresses.

Viscosities of monodisperse hard sphere dispersions are difficult to measure in

the vicinity of the glass transition, owing to the diverging viscosity and the propensity

to crystallize. Cheng et al. [35] used a specialized Zimm viscometer to measure the

high viscosities of sterically stabilized silica dispersions in the vicinity of the glass

transition. As can be seen in Figure 3.15 (solid stars), they observed a lower viscosity

upon approach to the ideal glass transition, consistent with the hypothesis that other

dynamical processes, such as activated hopping, will come into play as the suspension

approaches the ideal glass transition. Thermal fluctuations can enable particles to

escape from their cages and diffuse, when MCT would predict dynamical arrest.

Activated-hopping theories for the transport properties of molecular fluids are well

known (e.g., the Eyring model [50]), and have been applied to colloidal glasses

[47]. Such approaches that include activated processes naturally lead to exponential

divergences of the viscosity. Historically, the viscosities of molecular and polymer

glasses have been fitted by free volume theories such as the Doolittle theory or the

Adams-Gibbs approach [51]. Cheng et al. successfully fit their data at high packing

fractions to both approaches, which have the same limiting behavior [35]:

�B
r,0

∼= �′
r,∞0.2 exp

[

0.6

(0.64 − �)

]

. (3.18)

Figure 3.12 shows this limiting fit and the MCT limiting behavior (Eq. (3.17)). Clearly,

extrapolation of data to obtain the maximum packing fractions for the divergence

of the low shear viscosity is fraught with difficulties and the value will depend on the

theory used. Furthermore, extremely precise determination of very large zero shear

viscosities and accurate determination of the volume fraction would be required to

resolve differences between the theoretical predictions. Given that real experimental

systems always have finite polydispersity in size and shape as well as weak but non-

zero interparticle interactions, and that the equilibrium phase at these concentrations

is crystalline, and taking into account measurement difficulties associated with these

highly concentrated dispersions, determination of the exact rheological equation of

state for concentrated monodisperse hard spheres will remain a challenge for some

time to come.

3.5.2 Linear viscoelasticity

The total zero shear viscosity has been found to be the sum of a hydrodynamic com-

ponent, which is purely dissipative, and a component that arises from the Brownian

forces acting between particles with a random structure. The hydrodynamic com-

ponent is given by the relative high frequency shear viscosity �′
r,∞, which has been

represented by Eq. (2.17) as well as by the following [44]:

�′
r,∞ =

1 + 1.5�
(

1 + � − 0.189�2
)

1 − � (1 + � − 0.189�2)
, 0 ≤ � < 0.64. (3.19)
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Figure 3.16. Data for high frequency stor-

age moduli of colloidal silica hard sphere

dispersions and soft sphere dispersions,

compared with theoretical predictions.

Figure 2.12 shows a comparison between Eq. (2.17) and simulations and experimen-

tal data. It is clear that this relative high frequency viscosity diverges at random close

packing and is of the order of 6–7 at the phase transition (� = 0.494).

Figure 3.13 shows that, at high volume fractions, the contribution to the steady

shear viscosity from Brownian forces is much more significant than the hydrodynamic

component for low shear rates. It is this stress contribution that gives rise to elasticity

in the colloidal dispersion. The high frequency storage modulus for hard sphere

dispersions has been calculated from theory [52, 53] and compared to experiments

by Shikata and Pearson [5]. This elastic modulus appears when the suspension is

probed at frequencies much higher than the inverse of the characteristic time for

Brownian motion (Eq. (3.2)), such that

�a2/D0 ≫ 1. (3.20)

As elasticity arises solely from Brownian forces, it should scale with the characteristic

stresses resulting from this force, as discussed in Section 1.1.2. This scaling accounts

for the effects of particle size on the modulus, leaving only a dependence on volume

fraction. Thus, we can expect for hard spheres that

G′
∞a3

kBT
= f (�) . (3.21)

The storage modulus arises from interparticle interactions with neighboring par-

ticles as the dispersion becomes crowded. The calculation is complicated in that

particle motion, even at high frequencies, requires solvent motion, and therefore

hydrodynamic coupling is present and must be accounted for [52, 53]. As a result

the modulus for a hard sphere colloidal dispersion will be different from that for a

hard sphere molecular fluid, for which there is no incompressible medium suspend-

ing the particles. Theoretical calculations by Lionberger and Russel of the storage

modulus for hard sphere dispersions are compared with experimental data for the

silica dispersions of Shikata and Pearson (Table 3.1) in Figure 3.16. The agreement

between experiment and theory is convincing. A simplification of the theory shows

that the modulus is proportional to the number of nearest neighbors, as anticipated

[5, 52]. This theory predicts that the modulus diverges at random close packing

due to the hydrodynamic interactions. Brady [39], provided a simple expression
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(plotted in Figure 3.16) for the modulus obtained by neglecting the subtle effect of

hydrodynamic interactions on the microstructure. For high frequency experiments,

neglecting hydrodynamic interactions in the calculation of the microstructure greatly

underestimates the modulus. An approximate form with pre-averaged hydrody-

namic interactions [39] that illustrates the basic scaling properties is

G′a3

kBT
≈ 0.78�′

r,∞�2g(2a; �). (3.22)

The comparison between experiment and theory in Figure 3.16 illustrates the

importance of accounting for hydrodynamic interactions in concentrated colloidal

dispersions, even in the calculation of physical properties, such as the high frequency

modulus, where hydrodynamic interactions do not contribute directly. The presence

of the intervening incompressible fluid couples all manner of particle motions, a

coupling that is completely absent in molecular fluids. Neglecting hydrodynamic

interactions, as in the MD and BD simulations, eliminates the high frequency

plateau altogether. Simplifications of the full theory that neglect hydrodynamic

interaction coupling result in quantitatively significant errors in the prediction of the

microstructure. There are dispersions, such as those comprised of particles with long-

range repulsive forces (Chapter 4), where some effects of hydrodynamic interactions

may be neglected. However, as seen here, the transport properties of hard spheres

are strongly influenced by hydrodynamic interactions.

Particle polydispersity and the softness of the stabilizing layer allow one to probe

the high frequency modulus at even higher volume fractions. In Figure 3.16 the

data of Jones et al. [54] for polydisperse (15%) silica particles appear to continue

increasing nearly exponentially. Two data sets from D’Haene [55] are shown for

dispersions of 475 and 84 nm diameter PMMA particles stabilized by PHSA in an

organic solvent. These particles have the same stabilizing layer thickness (9 nm), but

the core size differs, such that the smaller particles have a softer repulsive potential

(steric stabilization will be discussed further in Chapter 4). The moduli of the larger

particle dispersions roughly follow the theoretical predictions and appear to diverge,

while the smaller particles behave similarly to the polydisperse silica dispersion. This

again illustrates the extreme sensitivity of the rheology of concentrated dispersions

to polydispersity and nanoscale details of the particle surfaces.

Interestingly, other experiments [56, 57] show that at high frequencies G′ ∝ �0.5,

so there is no high frequency plateau. Careful analysis of conditions at the particle

surface show that even a slight roughness can result in an apparent slip of the

fluid at the particle surface (i.e., violation of the no-slip boundary condition), which

leads to the observed behavior [52]. It must be concluded that this measurement

is very sensitive to the nanoscale properties of the particle surface [56], and that

hydrodynamic slip at the surface of the particle may partially explain the discrepancy

observed in Figure 3.16 between experiment and theoretical predictions at very high

volume fractions. Here again, subtle changes in the hydrodynamic properties of the

dispersions lead to significant qualitative and quantitative differences in dispersion

rheology.

Figure 3.17 shows that the dynamic viscosity (�′ = G′′/�) frequency-thins from

the zero frequency to the limiting high frequency value. The storage modulus, on the
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other hand, increases from a zero limit at low frequencies to a plateau value at high

frequencies, as discussed earlier. The decrease of the normalized dynamic viscosity

with frequency has been successfully described by micromechanical theories [39]:

�′ − �′
∞

�′
0 − �′ ∞

=
1 + 2� + �2 + 2

9
�3 + 11

4
�4 + 4

27
�5

(

1 + � − 2
9
�3

)2 + �2
(

1 + 8
9
� + 2

9
�2

)2
,

� =
√

2

(

�a2

Dss (�)

)

. (3.23)

Simulations of the short-time self-diffusion coefficient Dss (�) by Ladd [58] are

compared in Figure 3.18 to a parameterization [44]:

Dss (�) = D0 (1 − 1.56�) (1 − 0.27�) . (3.24)

The short-time self-diffusivity is the rate of particle motion within the cage and

is calculated purely from the hydrodynamic interactions between particles. Figure

3.18 shows how the particle crowding affects the short-time self-diffusion, and how

this function is similar, but not identical, to the high frequency relative viscosity.

The decrease of the dynamic viscosity with frequency can be understood in

terms of the frequency dependence of the contributing forces. At low frequen-

cies, the dynamic viscosity equals the steady, zero shear viscosity, which has contri-

butions from both hydrodynamic and Brownian forces. At high frequencies, only
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hydrodynamic forces contribute to the dynamic viscosity, whereas Brownian forces

are responsible for the storage modulus shown above.

In small amplitude oscillatory experiments, the microstructure is only weakly

perturbed from equilibrium. At low frequencies, Brownian motion is relatively fast

in comparison with the cyclic motion. Therefore, Brownian forces can restore the

microstructure to equilibrium and as such contribute to the viscosity. That is, at

low relative frequencies the suspension responds similarly to weak, steady shear-

ing. At high frequencies, however, Brownian motion can no longer restore the

microstructure during the deformation. Consequently, the microstructure deforms

against the action of the Brownian and hydrodynamic forces. The Brownian forces

acting between particles are like elastic springs that store some of the energy used

to deform the microstructure. This leads to the Brownian forces contributing to the

elasticity at high frequencies. As discussed in Chapter 2, the hydrodynamic inter-

actions are proportional to the rate of deformation, and therefore contribute, at all

frequencies, only directly to the viscosity.

3.5.3 Steady shear rheology

Whereas during small amplitude oscillatory measurements one is always probing

the equilibrium microstructure with only minor perturbations, under steady shear-

ing there is increasing microstructure distortion with increasing applied shear rate.

As seen in Section 3.4, even for dilute hard sphere dispersions the microstructure

deformation is complicated because of the interplay between Brownian and hydro-

dynamic forces. This results in a nonlinear rheological behavior. The microstructural

deformation is more complicated for concentrated hard sphere dispersions, but the

general trends are similar. For the viscosity this means shear thinning followed by

shear thickening. For the first normal stress difference, non-monotonic behavior

is expected as well. Here, we only focus on shear thinning behavior, delaying a

discussion of shear thickening to Chapter 8.

Figure 3.3 shows how, for a given volume fraction, the relative viscosity is a

function only of the reduced shear rate or Péclet number, defined in Eq. (3.2). The

medium viscosity and particle size are accounted for in forming the dimensionless

groups �r and Pe. The degree of shear thinning and the specific Péclet number at

which it occurs depend, however, on the volume fraction of the particles. This behav-

ior has been studied extensively by de Kruif and coworkers [59] on model coated

silica particles. They generated a master curve for a normalized shear viscosity, as

�r − �r,∞

�r,0 − �r,∞
=

1

1 + 	/	c

. (3.25)

Note that this is slightly different from Eq. (1.35), even with the exponent m =
1, as the stress and not the shear rate is used to define the state of the sample.

When normalized by the difference between the low and high shear viscosities

(�r,0 − �r,∞), the shear thinning viscosities can be collapsed onto a master curve

with a suitable choice of the parameter 	c. The term �r,∞ here is the “apparent” high

shear rate viscosity, i.e., the high shear rate plateau value before the onset of shear

thickening.
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Figure 3.19 shows this curve, along with the volume fraction dependence of the

parameter. Below volume fractions of 0.5 this dependence can be approximated by

	ca3/kBT ∼ 6�. The critical stress appears to have a maximum around the fluid-

crystal phase transition, but any connection with the underlying phase behavior is

only speculative [59]. In combination with expressions for the zero shear viscosity,

such as Eq. (2.20), and with the maximum packing of Eq. (3.4), this provides an

empirical description for the shear viscosity of hard sphere dispersions.

Using a 15% polydisperse colloidal silica dispersion, thus avoiding crystallization,

Boger and coworkers reported a similar collapse of their shear rheology data onto

a master curve, where they used Eq. (1.35) to correlate the data [54]. The best-fit

exponents m range from 0.5 and 0.73 and increase with volume fraction. Increasing

the volume fraction beyond ∼0.64 leads to the onset of a yield stress, where the

sample will not flow for applied stresses below this value. A comparison of the zero

shear viscosities to Eq. (2.21) with �max = 0.63 is presented in Figure 3.20. This figure

also shows the dynamic yield stress values obtained from the viscosity curves, which

are observed empirically to increase linearly with the volume fraction. These yield
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Figure 3.21. Stokesian dynamics simulations of the relative viscosity and normalized primary and

secondary normal stress differences as a function of Péclet number, for 45 vol% hard spheres (after

Foss and Brady [32]). Also shown is the angular average g (2a).

stresses are significantly lower than the high frequency plateau moduli shown in

Figure 3.16 and, in general, are low compared to samples with attractive interactions

(see Chapter 6). Note that sterically stabilized PMMA dispersions exhibit yielding

above 58 vol% [60, 61]; these are shown for reference. They have a similar order

of magnitude as the reported yield stresses for the silica dispersions when made

dimensionless. Differences between the samples may be a consequence of differences

in polydispersity.

It has been shown (Figure 3.6) that the first normal stress difference is positive at

low shear rates for a concentrated suspension of near hard sphere PMMA colloids.

The positive value reflects the contribution from Brownian forces, as described by

the exact calculations for dilute dispersions (Section 3.4). With increasing shear

rates the first normal stress difference becomes negative, a consequence of the

growing contribution of hydrodynamic interactions. Attempts to measure the second

normal stress difference are also reported in Figure 3.6 [6]. As expected [32], at high

shear rates they are negative and greater in magnitude than the first normal stress

difference.

Stokesian dynamics (SD) simulations provide guidance for interpreting the non-

linear rheology because one can examine the contributions of Brownian motion

and hydrodynamic interactions independently, as well as obtain information about

the microstructure under flow. Foss and Brady [32] simulated a 45 vol% dispersion

and reported the rheological properties reproduced in Figure 3.21. These values
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were found to be numerically accurate by later studies of larger ensembles [38]. The

qualitative features observed in Figure 3.1 for the shear viscosity are reproduced in

these simulations. However, one can now clearly see how the Brownian contribution

dominates at low shear rates and how, with increasing shear rate or Péclet number,

it reduces in magnitude, thus causing shear thinning. By contrast, the hydrodynamic

component remains fairly small until large Pe, at which point it starts to grow and

becomes dominant, and is therefore responsible for shear thickening. As can be

seen, the normalized (i.e., divided by the negative of the medium viscosity times the

shear rate) first normal stress difference is relatively large and positive (ϒ1 negative)

at low stresses, but becomes negative at higher shear rates. The normalized second

normal stress difference is negative (ϒ2 positive) and remains negative for all Pe, and

is larger in magnitude than the first normal stress difference at higher shear rates.

All of these trends are entirely consistent with the theoretical predications for dilute

hard sphere dispersions discussed in Section 3.4.

The simulations suggest that monodisperse hard sphere dispersions do not order

under flow, at least for concentrations below the phase transition. However, this

result is very sensitive to the incorporation of short-range repulsive interactions.

When these are included, “string” or layered phases can be generated, which are

observed for charge or sterically stabilized dispersions under shear, but not for hard

sphere dispersions. Published projections, in the three principal planes relative to

the plane of shear (x, y), of the probability neighboring particle distribution under

flow are, at these high concentrations, qualitatively similar to those calculated for

dilute dispersions and shown in Figure 3.11 [32]. At higher concentrations there is

a second feature at greater distances, which corresponds to the second-neighbor

peak in the pair distribution function. This general behavior should be contrasted

with that observed for non-colloidal suspensions (Chapter 2). Figure 2.9 shows that

the trajectories in dilute suspensions (non-Brownian) are symmetric. However, the

data in Figure 2.10 show an anisotropy that has some of the qualitative features

of the high-Pe structures reported here. The other planes of flow, i.e., viewing the

structure from the top or along the streamlines, respectively, show no significant

shear-induced distortion or any flow-induced ordering. Figure 3.21 also shows that

the average number
〈

g (2a)
〉

of neighbors at contact increases substantially at high

Pe, in conjunction with shear thickening. The shear-induced increase in the number

of neighbors at contact leads to significant increases in the hydrodynamic shear

stress. A further discussion of this effect will be presented in Chapter 8 in relation

to shear thickening. As for dilute dispersions, the shear-induced structure distortion

is useful for understanding the qualitative features of the shear and normal stresses.

Direct measurements of this structure distortion have been performed using light

[62] and small angle neutron scattering (SANS) [42]. Figure 3.22 shows results of

flow-SANS measurements on concentrated colloidal silica particles [63]; the spectra

are plotted with the equilibrium (rest) spectra subtracted to highlight the flow-

induced differences. It can be seen that significant anisotropies develop at high shear

rates, but that no shear-induced order is evident. The anisotropy and magnitude

of the structure deformation can be used to directly calculate the shear stresses
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tural changes. (Used with permission [63].)

using the micromechanical stress expressions, and good agreement is found with

direct rheological measurements [42, 63].

The success of the micromechanical theory is demonstrated in Figure 3.16 for

the equilibrium elastic modulus and in Figure 3.12 for relative low shear viscosity,

both calculated by Lionberger and Russel. They have been obtained by extending

the Smoluchowski equation (see Appendix A) to high concentrations. These theo-

ries have been extensively reviewed and tested against experimental data for both

rheology and particle diffusion [37, 44]. Advantages of the theoretical approach

include the ability to study polydispersity and particle mixtures, and to include

other types of interaction potentials. As noted throughout this section, approximate

solutions are also of value in understanding the rheology of concentrated hard sphere

dispersions [39]. One important shortcoming of the micromechanical approach is

that it does not include or predict any hard sphere glass transition. Consequently,

all of the transport properties are predicted to diverge at random close packing,

where hydrodynamic interactions will, in principle, arrest particle motion. Next, we

briefly consider the consequences of the ideal hard sphere glass transition for the

rheological properties.

3.5.4 Hard sphere colloidal glass transition and mode-coupling theory

As the hard sphere glass transition (�g ∼ 0.58) is approached, the diffusive motion

of the colloidal particles slows down as a result of particle caging, and the viscosity

becomes very large. Measurements of monodisperse dispersions are hampered by

slow crystallization, so polydisperse systems [54] or mixtures of particle sizes [64]

are often used to suppress crystallization. In addition, slip and apparent yielding are

often issues during measurements [60] (see also Chapter 9). Light scattering studies

of particle diffusion display two characteristic relaxation modes in the approach

to the glass transition [65]. Figure 3.23 shows the intermediate scattering function
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f (q, 
) for a hard sphere dispersion as a function of the volume fraction [66]. The

value of q, the magnitude of the scattered wave vector, is related to the angle at which

the light is scattered, and 
 is the time over which the scattered light is correlated.

The intermediate scattering function is directly related to the motion of the particles

and is the Fourier transform of the time-dependent pair distribution function. As

such, it is equal to unity at all times for a perfect solid and decays smoothly to zero

for non-interacting particles that can freely diffuse and flow. Here, in all cases a

relaxation can be seen at short times (� relaxation process) with characteristic time

t�. For the lowest concentrations, the function relaxes quickly to zero, consistent

with the presence of a limiting low shear viscosity, i.e., the dispersion is a liquid.

However, for greater concentrations, there is clear evidence of a second shoulder in

the function. This reflects the caging of the particles that strongly hinders diffusion

and also flow. As one approaches the glass transition, particles diffuse within the

cage of their neighbors and therefore can only relax a short distance; hence there

is little decay in f (q, 
). The initial (�) decay process is followed by a plateau, the

magnitude of which is directly related to the high frequency storage modulus. This

is followed by a second relaxation (� process) with a much longer relaxation time

t�, where particle motion leads to a loss of the cage identity and to flow. Further

increases in the particle concentration lead to a freezing in of the dynamics such

that the correlation function no longer decays and the dynamics are arrested. This

is the colloidal glass transition, and for this data set is observed to occur at � ≈ 0.58.

Colloids can then no longer escape from their cages and the dispersion should

become solid-like.

According to MCT, the viscosity diverges at the ideal glass transition as a power

law function of the distance from the glass transition (Eq. (3.18)). The viscosity

is related to the relaxation time by �0 ∼ G′
∞t�. Hence, as the glass transition is

approached, the � process of cage melting takes longer and longer, leading to

a diverging viscosity and the onset of an apparent yield stress at the ideal glass
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transition (note in Figure 3.16 that the modulus does not diverge until random

close packing). The predictions of MCT are compared with experimental data in

Figure 3.16, validating the basic picture of caging leading to an ideal glass transition.

Because of the complexities associated with measurements in the glassy state, the

exact behavior above �g remains an active area of research, and effects such as aging

become significant [67–71].

Mason and Weitz demonstrated how this caged-particle dynamics manifests

itself in linear viscoelasticity [72]. The complex particle dynamics observed in light

scattering leads to the following equations for the elastic and viscous moduli:

G′(�) = Gp + G	

[

Ŵ(1 − a′) cos

(

�a′

2

)

(�t�)a′
− BŴ(1 + b′) cos

(

�b′

2

)

(�t�)−b′
]

,

G′′(�) = �′
∞� + G	

[

Ŵ(1 − a′) sin

(

�a′

2

)

(�t�)a′
+ BŴ(1 + b′) sin

(

�b′

2

)

(�t�)−b′
]

.

(3.26)

Gp is the frequency-independent plateau modulus, G	 is an amplitude for the addi-

tional G′, and G′′ contains a final contribution from the high frequency suspension

viscosity �′
∞. The mode-coupling parameters a′, b′, and B are predicted to be 0.301,

0.545, and 0.963, respectively, for ideal hard spheres [73].

In Figure 3.24 the dynamic moduli for a glassy dispersion of sterically stabilized

PMMA spheres (267 nm radius) are well fit by the model [71]. The frequency at

which there is a peak in G′′ (here, <0.1 rad s−1) corresponds to the inverse of the

time t� for cage melting, whereas the frequency at the minimum in G′′ defines t�, the

time for relaxation within the cage. As the distance to the glass transition is reduced,

t� diverges and the sample no longer flows at rest. Winter et al. [74] used this limiting

power law form for the relaxation function to provide a model for concentrated

suspensions; more extensive calculations for MCT also exist [75].

Fuchs, Cates, and coworkers [76] have extended the MCT model to enable study

of the rheology of glassy dispersions [77]. As an example, Figure 3.25 compares

the theory to data for thermal sensitive hard-sphere-like particle dispersions, which

swell upon cooling [46]; such a system allows one to vary the volume fraction simply

by tuning the temperature. As seen, MCT can describe the linear viscoelasticity as

well as the shear stress, although fit parameters are required for comparison, as only
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(Adapted with permission from Siebenburger et al. [46], copyright 2009, Society of Rheology.)

approximate solutions of the full theory are currently possible Also, hydrodynamic

interactions are neglected, so that many of the phenomena observed for dense

dispersions under shear cannot be predicted. Nägele, Bergenholtz, and coworkers

[45, 78] have made extensive comparisons of MCT with exact theory and simulation,

and have studied approximate methods for including hydrodynamic interactions for

equilibrium transport properties. As this theoretical approach predicts the ideal glass

transition, it is currently an area of significant research on colloidal glasses and gels

(see Chapter 6) and on dynamics in the glassy state [47, 79].

Summary

The zero shear viscosity of hard sphere colloidal dispersions consists of two com-

ponents: a hydrodynamic one that diverges at random close packing and one due

to Brownian forces. At rest, the hydrodynamic component is the same as that for a

non-colloidal suspension with random microstructure. Up to the hard sphere fluid-

crystal phase transition, the viscosity increases with volume fraction until it is of the

order of 50 times that of the suspending medium. Most experimental systems above

the expected fluid-crystal phase transition remain as metastable fluids during the

observation time, and some show glass-like behavior for � >∼ 0.58. Hard sphere

dispersions are weakly viscoelastic with a relaxation time that is fundamentally set

by Brownian diffusion, the particle size, and hydrodynamic interactions. The storage

modulus scales inversely with a3 and hence with the particle volume. Shear thinning

is apparent with a characteristic stress or relaxation time that depends strongly on

the volume fraction and is again proportional to the Brownian diffusion time. Shear

thinning is a consequence of the effects of flow on the microstructure, which can be

observed in simulations and experiments. The shear rate behavior of the first normal

stress difference is nonmonotonic, owing to the competing effects of hydrodynamic

and Brownian forces. The apparent high shear viscosity can be followed by shear

thickening, which is a consequence of hydrodynamic lubrication forces and is the

topic of Chapter 8.
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Appendix A: Principles of the Smoluchowski equation for
dispersion micromechanics

The micromechanical approach to predictions about colloidal dispersion transport

properties started with the work of Marian von Smoluchowski [80, 81], who was par-

ticularly interested in determining the rate of colloidal aggregation. The important

and mathematically complex issues surrounding hydrodynamic interactions and the

statistical theory of Brownian forces were treated by G. K. Batchelor [22, 23]. As

mentioned earlier, there has since been significant work on extending the approach

to include many-body effects [44, 82]. The basic elements of the theory are a conser-

vation equation for the pair probability function and a balance of forces to obtain

the relative velocity between particles. Predictions for rheology also require expres-

sions for the stress tensor. Here, in order to introduce and illustrate the theory, we

sketch the key concepts for the simple case of dilute hard sphere dispersions without

hydrodynamic interactions, following [83].

The conservation equation for the pair probability function is given by

dg (r)

dt
+ ∇ · g [U − � (∇� + kbT∇ ln g)] = 0, (3.A1)

where g (r) is the radial distribution function, which depends on the center-to-center

separation vector r between a particle pair. U is the relative velocity due to the

applied flow field, which for simple shear in the absence of hydrodynamics is U =
∇v · r. Finally, �−1 = 6��ma is the mobility, again in the absence of hydrodynamics.

Equation (3.A1) states that the rate of change of g (r) is the net result of convective

motion and interparticle and Brownian forces.

This equation has the boundary condition that there can be no interpenetration

of particles. The radial distribution function is normalized to unity as r → ∞ for a

random microstructure. At equilibrium, this equation has the dilute limiting solution

that the radial distribution function is simply the Boltzmann factor, given by Eq.

(3.11). For weak flows (i.e., Pe ≪ 1), the non-equilibrium microstructure under flow

can be calculated as a perturbation about the equilibrium microstructure, as

g(r) = geq (r)

(

1 −
3��a3

kBT

r · D · r

r2
f (r)

)

, (3.A2)

where D is the rate-of-strain tensor (Eq. (1.25)) and f (r) is the deformation of

the equilibrium structure. Note that this non-equilibrium structure has a simple

symmetry given by the tensorial component that has maxima along the compressional

axis and minima along the extensional axis of the flow (similar to that plotted in

Figure 3.11).

Solving Eq. (3.A2) requires boundary conditions, which are f (r) → 0 as r → ∞
and df

dr
= −2 at r = 2a. The latter condition ensures that particles cannot interpene-

trate. Substitution of Eq. (3.A2) into Eq. (3.A1) yields the balance equation for the

radial non-equilibrium structure for hard spheres,

1

r2

d

dr

(

r2 df

dr

)

−
6

r2
f = 0, (3.A3)
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with the solution

f (r) =
32a3

3r3
. (3.A4)

The interparticle stresses arising from this linearly perturbed microstructure con-

tribute to the viscosity (normal stress differences only appear in the quadratic term).

Ignoring all hydrodynamic interactions, the equation for the viscosity, written in

terms of this perturbation structure, is

�noHI
r = 1 + 2.5� +

9

40
�2a−3

∞
∫

0

r3 dg

dr
f dr. (3.A5)

For hard spheres, g(r) is zero for r < 2a and unity beyond that, so the derivative is

a delta function at r = 2a. This leads to the result

�noHI
r = 1 + 2.5� +

9

40
�2a−3

(

(2a)3 f (2a)
)

= 1 + 2.5� +
12

5
�2. (3.A6)

Of course, this result, which neglects all hydrodynamic interactions, seriously under-

estimates the viscosity. However, the analytical derivation thus made possible is used

in numerous approximations, and it illustrates the general method.

In summary, in the absence of hydrodynamic interactions the following values

for c2 in Eq. (2.13) are (with the last calculated from [31]):

�hs
r,0 : c2 = 12

5
,

(�′
r,∞)

hs
: c2 = 0, (3.A7)

�hs
r,∞ : c2 =∼ 1.

Appendix B: The role of hydrodynamic interactions

Chapters 2 and 3 should provide convincing evidence that consideration of the rheo-

logical properties of colloidal dispersions should explicitly incorporate the effects of

the suspending medium. As equilibrium thermodynamic properties are state func-

tions and independent of the transport properties, it should not be surprising that

the equilibrium properties of the hard sphere fluid treated in the previous section

apply equally well to colloidal suspensions. However, as shown in Chapter 2, hydro-

dynamic interactions fundamentally change the transport properties of suspensions.

Any interparticle forces acting on a neighboring particle will result in particle motion,

which in turn will cause fluid motion and thus a force acting on the original particle

and all other particles in the suspension. This complexity changes the stress expres-

sion, such that the contribution to the stress from interparticle forces, Eq. (3.6), is

modified by a configuration-dependent tensor C that expresses this hydrodynamic
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coupling [22]:

�
thermo = −

1

V

N
∑

i=1

(C + ri I) F
thermo
i . (3.B1)

Incorporating the hydrodynamic coupling is critical for colloidal suspensions, but,

as noted, does not lead to any differences in the equilibrium thermodynamic

properties.

Consider the calculation of the osmotic pressure for a colloidal dispersion

(Section 3.3.1). The Brownian force arising from the collision of the solvent

molecules is among the thermodynamic forces. Substituting Eq. (3.11) into Eq. (3.B1)

and after significant calculation [22], we find an expression for the osmotic pressure

that is identical to Eq. (3.7). Now, however, one might be worried that including the

interparticle forces due to the hard sphere potential would also contribute to the

osmotic pressure and that, therefore, the final result would be different. However,

the hydrodynamic interactions negate this contribution, as the hydrodynamic inter-

action tensor C in Eq. (3.B1) includes the lubrication hydrodynamics. Remember

from Chapter 2 that the lubrication hydrodynamics act to prevent particles from

touching, as the forces required to bring particles together at finite velocity become

infinite as the fluid is squeezed out from between them. As the interparticle force is

only acting at contact for hard spheres, this means that there will be no contribution

to the stresses from the hard sphere interaction forces! The Brownian forces that

arise from the interactions of the solvent molecules with the colloidal particles, and

the coupling of particle motion by the hydrodynamic interactions mediated by this

solvent, provide exactly the same contribution to the thermodynamic properties as

the hard sphere excluded-volume potential for the molecular hard sphere fluid. This

remarkable result is a consequence of the fluctuation dissipation theorem [7] applied

to the colloidal particles and the suspending medium. A more detailed derivation

and analysis of this result can be found in the work of Batchelor [22], Brady [39, 84],

and Wagner [82].

Appendix C: Osmotic pressure for a hard sphere solid

The phase diagram for hard spheres (see [11]) shows a liquid-solid transition at a

volume fraction of 0.50. As hard spheres are often used to understand systems with

more complex interactions, it is important to define the hard sphere equation of state.

Computer simulations have been correlated to provide expressions for the neighbor

distributions in the solid phase. The corresponding expression for the osmotic

pressure in the solid phase, which is a face-centered cubic (FCC) lattice, is [85]

�

nkBT
=

12 − 3�

�
+ 2.557696 + 0.1253077� + 0.1762393�2

−1.053308�3 + 2.818621�4 − 2.9121934�5 + 1.118413�6, (3.C1)
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with

� =
4

(1 − �/�max)
, �max = 0.744.

Chapter notation

a′ parameter in Eq. (3.26) [-]

aT time temperature superposition shift factor [-]

b′ parameter in Eq. (3.26) [-]

B parameter in Eq. (3.26) [-]

C hydrodynamic tensor, Eq. (3.B1) [m]

f (r) deformation of equilibrium microstructure, Eq. (3.A3)

G	 magnitude of frequency-dependent part of the storage moduli, Eq. (3.26)

[Pa]

t� � relaxation time [s]

t� � relaxation time [s]

Greek symbols

f (q, 
) intermediate scattering function [-]

q scattering vector [nm−1]

	r reduced stress, defined in Eq. (3.1) [Pa]


 correlation time [s]

� mobility matrix, Eq. (3.A1) [Pa s m]

Superscripts

thermo thermodynamic

noHI in the absence of hydrodynamic interactions
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suspensions. Phys Rev Lett. 82:8 (1999), 1792–5.

46. M. Siebenburger, M. Fuchs, H. Winter and M. Ballauff, Viscoelasticity and shear

flow of concentrated, noncrystallizing colloidal suspensions: Comparison with mode-

coupling theory. J Rheol. 53:3 (2009), 707–26.

47. E. J. Saltzman and K. S. Schweizer, Large-amplitude jumps and non-Gaussian

dynamics in highly concentrated hard sphere fluids. Phys Rev E. 77:5 (2008), 051504.
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4 Stable systems

4.1 Introduction

The previous chapter considered stable suspensions of Brownian hard spheres. As

noted, such dispersions are difficult to realize in practice as the ubiquitous van der

Waals attractive forces necessitate some explicit method of imparting stability. These

stabilizing forces can be of electrostatic and/or steric origin, as discussed in Chapter 1.

When the interparticle interaction is repulsive at all but short separations and the

barrier to aggregation sufficiently large, the suspension is kinetically (sometimes

referred to as colloidally) stable. Under these conditions, the microstructure and

rheology have many similarities to the case of Brownian hard spheres, such that

mapping of the rheology onto hard sphere behavior is possible. However, under

some conditions the microstructure and the rheology can differ strongly from that

of Brownian hard spheres, as will also be discussed in this chapter.

In contrast to the hard sphere potential, the repulsive forces considered here

decrease gradually with increasing interparticle distance. Hence, they are “softer”

than hard sphere interactions (see Figures 1.7 and 1.8, for example). As the interpar-

ticle forces are conservative, they can store energy. Such stored energy will lead to

additional elasticity in the colloidal dispersion, affecting both the shear viscosity and

elastic modulus. As discussed in Chapters 1 and 3, the strength of the Brownian force

scales with kBT/a, which sets the scale for the elasticity of Brownian hard sphere

suspensions. Imparting a significant electrostatic (charge), steric (polymer), or elec-

trosteric stabilizing force can lead to much greater repulsive forces and, hence, larger

elastic moduli. Furthermore, these forces can act over a significant range and, thus,

can drive crystallization and glass formation at much lower particle concentrations

than those required for Brownian hard spheres. As the suspension microstructure

and rheology will depend on the relative balance between hydrodynamic, Brown-

ian, and repulsive forces, we can anticipate a more complex rheology for dispersions

consisting of particles stabilized with interparticle repulsions of finite extent.

Steric stabilization typically results from the presence of an adsorbed or grafted

polymeric layer on the particle surface. Adsorbed surfactants, nanoparticles, or

macroions provide a similar effect. Repulsion occurs when the adsorbed or grafted

layers on two particles start to overlap and then, typically, increases rapidly as the

layers are compressed. Qualitatively this situation is comparable to that of Brownian

hard spheres when the particle radius is replaced by an effective, larger value that
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Figure 4.1. Illustration of the electroviscous

effects that contribute to the rheology of elec-

trostatically and electrosterically stabilized

dispersions.

accounts for the steric layer. Hence, one approach to understanding the rheological

behavior of sterically stabilized colloidal dispersions is to map it onto the rheology

of Brownian hard spheres by defining an effective volume fraction that is somewhat

larger than the volume fraction of the core particles.

The presence of an electric double layer surrounding charged particles can affect

suspension viscosity in various ways. Often a distinction is made between three

electroviscous effects [1], illustrated in Figure 4.1. In a dilute system, interactions

between particles do not directly contribute to the viscosity. Mechanically, the sus-

pending medium could be expected to flow around a charged particle exactly as it

would around a hard sphere (Figure 2.6). The flow, however, also convects the ions of

the electric double layer. This tends to distort the double layer, which in turn will be

counteracted by diffusive and electrostatic forces. The net result will be an increase

in energy dissipation, and viscosity. The effect occurs in dilute systems and, hence,

will increase the intrinsic viscosity above the Einstein value. This first or primary

electroviscous effect is small but detectable. In slightly more concentrated systems,

electrostatic particle interactions contribute to the energy dissipation and suspension

elasticity. The repulsion between like-charged particles will keep them further apart

and push them across the streamlines of the fluid. The corresponding increase in vis-

cosity due to this secondary electroviscous effect can be substantial. The electrostatic

repulsion will also contribute to the suspension elasticity. A tertiary electroviscous

effect occurs in polyelectrolyte solutions where the molecular configuration depends

on the solution ionic strength. Polyelectrolytes grafted or adsorbed on the particle

surface swell and/or collapse, depending on the medium’s pH and ionic strength.

Thus, the stabilization is a combination of coupled steric and electrostatic effects,

known as electrosteric stabilization.

4.2 Landmark observations

Many early experiments clearly indicated an effect of electrostatic repulsion on the

rheology, but in general the systems were not well characterized. Stone-Masui and

Watillon [2] reported systematic data on model polystyrene latices up to O(�2).

They showed that the coefficient of the �2 term could be significantly larger in

electrostatically stabilized suspensions than for Brownian hard spheres (Eq. (3.12));

see Figure 4.2.
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Figure 4.3. Effect of electrolyte (HCl) concen-

tration on the relative viscosity of an electro-

statically stabilized latex suspension (� = 0.40,

� = 110 nm, [3]).

In more concentrated systems, electrostatic contributions are expected to be

even more pronounced. The results of Krieger and Eguiluz confirmed that this is

the case [3]; see Figure 4.3. At low ionic strength the zero shear viscosity appears to

diverge at low stress levels, giving rise to an apparent yield stress, i.e., the dispersion

flows only when sheared above a minimum stress level. Adding electrolyte screens

the interactions and greatly reduces the viscosity. The electrostatic contribution to

the viscosity also decreases with increasing shear stress, leading to significant shear

thinning. Note that the effect is significantly reduced upon addition of HCl. As

shown in Chapter 1 (Figure 1.5), acidification of the medium will also reduce the

dissociation of the surface acid groups, leading to a reduction in the surface potential

and, therefore, in the strength of the electrostatic repulsion.

The importance of the shear rate, when the effects of electrostatic repulsion on

the viscosity are considered, is also clearly evident in Figure 4.4 [4]. The curves for

zero shear viscosity diverge with increasing volume fraction, similar to those for

Brownian hard spheres (Figure 3.4). However, when the electrolyte concentration

of the medium is lowered, they diverge at systematically lower volume fractions,

as a result of the increasing range of the electrostatic repulsion with decreasing

electrolyte levels (Figure 1.7). As with hard spheres, the limiting high frequency

viscosity �′

∞
reflects the purely hydrodynamic component of the viscosity and is

therefore not directly influenced by the electrostatic repulsion. At relatively high

frequencies, electrostatic forces contribute to the elastic modulus but not to the

viscosity. Hence, adding electrolyte has little effect on the high frequency viscosity,
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Figure 4.5. Zero shear viscosity and high frequency shear modulus for electrostatically stabilized

polystyrene suspensions (a = 34 nm) (adapted from [5]).

as observed. As a result the contribution of electrostatic repulsion to the viscosity

depends on both pH and the added electrolyte concentration.

The divergence of the low shear viscosity curves (Figure 4.3) indicates a liquid-

solid (or sol-gel) transition with the gradual emergence of elasticity at higher volume

fractions. The latter is illustrated by the data of Buscall et al. [5] in Figure 4.5.

Note that electrostatically stabilized suspensions can form weak crystalline solids

or repulsive driven glasses at much lower volume fractions than Brownian spheres

(�hs
g ≈ 0.58; see Figure 1.11).

The viscoelasticity of stabilized suspensions is qualitatively similar to that of sus-

pensions of Brownian hard spheres (Figure 3.5). With increasing volume fraction

the oscillatory response shifts from that of a viscoelastic fluid to that of a weak

viscoelastic solid. At low volume fractions there is a liquid-like relaxation at low
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Figure 4.7. Shear viscosity (open squares) and

first normal stress difference (closed circles)

for sterically stabilized plastisol dispersions

(adapted from [7]).

frequencies, whereas at high frequencies the storage moduli tend to a plateau value.

Figure 4.6 illustrates this for an aqueous suspension of polystyrene particles [6].

The frequencies have been scaled with the average relaxation frequency. In elec-

trostatically stabilized suspensions the maximum in loss modulus, characterizing the

relaxation mechanism, can be quite pronounced.

In contrast to electrostatic stabilization, not only does steric stabilization increase

the zero shear viscosity, but the adsorbed or grafted surface layer also increases the

hydrodynamic size of the colloidal particle. Hence, the hydrodynamic contribution

to the viscosity will increase accordingly. Unlike electrostatic stabilization, steric

stabilization can impart true thermodynamic stability and so such dispersions can

often be highly concentrated and still stable, leading to high amounts of viscoelas-

ticity. Figure 4.7 shows the viscosity and first normal stress difference for a sterically

stablilized polymer latex dispersion. As seen in Figure 4.7, at higher shear rates the

first normal stress difference is of comparable magnitude to the shear stresses for

the concentrated plastisol dispersions [7].

As with the electrostatically stabilized dispersions, the limiting low shear viscosi-

ties for sterically stabilized dispersions can often be compared to those of Brownian

hard spheres via an effective volume fraction. Figure 4.8 shows the zero shear viscosi-

ties of a series of dispersions with polymer-stabilized PMMA particles of different

core particle size but with the same stabilizer layer thickness. At a given core volume

fraction, the smaller particles have a higher viscosity because the additional volume

of the polymer coat is proportionally greater for smaller core particle size. However,

when plotted versus an effective hard sphere volume fraction, the data for the various
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(a) Relative zero shear viscosity versus particle core volume fraction. (b) Relative zero shear

viscosity versus effective hard sphere volume fraction, calculated from elastic moduli (data from

[8]).

core sizes come much closer together (indeed, the lower viscosities for the 196 nm

and 290 nm particles can be attributed to greater polydispersity) [8]. Methods for

determining the effective size of the steric layer in order to reduce rheological data

to the behavior of hard spheres will be discussed below.

4.3 Electrostatically stabilized systems

4.3.1 Dilute and semi-dilute suspensions

As noted above, very dilute dispersions follow the Einstein predictions for non-

interacting hard spheres (Eq. (2.9)), with an added contribution due to the primary

electroviscous effect. Particle collisions can be ignored; hence, the viscosity is linear
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in volume fraction. This also requires that the average interparticle distance be

much larger than the range of the electrostatic interactions. For charged particles,

the flow of the suspending medium around a charged particle will convect the ions

in the diffuse electric double layer (Figure 1.4) and distort their distribution. The

distortion of this layer will cause electric stresses that, in turn, will distort the flow

lines and increase the dissipated energy. The resulting viscosity can be described by

� = �m [1 + 2.5 (1 + p)] . (4.1)

An expression for the viscosity increase p caused by electrostatic effects in dilute

suspensions was published by von Smoluchowski in 1916 [9] (for an overview of

the early literature, see [1]). A complete analysis was given by Booth [10], who

considered the case of a small surface potential �s ≡ e� s/kBT ≪ 1 and arbitrary

thickness of the electric double layer �−1 (defined in Eq. (1.10)). It was further

assumed that the flow around the particle was only slightly altered by the presence

of the double layer. This condition is satisfied when the dimensionless Hartmann

number Ha (sometimes called the electric Hartmann number to distinguish it from its

original magnetic namesake) is small. This measures the ratio of electric to viscous

forces in the liquid. A general expression for Ha is

Ha = εε0� 2
s /�i kBT�m, (4.2)

where ε is the dielectric constant and �i the ion mobility. In calculations the zeta

potential 
 is used for the surface potential. In other expressions for Ha the right-

hand term of Eq. (4.2) has been combined in various ways with a� (e.g., [11, 12]). The

assumption that the flow only slightly distorts the double layer from its equilibrium

also requires that the Péclet number Pei for the ions remains small. With (a + �−1)

as the characteristic length scale, this dimensionless group is defined as

Pei = �̇
(

a + �−1
)2

/�i kBT. (4.3)

It should be noted that ion mobility is much larger than particle mobility. Hence,

much higher shear rates are required to achieve high Pei than for the particle Péclet

number used in the previous chapter. Booth derived analytical expressions for thin

and thick double layers. For the case of thin double layers (a� ≫ 1) the result is

p =
6ε� 2

s

�m�i kBT (a�)2
. (4.4)

The theory is only valid for small perturbations around the Einstein result and is

difficult to test experimentally because the effect is so small.

Various analytical and numerical extensions of Booth’s theory beyond the small-

perturbation limit exist. At small Ha the viscosity first increases with increasing

surface potential, but decreases at still larger values [12, 13]. Large Pei values were

considered by Russel [14] and Lever [15]; this results in shear thinning and the

appearance of normal stress differences. The numerical analysis by Watterson and

White [16] covers a wide range of conditions for Ha, � s, and a�, but for low Pei.

The electrostatic potential can extend quite far from the surface of the particle.

Hence, electrostatic interparticle forces which arise, as shown in Chapter 1, from

the overlap of the electrostatic potentials surrounding the particles can become
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trolyte concentrations (Figure 1.7), with the

corresponding radial distribution functions

(dashed lines) in the dilute limit. The ver-

tical arrows indicate the respective separa-

tion distances where � = kBT (dotted line),

defining the effective hard sphere diame-

ter (depicted by the black circles). Curves

progress from right to left for increasing

electrolyte concentration.

significant at volume fractions as low as ∼1%. This is illustrated in Figure 4.9,

where the potentials from Figure 1.7 are plotted along with the corresponding radial

distribution functions g (r). For dilute systems, the radial distribution function is

simply given by the Boltzmann factor (Eq. (3.11)), so the probability of finding a

neighboring particle nearby is vanishingly small when the potential is very large.

The cartoons illustrate the effective hard sphere size relative to the core particle

size, where one can define, as a first approximation, this effective size as extending

to where the repulsive potential is of the order of the thermal energy kBT. That is,

Brownian motion cannot drive particles close together when the repulsive potential

is significantly greater than the thermal energy.

At higher volume fractions, i.e., in semi-dilute systems, contributions of O(�2)

from pairwise interactions should be included in the calculation of the stresses. The

basic procedure for this follows the scheme defined in Chapter 3, where the extra

stress arising from these interactions is calculated as the product of the interparti-

cle force and the probability of finding a neighboring particle. The distribution of

neighboring particles is given by a balance between the convective forces of the

flow, hydrodynamic interactions (Chapter 2), Brownian interactions (Chapter 3),

and, now, the interparticle forces due to electrostatic interactions.

The viscosity of semi-dilute dispersions of charged, spherical Brownian particles

was derived by Russel [11, 17], who assumed that the electrostatic forces were strong

enough to prevent close encounters between particles. This permits hydrodynamic

interactions to be neglected. In addition, the double layer is assumed to remain at

equilibrium, i.e., the Hartmann and ionic Péclet numbers should remain small, which

is a good assumption for highly charged colloidal dispersions at low ionic strengths

(�a < 1). The force acting between particles is given by a linear superposition of the

electrostatic potentials, as described in Chapter 1. For charged particles a character-

istic separation length L can then be defined such that the Brownian and electrostatic

forces balance at that distance, i.e.,

� (L)/kBT ≈ 1. (4.5)

L is then given by

L ∼
1

�
ln

{

�/ ln [�/ ln(�/ . . .)]
}

=
1

�
ln

�

ln(�/ ln �)
, (4.6)
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with � = εε0�
2
0a2� exp(2a�)/kBT. This distance determines the location of the

nearest-neighbor particles at equilibrium, which is then used in an approximate

calculation of the distribution of neighboring particles under shear flow. For suffi-

ciently large separations (L ≫ 2a), Russel [11] derived an analytical expression valid

up to O(�2):

�r = 1 + 2.5� +

[

2.5 +
3

40
(L/a)5

]

�2
+ · · ·. (4.7)

Equation (4.7) shows that the coefficient of the �2 term is very sensitive to L or,

according to Eq. (4.6), to � and �. Numerical results from the theory compare well

with experiments; see Figure 4.10. At low ionic strengths the �2 coefficient clearly

can be very large. The same phenomena can be expected to cause a strong increase

in viscosity in more concentrated suspensions, as discussed next.

Deionized suspensions, i.e., suspensions treated with ion exchange resin to

remove all ions other than the counterions required to satisfy electroneutrality,

have also been studied in some detail [20]. Results for the high frequency limiting

viscosity have been calculated by Stokesian dynamics methods and are found to be

described, to third order in volume fraction, by

�′

r,∞ = 1 + 2.5�(1 + �) + 7.9�3. (4.8)

Figure 4.11 shows that the predicted high frequency viscosity for deionized sus-

pensions is below that of hard spheres. This is again due to weaker hydrodynamic
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interactions because of the excluded volume arising from electrostatic repulsion.

In fact, Eqs. (4.7) and (4.8) both have 2.5 as the coefficient of the �2 term, which

is substantially below the value of 5.0 calculated for a hard sphere microstructure

(Chapter 2, [21]). This is a direct result of the electrostatic repulsion preventing

particles from close approach, where the hydrodynamic interactions are greatest in

magnitude.

Von Smoluchowski’s contributions to colloid physics

Marian von Smoluchowski (1882–1917), a Polish physicist, made many landmark

contributions to colloid physics that are referred to in this text. His 1906 theo-

retical paper, Zur kinetischen Theorie der Brownschen Molekularbewegung und

der Suspensionen [22], provides an independent and concurrent derivation of

Brownian motion, leading to Eq. (1.5), the Einstein-Smoluchowski equation. His

original understanding of critical opalescence, sedimentation, and coagulation

(already discussed in Chapter 1, Eq. (1.18)) were fundamental to proving the

atomic theory of matter and central to the experimental proofs honored with the

1926 Nobel Prize (Chapter 1), long after his untimely passing. Of special interest

here is von Smoluchowski’s treatment of electrokinetics [23]. In 1905 he pub-

lished a paper [24] on the relationship between the electrophoretic mobility u

and the zeta potential 
 , introduced in Section 1.1.3. This relationship, known as

the Helmholtz-Smoluchowski equation, u = εεo
/�, is valid for thin double layers

(�a ≫ 1) and provides a very commonly used method for determining a particle’s

surface potential and charge by observation of its motion in an applied electric

field.

Von Smoluchowski also laid the foundations for the modern theory of stochas-

tic processes through a series of papers discussing Brownian motion and coagu-

lation (to be discussed further in Chapter 6). His novel treatment of diffusion of

probability is captured in an equation (Eq. (3.A1)), named for him, which is the

basis for the micromechanical theory of colloid rheology.

4.3.2 Concentrated suspensions

Figure 4.4 shows that the zero shear viscosity of electrostatically stabilized dis-

persions can diverge at very low volume fractions relative to that for Brownian

hard sphere dispersions. Indeed, the calculation of a characteristic excluded shell,

Eq. (4.6), permits the definition of an effective volume fraction,

�hs
eff ≈ n

�

6

(

L

a

)3

= �

(

L

2a

)3

. (4.9)

If accounting for the electrostatic repulsion in this manner provides an effec-

tive hard sphere particle size and volume fraction, the zero shear viscosities of

Figure 4.4 should collapse onto a master curve when plotted as a function of this

effective volume fraction.

The previous approach is useful as a concept and to identify the possible influ-

ences of particle size, surface potential, and added electrolyte on the effective size
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of the electrostatically stabilized particles. In general, however, it is not sufficiently

quantitative to accurately correlate data (see [25] for a more detailed treatment and

discussion). Rather, it is a useful guide for developing empirical methods that cor-

relate concentrated dispersion rheology of electrostatically stabilized dispersions.

For example, in Figure 4.12, relative zero shear viscosities are plotted for well-

characterized polystyrene latices of three different particle sizes and various con-

centrations of added electrolyte. Here, the volume fractions are rescaled empirically

by identifying maximum packing fractions determined by extrapolation of the vis-

cosity data [4]. The results are compared to Eq. (2.21) for reference. It is seen that

the viscosities reduce onto a master curve, but that the data lie below the empir-

ical correlations for hard spheres up to high volume fractions, where they diverge

more quickly than the power law behavior of Eq. (2.21). Although the data superim-

pose well when plotted against this reduced packing fraction, the maximum packing

fractions could not be accurately predicted by Eqs. (4.9) and (4.6) [25].

In electrostatically stabilized dispersions the ionic strength, and therefore the

range of the potential, varies with particle volume fraction because of the simul-

taneous changes in counterion concentration (a consequence of electroneutrality).

Hence, it is somewhat surprising (and very convenient) that a single parameter like L

can reduce the data to a master curve for the entire range of volume fractions. Indeed,

the possible complexities of electrostatic interactions include variations in surface

charge density and/or potential with particle concentration due to the accompany-

ing counterions [26]. Therefore, the strength and range of the electrostatic repulsion

can vary from low to high particle concentrations. Such effects are most evident at

low added electrolyte concentrations and high particle surface charge. This can be

complicated further by the presence of attractive interactions (such as the ubiquitous

London dispersion forces), as will be discussed further in Chapter 6. Nevertheless, for

many systems of practical importance, a similar reduction of the zero shear viscosity

data to a master curve can be observed.

With these considerations, the deviation from the empirical correlation for hard-

sphere-like dispersions observed in Figure 4.11 can be understood by examining the

model interaction potentials shown in Figure 4.9. At low packing fractions, parti-

cles repel each other at a distance close to where the potential is ∼kBT (Eq. (4.6)).

Figure 4.13 illustrates how the equilibrium dispersion microstructure changes with

increasing particle concentration and increasing salt concentration. Figure 4.13(a)
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Figure 4.13. Pair distribution functions for: (a) 10 vol% dispersions of 100 nm particles with 25.7 mV

surface potential at the indicated electrolyte (1:1) concentrations (corresponding to the conditions

of Figure 1.7); (b) fixed electrolyte and increasing particle volume fraction.

shows how decreasing the salt concentration amplifies the relative particle separa-

tion and heightens the nearest-neighbor peak, in direct correspondence with the

pair potentials plotted in Figure 4.9. As observed for hard spheres (Figure 3.7),

increasing the particle concentration leads to an improved order in the liquid and

more nearest neighbors, as expressed by the magnitude of g(r). However, even if the

effects of varying ionic strength and holding the potential constant are ignored, it is

apparent from these model calculations that particles come into increasingly closer

approach at higher concentrations (Figure 4.13(b)). As the electrostatic potential

increases more steeply with decreasing average separation, the repulsive force act-

ing between particles, the derivative of the potential, increases as well. Therefore,

it is not surprising that the normalized viscosity data shown in Figure 4.12 rise less

rapidly as compared to that of hard sphere dispersions at lower relative packing frac-

tions, where the neighboring particles experience a softer potential. On the other

hand, they increase more rapidly at higher packing fractions, where the neighboring

particles experience a stronger repulsive force.

Another empirical approach for treating the effects of electrostatic repulsion on

the zero shear viscosity and on other, thermodynamic, properties [27] is to use the

idea of an excluded volume that depends on the range of the repulsion through �a.

A phenomenological scaling parameter � is introduced, such that

�eff = �
(

1 +
�

�a

)3

. (4.10)

This approach has been successful for mapping the viscosities of electrostatically

stabilized dispersions onto hard sphere behavior, the value of � varying from ∼1 for

highly charged latices [27] to ∼0.5 for nanoparticles in non-aqueous solvents [28].

This factor can also be as large as ∼4 for micro-sized silica particles in an alcohol

[29]. A similar range of values is reported for the data of Figure 4.12 [25], suggesting

that Eq. (4.10) is of value for correlating experimental data across a broad range

of particle sizes, types, and solvents. The parameter � is, however, not predictable

from the particle and medium properties. A further example of this type of scaling

is shown in Figure 4.14 for the zero shear viscosity of non-aqueous dispersions [28,

29], where the data follow the Krieger-Dougherty relationship (Eq. (2.20)) when
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Figure 4.14. Scaling of relative zero shear vis-

cosities for silica particle dispersions in organic

solvents (diameter in nanometers as indicated)

using Eq. (4.10) (adapted from [28, 29]).

mapped in this manner onto an effective hard sphere dispersion. Remarkably, this

correlative approach works reasonably well for a very broad range of particle sizes.

Deviations become apparent at higher particle volume fractions, a consequence of

the softness of the potential. More sophisticated theoretical approaches (beyond

the scope of this discussion) that account for the potential can be used to accurately

predict thermodynamics and equilibrium viscoelasticity of electrostatically stabilized

dispersions [30, 31].

The analysis of experimental data for dispersions of charge stabilized particles

in terms of an effective hard sphere size can be supported theoretically. In line with

the discussion of hard spheres in Chapter 3, Brady [32] derived a similar formula for

the contribution of the interparticle forces to the viscosity:

��I
r,0 =

12

5

a

b
�2

b

g (2; �b)

D2
o (�)

. (4.11)

In this formula, b is the effective hard sphere radius due to a strong repulsive force

acting between particles, and �b is the effective volume fraction based on this size.

Note that this formula is nearly the same as that derived for hard spheres (Eq. (3.15)).

However, as �b > � and, considering that the radial distribution at the nearest-

neighbor peak increases greatly with increasing electrostatic stabilization (Figure

4.13), theory predicts that additional electrostatic repulsion leads to an increase in

the zero shear viscosity.

The high frequency limiting viscosity is insensitive to changes in the salt concen-

tration and, thus, is largely independent of the interparticle repulsion; see Figures 4.4

and 4.11 [4]. As noted previously, this viscosity depends largely on long-range hydro-

dynamic interactions and therefore is less sensitive to the details of the microstructure

for stable dispersions. A similar conclusion is reached for the high shear limiting vis-

cosity �r,∞, where again we are not considering shear thickening effects. In Figure

4.15, high shear limiting viscosities are compared to the data shown in Figure 4.4 for

the high frequency limiting viscosity. Note that the high shear viscosity is greater than

the high frequency viscosity, even though both are due to hydrodynamic interactions.

This reflects the difference in microstructure, as discussed in Chapter 3.

Shear thinning is typically more extreme in electrostatically stabilized dispersions

because the zero shear viscosity is greatly enhanced by the interparticle repulsion,
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Figure 4.16. Scaled shear viscosity of a silica

dispersion (a = 16 nm) in ethylene glycol com-

pared to the Cross model [28].

whereas the high shear is relatively insensitive to the potential. Figure 4.16 shows

the scaling for the shear viscosity of charged nanoparticle dispersions. Clearly,

the data are well represented by a Cross-type model, as introduced in Chapter 1

(Eq. (1.35)), but with k ′�̇ replaced by 	/	c:

�r = �r,∞ +
�r0 − �r,∞

1 + (	/	c)m . (4.12)

However, the parameter 	c, which is typically of the order of 1 in units of kBT/a3 for

hard spheres, now ranges from 0.10 to 0.025. The exponent m ranges from 1 to ∼1.8

with increasing volume fraction. As the high shear and low shear viscosities depend

on different effective hydrodynamic radii, it is not possible to simply map the shear

thinning behavior onto that of a hard sphere dispersion (see, for example [33, 34]),

but it can be correlated using similar strategies.

A typical viscoelastic behavior for electrostatically stabilized latices is shown

in Figure 4.6. This can be understood qualitatively as being similar to the case of

hard spheres (Chapter 3), where Brownian motion sets the characteristic relaxation
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time. Theoretical calculations of the viscoelasticity support a broad relaxation spec-

trum [30, 32]. Theoretical calculations also suggest that the limiting high frequency

modulus should scale as G′

∞
∼ �2.4/Csalt [30].

An exact expression can be derived for the high frequency modulus of colloidal

dispersions following the theory presented in Appendices A and B to Chapter 3 [35].

For charge stabilized dispersions, this can be simplified by neglecting hydrodynamic

interactions and, furthermore, by assuming only interactions with nearest neighbors;

Bergenholtz et al. [36] derived the following simplified formula:

G′

∞
a3

eff

kBT
=

3�

4�
+

3�2

5�
ghs

(

2; �eff

) aeff

kBT

[

−
d� (r)

dr

]

r=2aeff

. (4.13)

This shows that the elastic modulus is proportional to the number of nearest neigh-

bors, given by the radial distribution function, and the force acting between them,

given by the negative of the derivative of the potential at the effective hard sphere

diameter. Horn et al. [4] successfully used this expression to determine the sur-

face charge on model colloidal dispersions and thereby to predict dispersion sta-

bility. In that work, the effective hard sphere size was calculated from the effec-

tive volume fraction determined from the maximum packing fraction, extrapolated

from measurements of the zero shear viscosity. This effective volume fraction was

also used to calculate the microstructure as an effective hard sphere structure

(Figure 3.7). Interestingly, using the perturbation theory (Eq. (4.9)) to estimate

the effective hard sphere radius gave reasonable results. However, assuming the

microstructure to be that of a lattice rather than a fluid [33] yields results signifi-

cantly in error, as the particles are assumed to be too far apart and the potential

interaction is very sensitive to separation distance.

At sufficiently high particle concentrations, or low salt or deionized conditions,

electrostatically stabilized latices will crystallize. A simplified model for the high

frequency elastic modulus of crystalline dispersions of charge stabilized latices has

been derived by Buscall and coworkers [33, 37]:

G′

∞
a3

kBT
≈

�max Nnn

10�

(

�max

�

)1/3 a2

kBT

[

d2� (r)

dr2

]

r=2aeff

. (4.14)

In the above, �max = 0.74 if one assumes a face-centered cubic (FCC) lattice,

which has Nnn = 12 nearest neighbors. This result has been successfully used to

extract potential information by assuming a form for the interparticle poten-

tial and fitting Eq. (4.14) to a series of measurements of the high frequency

elastic modulus for crystalline colloidal dispersions as a function of the volume

fraction [5].

Crystallized samples exhibit a yield stress (to be discussed in more detail in

Chapter 9). Simultaneously, a limiting zero frequency modulus G′

0 appears which

increases significantly with increasing particle concentration. Chow and Zukoski

[38] studied polystyrene latex in water, dialyzed against 1 mM KCl, and reported a

modulus that varied exponentially with particle volume fraction; see Figure 4.17. A

similar scaling can be observed in Figure 4.5 [5].
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Deionized latices of charged particles crystallize at very low volume fractions.

Phase behavior studies indicate a body-centered cubic (BCC) lattice is favored at the

lowest concentrations and a face-centered cubic (FCC) one at higher ones [39]. This

is evident in measurements of the shear modulus for deionized polystyrene latices

(Figure 4.18), where the modulus is very low (of the order of 1 Pa), but increases

with particle concentration as predicted for BCC and subsequently FCC crystalline

structures [40].

4.4 Sterically stabilized systems

4.4.1 Mechanism

As discussed in Chapter 1, polymers can induce interparticle repulsion and colloidal

stability when they are grafted or adsorbed onto the particles [41, 42]. For terminally

anchored polymers, repulsion depends on, and increases with, the solvent quality

of the suspending medium, the graft density, and the molar mass of the polymer.

Each of these tends to stretch out the polymer and make the stabilizer layer thicker.

In order to induce a repulsive force between particles, sufficiently thick and dense

polymer layers should overlap, as shown in Eq. (1.14) and Figure 1.8.

The behavior of adsorbed polymer layers can be more complex. Large molecules

can adsorb at several points. The layer then consists of free, dangling ends (tails),

loops between two points attached at the surface, and trains of segments that lay
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Figure 4.19. TEM micrographs of sterically stabilized silica particles with butyl acrylate polymer

brushes of various sizes. (Used with permission from Deleuze et al. [46].)

adsorbed on the surface. The situation resembles that of end-anchored polymers

only with AB-block copolymers, with one block adsorbed and the other dangling as a

“tail” in the suspending medium. Surface coverage by adsorbed segments is variable,

increasing with molar mass and decreasing with solvent quality [42]. Repulsion now

requires full surface coverage with sufficiently strong adsorption but in a sufficiently

good solvent. The polymer segment density decreases more gradually with distance

from the surface than in terminally anchored polymers. Therefore the thickness of

the layer is less well defined, and the value might depend on the method by which it

has been determined.

Comparing typical repulsive potentials due to steric (Figure 1.8) and electro-

static (Figure 1.7) stability, many similarities can be observed. However, colloidal

dispersions with terminally anchored polymers of low polydispersity typically exhibit

very steep repulsions, without the long potential tails characteristic of electrostati-

cally stabilized dispersions. Therefore, hard sphere scaling can be expected to apply

better to sterically stabilized colloidal dispersions.

4.4.2 Dilute systems

Whereas electrostatic effects hardly affect the viscosity of dilute suspensions, this is

not the case for sterically stabilized ones. The molecules of the suspending medium

do not readily flow through the polymer stabilizer layer, which, to a first approxi-

mation, can be considered an extension of the particle volume [43]. On this basis a

hydrodynamic effective volume can be defined, as the hard sphere volume fraction

that reduces the �(�) relation to Eq. (2.9), the Einstein relation:

�(�) = �m

(

1 + 2.5�h
eff

)

. (4.15)

From �h
eff a hydrodynamic effective particle radius ah

eff = a + �h can be derived, where

�h is the hydrodynamic effective layer thickness of the stabilizer:

�h
eff = � (1 + �h/a)3

. (4.16)

Intrinsic viscosity measurements can provide a value of �h, provided the diameter

of the core particle is known, e.g., from TEM pictures such as those in Figure 4.19.
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The hydrodynamic thickness of the brush can also be derived from dynamic light

scattering measurements. The most reliable method, however, for determining the

brush structure and interparticle potential arising from the brush is the use of con-

trast variation labeling in small angle neutron scattering [44]. Indeed, successful

correlations of the viscosity using effective hard sphere sizes determined from neu-

tron scattering have been reported for relatively dilute microgel dispersions. Under

good solvent conditions these consist of sterically stabilized “hairy” particles [45].

4.4.3 Non-dilute systems

4.4.3.1 Shear viscosities

Because of similarities in the interparticle potentials, sterically stabilized systems dis-

play qualitatively similar structures and similar phase behavior to electrostatically

stabilized dispersions, both at equilibrium and under flow. Differences arise from

dense brushes, which have a steeper, short-range repulsion. For instance, higher

concentrations are typically required for crystallization of sterically stabilized dis-

persions because repulsion only occurs when the polymer layers overlap. However,

as the polymer brush provides resistance to the penetration and flow of the suspend-

ing medium, hydrodynamic interactions are also substantially affected, unlike for the

case of electrostatic stability. This can alter the kinetics of structure formation, such

that crystallization can proceed more slowly. Consequently, imparting steric stability

affects both the direct potential contributions and the hydrodynamic contributions

to the rheology.

The question now arises as to whether a hard sphere mapping is possible with a

single parameter. This can only be the case if the �(�) curves have the same intrinsic

shape and can be superimposed using a single scaling factor. The scaling factor

should reflect the thickness and softness of the polymer layer. A possible scaling

factor of this kind is the maximum packing. Plotting the viscosities as a function

of either �/�max or �h
eff /�h

ef f,max should then reduce all curves to a master curve

that should approximately coincide with that for hard spheres, such as observed in

Figure 4.12 for electrostatic stabilization. The relative zero shear viscosities for the

series of PMMA particles presented in Figure 4.8 are plotted in this manner in

Figure 4.20. Over a wide range of conditions the viscosity curves are indeed quite

similar. The poly(methylmethacrylate) particles of various sizes have a grafted steric

layer of poly(hydroxystearic acid) of approximately 10 nm. The other samples consist

of SiO2 particles with a diameter of 200 nm and polymer layers ranging from 15 to

35 nm. Hence, a large range of �h/a is covered. For very soft particles (i.e., greater

�h/a) the curves do not coincide; the scaled viscosity then evolves more gradually

than for hard spheres, as seen by comparison with the line representing Eq. (2.21)

and Figure 3.12. Depending on the level of accuracy required, this simple approach

may suffice for some applications.

As sterically stabilized dispersions often have steep interparticle repulsions, they

are expected to be very suitable for mapping onto the rheology of hard sphere

dispersions. Equation (4.15) suggests the application of a hard sphere scaling for the

rheological properties based on �h
eff . This procedure turns out to fail, as demonstrated
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Figure 4.21. Scaling of the limiting high shear viscosity with �h
eff for sterically stabilized PMMA

and silica suspensions. The lines are fits with Eq. (2.20), using �h
eff ,max = 0.58 (dashed line) and

�h
eff ,max as an adjustable parameter (solid lines) (data from [8, 48]; figure adapted from [48]).

in Figure 4.21 for the high shear limiting viscosities. At low concentrations the

viscosity curves coincide because of the definition of �h
eff . The curves for the largest

particles, with the lowest �h/a ratios, cluster together. When this ratio tends to zero,

logically these curves should asymptotically approach the hard sphere case; however,

here the maximum packing at high shear rates is below the Brownian value and

actually is close to the low shear limit for a hard sphere glass. The softer systems

have systematically greater maximum packing fractions, for which compression of

the soft polymer layers provides a logical explanation. In the most extreme case in

Figure 4.21, the volume fraction at maximum packing is actually larger than unity.

The data in this figure are for the limiting high shear rate viscosity and clearly do not
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reduce to the curve for Brownian hard sphere dispersions (Figure 3.4), in contrast

to electrostatic systems.

The quality of the superposition of the curves can vary depending on the extrap-

olation procedure used to extract the maximum packing or the method used to

determine the effective hard sphere diameter. An alternative procedure consists in

rescaling with the freezing point, meaning that the volume fraction at �r,∞ = 11.5

is taken as the rescaled volume fraction of 0.50, as discussed in Chapter 3. In this

manner the uncertainties caused by the extrapolation procedure for the maximum

packing are avoided. In practice, any relative viscosity at sufficiently high volume

fractions could be used to rescale the volume fractions (see Section 3.5.1).

As already shown in Figure 4.8, a suitable effective volume fraction can also

be used to reduce the zero shear viscosity of these sterically stabilized dispersions.

In that plot, the effective hard sphere diameter is determined from measurements

of the elastic moduli, as will be described shortly, and so is determined from data

taken at high concentrations rather than in dilute limiting conditions. The analysis

shows a reasonable reduction of the data to hard-sphere-like behavior, which is

useful for designing steric stabilizing layers in dispersion formulation. Here, as with

many other sterically stabilized systems, the limiting value of the maximum packing

is somewhat smaller than the corresponding value of 0.58 for Brownian hard sphere

glasses or 0.638 for the random close packed limit for spheres. The reasons for

this are not well understood, but residual attractive forces or electrostatic contribu-

tions are possible reasons for the discrepancy. Interestingly, the softness afforded

by the steric repulsion enables the probing of dispersions at much higher effec-

tive volume fractions and zero shear viscosities than typically achievable in hard

sphere dispersions (compare with Figure 3.12). Note that this approach, of using

soft spheres to study the approach to the glass transition by defining an effective

hard sphere diameter based on the high shear viscosity, was also employed in testing

MCT for hard spheres, as presented in Figure 3.25, as it allows the preparation of

samples very close to the point of dynamical arrest that can still be studied reliably

by rheology [49].

4.4.3.2 Shear thinning

In order to describe the viscosity curves, it is necessary to supplement the limiting

viscosities with the intermediate shear thinning behavior. A suitable expression to

link the viscosity to the reduced shear is the Cross equation, Eq. (1.35), or the variant

in Eq. (4.12) which uses a reduced stress. This procedure can reduce data for sterically

stabilized dispersions in a similar manner to that for hard spheres and electrostatically

stabilized dispersions. Interestingly, the exponents m in Eq. (4.12) obtained by fitting

are closer to the hard sphere values than for electrostatically stabilized systems. One

reason for this is that, unlike in the case of electrostatically stabilized dispersions,

the high shear viscosity is affected by the steric layer. Here again, shear thickening is

not considered, but will be discussed for sterically stabilized dispersions in Chapter

8. As illustrated in Figure 4.22, the critical values of 	rc = 	ca3/kBT for sterically

stabilized systems are closely related to those for Brownian hard spheres. The critical

values decrease at low volume fractions, except for the softest system. At the highest
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volume fraction there is, however, a much more significant decrease in the critical

stress than is observed for hard sphere dispersions.

4.4.3.3 Dynamic moduli

The general behavior of the frequency dependent moduli is illustrated in Figure 4.23.

The results are qualitatively similar to those for hard sphere and electrostatically

stabilized dispersions. As in the latter, a maximum develops in the curves for loss

moduli at high volume fractions, indicating a dominant low frequency relaxation

mechanism. However, for sterically stabilized dispersions this relaxation frequency

defined by the maximum in the loss modulus becomes a very strong function of

volume fraction, as demonstrated in Figure 4.23 [53]. This sensitivity is due in part to

the softness of the repulsive interaction, so that upon approaching maximum packing

the system can still flow and measurements are still possible, whereas for hard spheres

samples become difficult to study near maximum packing, as noted in Chapter 3.

Yet, unlike electrostatically stabilized dispersions, which often crystallize from a

relatively low viscosity fluid state, the larger hydrodynamic volume of sterically

stabilized particles leads to much more viscous dispersions at high effective packing

fractions, and hence to greatly reduced particle mobility and much larger relaxation

times.

Increasing the particle concentration leads to dynamical arrest. It shifts the relax-

ation frequency towards zero, signaling a transition from liquid to solid behavior,

similar to that for Brownian hard spheres (Chapter 3). Simultaneously the zero shear
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Figure 4.24. Derivation of an effective hard sphere

radius based on the interparticle potential.

viscosity in steady state shear measurements diverges as the shear stress reaches a

constant lower value, the so-called dynamic yield stress 	y. The ratio 	y/G′

∞
is

nearly independent of volume fraction and changes only slightly between different

systems. For most sterically stabilized suspensions, it seems to range between 0.02

and 0.04 (e.g., [48, 54]). This is essentially the same range as for electrostatically sta-

bilized suspensions, even when they are ordered in a crystalline structure (e.g., [55,

56]). The ratio 	y/G′

∞
has the dimensions of strain. Assuming approximate linear

behavior up to strains of a few percent, the measured values would express a yield

strain. Measured values for the ratio 	y/G′

∞
and for the strain at yielding are often

of the same order of magnitude. The given range of values for the ratio is, how-

ever, not universal. For thick adsorbed layers (�h/a ≥ 0.3), Bingham yield stresses

were found to be very similar to G′

∞
[57]. No yield strains were reported for these

systems, but with large polymer layers a larger linearity limit and yield strain are

possible.

As noted, measurements of the elastic moduli can be used to develop more

fundamental scaling methods to correlate the viscosities of stabilized dispersions

with those of hard sphere dispersions. The use of the term �h
eff is based on the

assumption that the stabilizer layer, with thickness �h, does not deform during flow.

A better approximation of an effective hard sphere radius would take into account

the softness of the stabilizer layer, e.g., by deriving a hard sphere potential from the

actual interaction potential; see Figure 4.24. In this manner an effective hard sphere

radius ahs
eff can be calculated. The theory most commonly used for colloids is that of

Barker and Henderson [58], originally developed for molecular fluids. It defines ahs
eff

and the corresponding �hs
eff as

ahs
eff = a +

1

2

∫

∞

2a

[1 − exp (−�(r)/kBT) dr ], (4.17)

�hs
eff =

4

3
�

(

ahs
eff

)3

.

Application of this method is hampered by the lack of a priori information about

the interaction potential for sterically stabilized dispersions. However, the plateau

moduli of concentrated stabilized dispersions should be primarily governed by the
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Figure 4.25. Steric repulsive potential (versus distance in absolute units) derived from measure-

ments of the elastic modulus of sterically stabilized PMMA dispersions with different core radii

but the same stabilizer thickness, using Eq. (4.19). The inset shows the same data, versus distance

scaled by particle radius, to show the relative softness of the various systems (after P. D’Haene [8]).

interparticle repulsion. The change of G′

∞
with volume fraction then reflects the

evolution of the potential with decreasing interparticle distance. A possible starting

point is the theory of Zwanzig and Mountain for molecular fluids [59], which was

applied to colloids by Buscall and coworkers on electrostatically as well as sterically

stabilized dispersions [33, 37]:

G′

∞
=

3�kBT

4�a3
+

3�2

40�a6

∫

∞

0

g(r)
d

dr

[

r4 d� (r)

dr

]

dr . (4.18)

Hence, the equilibrium structure has to be known to calculate the modulus. For

crystalline, electrostatically stabilized systems, Eq. (4.18) simplifies to Eq. (4.14),

as discussed above. For the disordered state, Buscall [33] used a delta function for

g(r), considering only contributions from nearest neighbors (number: Nnn = 7.5) at a

fixed interparticle distance Rm, calculated from the volume fraction and the random

maximum packing for hard spheres as

Rm = 2a
(

�hs
max/�

)3
. (4.19)

This results in the following expression for the potential:

d2� (Rm)

dr2
=

10�akBT

�hs
max Nnn

(

G′

∞

kBT
−

6�

� (2a)3

)

. (4.20)

Equation (4.20) provides a limiting form of the exact formula when hydrodynamic

interactions are neglected [35]. For the PMMA particle dispersions of Figure 4.21,

measurements of G′

∞
over a range of volume fractions, analyzed according to

Eq. (4.20), produced a consistent result for the different particle sizes [8]. Figure

4.25 shows the resultant potential derived from the moduli. The zero shear viscosi-

ties scaled in this manner are shown in Figure 4.8.
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Figure 4.26. High frequency storage moduli for sterically stabilized PMMA (�h = 9 nm) and silica

dispersions Si1–Si3 (�h = 33, 13, 26 nm respectively) (a) unscaled; (b) scaled according to [60] using

a reduced volume fraction based on ahs
eff (after [48]).

Using the Brownian hard sphere scaling, with ahs
eff as the length scale

(G′

∞
(ahs

eff )3/kBT), also superimposes dynamic data for homologous series of materi-

als. Even data at different temperatures can be superimposed as long as the steric

layer does not change with temperature. The force resulting from compression of the

stabilizer layer during oscillatory motion is not taken into account in this manner.

Russel proposed a scaling for the moduli that is based on a correlation between

repulsive forces and stabilizer layer thickness [60]. This simplified picture is not uni-

versally applicable. Nevertheless, it provides a substantial data reduction when �hs
eff ,

derived from ahs
eff , is used as a measure for the stabilizer layer thickness [48, 51]. This

is illustrated in Figure 4.26.

With this technique the curves for the softer dispersions are mapped on those

for the hardest ones, which for the PMMA systems with essentially the same �hs

correspond to the largest particles. The resulting values for the maximum packing

are smaller than those for Brownian hard spheres. Therefore, the present scaling

produces a curve which is above the hard sphere curve, a quite general result for

sterically stabilized systems. This raises questions about the basis of the method.
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Neglecting hydrodynamic interactions, as in the derivation of Eq. (4.20), is of concern

for sterically stabilized dispersions, as shown in the analysis of Elliott and Russel

[43]. For concentrations where substantial overlap of the stabilizing layers occurs,

the region between the particles has an increased density of the polymer brush,

which will influence the hydrodynamic interactions. In addition, the plateau moduli

measured in the 102 rad s−1 frequency range do not necessarily reflect the real high

frequency moduli, as indicated by theoretical results [61] and experimental data on

electrostatically stabilized dispersions [4].

An alternative method for deriving the potential from the plateau moduli consists

of assuming a shape for the potential curve, using a g(r), and fitting Eq. (4.18)

by adjusting the prefactor of the �(r) function [61]. Here the more concentrated

systems can be used selectively. This reduces the discrepancy between plateau and

real high frequency moduli and the possible error caused by ignoring hydrodynamic

interactions. A scaling can also be achieved by using a specific property and mapping

its values for a given suspension onto its values for the hard sphere system. This

again gives an effective hard sphere diameter. The osmotic pressure [62] of a dilute

system and the second virial coefficient [61] have been proposed for this purpose. In

these references the limits of the single-parameter scaling on hard spheres are also

explored, by means of two parameters. The first reflects the relative effective hard

sphere radius based on the interparticle potential or related property, e.g., ahs
eff /a. The

second measures softness as the dimensionless difference (ah
eff − ahs

eff )/a between the

two types of effective radius, which expresses how much the stabilizer layer can be

compressed. This last parameter is really the determining one. Thick stabilizer layers

will still allow hard sphere scaling, provided the softness parameter is not too large.

Scaling for rather soft systems can be improved by introducing a second parameter

which expresses a decrease in effective radius with increasing volume fraction; see,

e.g., [63]. Other approaches based on a volume fraction-dependent size have also

been successful for specific systems [48].

More specifically, Maranzano and Wagner [61] examined effective hard sphere

mappings of soft sphere systems for the thermodynamic pressure, diffusion coeffi-

cient, and viscosity. Analysis of data and theory identified a dimensionless group

that characterizes the softness of the particles:

L∗

ST =
(a + �) − aev

a
, (4.21)

where a is the core radius of the particle, � is the brush thickness, and 2aev is the

effective diameter determined by matching the second virial coefficients (see the

Appendix to Chapter 1). When L∗

ST <∼ 0.2, the effective hard sphere mapping

was shown to be successful in representing the equilibrium state of the disper-

sion. For progressively softer systems, as measured by this dimensionless param-

eter, larger deviations were observed. For the zero shear viscosity, these devia-

tions result in a lower viscosity than would be predicted by a simple hard sphere

mapping.

Figure 4.27 illustrates the limits of the effective hard sphere scaling. It shows the

relative zero shear viscosity for sterically stabilized colloidal dispersions as well as

for inherently soft systems comprised of solutions of star polymers [64], microgels
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[45], and dendrimers [65]. Compared with hard spheres, sufficiently soft systems

can exhibit a finite zero shear viscosity at packing fractions above the expected

viscosity divergence when plotted as a function of their hydrodynamic effective

volume fraction (as determined in dilute solution by viscometry or light scattering).

Indeed, for the star polymers and dendrimers, the viscosity smoothly transitions to

that for polymer melts when completely desolvated.

4.5 Electrosterically stabilized systems

Electrosteric stability (Figure 4.1) combines both types of stability and is becom-

ing more common in commercial dispersions. The use of a polyelectrolyte or

polyampholyte brush to impart stabilization enhances the shear stability of an

electrostatically stabilized dispersion. The steric stability provided by the polymer

depends on the pH, dielectric properties, and ionic strength of the solvent. Steric sta-

bilization of colloidal dispersions depends on the physicochemical properties of the

solvent and polyelectrolyte grafted layer, which can be very complex. The possibility

of altering the degree of stability by modifying system parameters is important in

industrial applications like coatings. Such systems can be successfully characterized

and understood using the methods illustrated for steric and electrostatic stabilized

dispersions, as shown by the following example.

Under many conditions, the effects of polyelectrolyte or polyampholyte (e.g.,

gelatin [66]) can be modeled by the brush overlap model given in Chapter 1.

Fritz et al. [67] derived the following expression for the high frequency elastic

modulus [62]:

G′

∞
a2

eff a

kbT
≈

172

40
�2

eff �2
p

a3

�1

(

1

2
− �

) (

�

a
+ 1 −

aeff

a

)

(

1 − �eff /2
(

1 − �eff

)3

)

. (4.22)

In the above, aeff is the effective sphere radius that yields �eff , � is the brush thick-

ness, a is the core particle radius, and �p is the density of the polymer in the brush

with solvent molecular volume �1 and Flory-Huggins interaction parameter � . For
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Figure 4.28. Shear rheology of electrosterically stabilized latices [67]. (a) Zero shear relative vis-

cosity (large symbols) scaled to fit Eq. (2.21) with �max = 0.58; high frequency relative viscosity

(smaller symbols) plotted according to this effective volume fraction, compared to hard sphere

Eq. (3.19) and theory of Potanin and Russel [68] for sterically stabilized dispersions. (b) High fre-

quency elastic modulus compared to the hard sphere limiting theory of Lionberger and Russel [70],

Eq. (4.22) for electrosterically stabilized dispersions, and approximation Eq. (4.14). The inset shows

a sketch of the system.

a series of dispersions with the same chemical stabilizer, but various pH and elec-

trolyte concentration, the theory predicts a master scaling against an effective hard

sphere volume fraction, as shown in Figure 4.28. The model prediction, using an

effective volume fraction and effective hard sphere size determined from the low

shear viscosity (Figure 4.28(a)), and polymer and solvent properties determined

independently, accurately describes this limiting dispersion elasticity. Also shown

in Figure 4.28(a) are the limiting high frequency viscosities, which are well repre-

sented by the theory of Potanin and Russel [68] that accounts for solvent permeation

through the brush. Notice that the same effective volume fraction that reduces the

zero shear viscosity to that of hard sphere dispersions effectively reduces the high
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frequency viscosity, but not to the hard sphere value, which diverges at random close

packing. At low volume fractions, the polymer brush is nearly impenetrable to flow

of the suspending medium. However, unlike truly hard spheres, when concentrated

towards maximum packing the electrosteric brush layer becomes hydrodynamically

permeable and solvent can flow through the brush, leading to a lower hydrodynamic

volume fraction. Similar levels of analysis and agreement have also been achieved

for adsorbed polyampholyte brushes (gelatin), typically used in the photographic

industry [66].

Summary

The rheology of dispersions for which colloidal stability is imparted by electrostatic,

steric, or electrosteric stabilization can often be understood by defining an effective

hard sphere particle size and mapping onto the behavior of hard sphere dispersions

discussed in Chapter 3. Such stabilization leads to additional contributions to the

viscosity and elasticity, and so the quantitative predictions of the mapping depend

on how it is performed. For electrostatic stability, the zero shear viscosity can be

mapped onto that of hard sphere dispersions by suitable definition of the effective

hard sphere diameter and effective volume fraction. By contrast, the high frequency

and high shear viscosities are relatively insensitive to the presence of electrostatic

stabilization. This leads to more extreme shear thinning behavior than observed for

hard sphere colloidal dispersions. Correlative mapping onto hard sphere behavior is

commonplace, but a priori prediction of the scaling parameters from knowledge of

the particle surface charge and electrolyte concentration is generally not possible.

Electrostatic stabilization leads to viscoelasticity; even very dilute dispersions can

crystallize and exhibit a zero frequency modulus. This modulus can be directly

related back to the pair potential for a given crystal structure. Steric stability, on the

other hand, also increases the hydrodynamic drag on the particles, so both low and

high shear viscosities are increased above that predicted for the core. Details of the

steric brush layer, i.e., its relative extent and stiffness, are important in determining

how successfully the shear rheology can be mapped onto the behavior of hard

spheres. However, more detailed theoretical considerations requiring knowledge

of the interparticle potential, which can be obtained directly from rheology, can

be used to understand and even predict the behavior of electrostatic, steric, and

electrosterically stabilized dispersions. The yield behavior of such dispersions will

be discussed further in Chapter 9, and the effects of electrostatic and steric repulsion

on shear thickening will be presented in Chapter 8. In Chapter 5 we will consider

the effects of particle shape on rheology.

Chapter notation

aev effective radius derived from the second virial coefficient [m]

b effective particle radius due to strong repulsion, Eq. (4.11) [m]

L separation length, Eq. (4.6) [m]
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L∗

ST measure of particle softness, Eq. (4.21) [-]

Nm number of nearest neighbors [-]

p increase in intrinsic viscosity by primary electroviscous effect [-]

Rm interparticle distance between nearest neighbors [m]

Greek symbols

� parameter defined in Eq. (4.6) or Eq. (4.10) [-]

�h hydrodynamic layer thickness of the stabilizer layer [m]

	rc characteristic scaled shear stress for shear thinning [-]

�b effective volume fraction based on radius b [-]
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5 Non-spherical particles

5.1 Introduction

The previous chapters primarily discussed dispersions of spherical particles, but

real particles are seldom perfectly spherical. Anisometric crystalline particles would

be one example. Particles come in a wide range of shapes, as illustrated in

Figure 5.1. Fibers and platelets constitute two simple shapes that represent typi-

cal deviations from sphericity. When such particles are subjected to shear flow they

will, as with spherical particles, be dragged along and rotate. With non-spherical par-

ticles, however, the hydrodynamic stresses will depend on the relative orientations

of the particles with respect to the direction of flow. Hence, the stresses will vary

during rotation, causing a time-dependent motion of the particle in steady shear flow.

Consequently, the rheology of a suspension of non-spherical particles will depend on

particle orientation. As rotation and orientation depend on particle shape, particle

motion and rheology will be strongly coupled.

The behavior in flow of individual, non-Brownian particles with arbitrary shape

has been studied in particular by Brenner [1]. To gain insight into shape effects in

suspension rheology it is, however, more suitable to limit the discussion to rather

simple shapes. Only axisymmetric particles, i.e., those with rotational symmetry, will

be considered here. More specifically this includes rods (including fibers), circular

disks, and spheroids (Figure 5.1). All these shapes can be characterized by an aspect

ratio pa, defined as the ratio of the dimension along the symmetry axis to that in the

cross direction. The aspect ratio can be larger or smaller than unity; spheroids are

then prolate or oblate, respectively (Figures 5.1(a) and (b)). Because of the strong

influence of sharp edges on the drag on a particle, cylinders and spheroids with

identical aspect ratios (i.e., L/d = a/b) will move differently in the flow field. To

compare other axisymmetric shapes with spheroids, an effective aspect ratio pa,e that

results in identical rotational behavior can be used [2]. Other mapping procedures

between shapes are possible; see, e.g., [3].

5.2 Landmark observations

As noted, the forces exerted by a fluid on non-spherical particles depend on their ori-

entation with respect to the flow field. As a result, isolated, non-Brownian particles in
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Figure 5.1. Basic geometries of axisymmetric particles: (a) prolate spheroid, (b) oblate spheroid,

(c) rod or fiber, (d) disk.

Figure 5.2 Periodic tumbling of a rod (filled

symbols) and a disk (open symbols) in shear

flow. Zero angle is along the flow gradient

direction (after Goldsmith and Mason [4]).

shear flow will change their orientation in a periodic manner but not at constant rate

of rotation. This is illustrated by direct observations for rod-like and disk-like par-

ticles in Figure 5.2 [4]. This plot shows the orientation of the major axis (Figure 2.5,

with the particles lying in the 1–2 plane of flow) as a function of time for a rod and

a disk with comparable aspect ratios. For rods the rotation slows down when the

symmetry axis (long direction, Figure 5.1(a)) is close to the flow direction because

the torque on the particle is then at its minimum; for disks this occurs when the

symmetry axis (short direction, Figure 5.1(b)) is perpendicular to the flow direction.

The viscosity of a suspension will depend on the orientation distribution of the

constituent particles because stress due to the particles depends on their orientation.

In shear flow of Newtonian fluids, non-Brownian particles will describe periodic

motions along closed orbits. Hence, their orientation at any time will depend on the

initial orientation distribution. Brownian motion of colloidal particles will randomize

the orientation at rest or at low shear rates, just as relative positions were randomized

for Brownian hard spheres. As with spheres, the Brownian motion will eliminate the

dependence of the viscosity on initial conditions. The effect of the aspect ratio on

the zero shear viscosity is shown in Figure 5.3. Here, the “particles” are tobacco

mosaic viruses with various aspect ratios (a/b) [5]. It can be seen that the viscosity

increases with increasing aspect ratio and can become substantially higher than that

for spheres.
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Figure 5.3. Zero shear relative viscosity of dis-

persions of non-spherical particles: tobacco

mosaic viruses with different aspect ratios (after

Lauffer [5]).

Figure 5.4. Reduced intrinsic moduli for a

dilute dispersion of tobacco mosaic virus:

[G′]r = 5
3

limn→0 G′/nkBT, [G′′]r = 5
3

limn→0

(G′′ − ��m)/nkBT (after Nemoto et al. [6]).

For Brownian hard spheres, Brownian motion acts to randomize the microstruc-

ture and yields a characteristic time for diffusion (Section 3.1). For non-spherical

particles, both translational and rotational Brownian motion provide a source of dis-

persion viscoelasticity. As noted, flow can orient non-spherical particles (note that

although spherical particles also undergo Brownian rotation, the flow cannot orient

them). Hence, elastic effects can already appear in dilute suspensions, due simply

to the orientation of single particles. Dimensionless moduli-frequency curves for a

dilute suspension of tobacco mosaic virus are shown in Figure 5.4 [6]. The moduli

are made dimensionless by dividing by nkBT, where n is the number of particles

per unit volume (see also Section 5.4). The figure shows the limiting values of these

reduced quantities as n approaches zero. The contribution from the suspending fluid

is subtracted from the loss moduli to give the particle contribution to G′′. The par-

ticle contribution to the dynamic viscosity (G′′/�) decreases from a low frequency

limit to a high frequency limiting value. The evolution for the storage modulus

is also similar to that for Brownian hard spheres, with a limiting high frequency

value.

The effect on the viscosity of adding long, slender particles can vary strongly

according to the type of flow. In particular, for uniaxial extensional flow, small

amounts of fibers can cause a very large increase in viscosity. This is illustrated in

Figure 5.5 for suspensions of non-Brownian glass fibers in a Newtonian fluid [7].

With volumetric fiber concentrations of less than 1%, the viscosity can increase by
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Figure 5.5. Stress versus strain rate in uniaxial

extensional flow of fiber suspensions: data for

glass fibers with various L/d ratios and volume

concentrations (as indicated) in polybutene oil

(data from Mewis and Metzner [7]).

one or two orders of magnitude if the aspect ratio is large enough. Figure 5.5 shows

this is possible for glass fibers with aspect ratios of 586 and 1289.

The previous examples are for rather dilute suspensions, but shape anisotropy

has significant consequences at higher volume fractions as well. As noted in previous

chapters for suspensions of spherical particles, the volume fraction dependence of the

viscosity can often be correlated by considering the maximum packing fraction. For

random arrangements, the maximum achievable packing fraction depends strongly

on the particle shape and aspect ratio. For nearly spherical particles, the maximum

random packing increases substantially with anisotropy, from ∼0.638 to nearly 0.74;

see Figure 5.6(a) [8]. On the other hand, the low packing resulting from dropping

matches or long rods in a box is well known. The maximum packing fraction is shown

for sphero-cylinders in Figure 5.6(b) [9]. Note that the maximum random packing

fraction has the empirical limiting behavior

lim
pa→∞

�max =
c

pa

, (5.1)

where c = 5.4 ± 0.2 is the average number of contacts in the jammed state.

Particle anisotropy can dramatically affect the equilibrium microstructure and

phase behavior as well. Shape anisotropy shifts transitions such as glass and gel

lines in the state diagram. Deviations from a spherical shape can also lead to liquid

crystalline states and additional phase behaviors not possible for spherical parti-

cles. Figure 5.7 summarizes the glass and gel transitions for many rod-like systems,

providing rough guidelines for the quantitative effect of particle shape [10]. The

points represent cases in which elasticity, and hence solid-like behavior, could be

observed. Above the upper line no random structure is possible. The parallel line

underneath is the lower bound for the glassy state. Elasticity at lower volume fac-

tions indicates a gel structure (Chapter 6). The third line limits the semi-dilute

region (see below). This diagram serves to illustrate that the colloidal state diagram

can be much richer than the already complex behavior of monodisperse, spherical

particles.

Considering the effect of aspect ratio on the maximum packing and the effect of

the latter on the viscosity, one can expect higher viscosities for suspensions of long,
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Figure 5.6. Random maximum packing fractions vs aspect ratio: (a) small aspect ratio oblate

spheroids (pa < 1) (squares) and prolate spheroids (pa > 1) (circles) as well as biaxial spheroids

(diamonds) (after Donev et al. [8]); (b) comparison of simulation and experimental data for the

maximum packing fraction for sphero-cylinders as a function of aspect ratio (after Williams and

Philipse [9]).
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Figure 5.8. Relation between shear viscos-

ity and concentration for a solution of rigid

rod-like molecules. Curves are for increasing

molecular weights ((△) 220,000, (©) 270,000,

(�) 342,000) (after Hermans [11]).

slender objects than for spheres at high volume fraction. This is indeed the case. For

Brownian rods there is, however, a maximum in the relation between zero shear

viscosity and concentration, as shown in Figure 5.8 [11].

In this figure, rod-like molecules simulate the behavior of Brownian rods. Ther-

modynamic calculations show that increased concentration can cause an improved

alignment, i.e., the liquid crystalline state, discussed further in Section 5.6. Alignment

greatly increases the maximum packing fraction and thereby reduces the viscosity,

which explains the peak in the viscosity-concentration curve.

5.3 Particle motion

The orientation of a spheroidal particle can be conveniently described with respect

to a Cartesian coordinate system with its origin in the centre of the particle, as shown

in Figure 2.5. Referring to that figure, the vector r is to lie along the symmetry axis of

the particle (i.e., along the length of a rod or the thin dimension of a disk). Then, the

orientation is completely described by the two polar (or Euler) angles � and �. The

angle � tracks the position of the projected end point on the velocity-gradient plane.

In the case of a slow, creeping motion in simple shear flow in a Newtonian fluid, non-

Brownian spheroids will describe a well-defined periodic motion on a closed orbit.

The resulting motion can be represented by the following two equations, defining

the so-called Jeffery orbits [12]:

tan � = pa tan

(

�̇ t

pa + 1/pa

)

+ tan �0,

tan � =
Cpa

(p2
a cos2 � + sin2 �)

1/2
,

(5.2)

in which �0 is the angle � at time zero and C is the orbital constant. The latter

determines the orbit of the particle tip with respect to the vorticity axis (z axis). With

C = 0 the particle axis will be in the vorticity direction at all times: the particle will

just rotate around its symmetry axis (“log rolling”). At the other extreme, C = ∞, �

will remain 90◦ and the particle will rotate in the vorticity or xy plane. With values of
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C in between these limits, the particle will describe a kayaking motion along closed

orbits, i.e., an ellipse around the vorticity axis.

The rate of rotation in the vorticity plane varies periodically and does not depend

on the orbital constant C:

d�

dt
=

�̇

p2
a + 1

(

p2
a cos2 � + sin2 �

)

. (5.3)

During this orbital motion, long, slender particles will rotate more slowly while their

symmetry axis is oriented closer to the flow direction, and they will therefore spend

more time in such orientations. For disks the opposite holds. The time evolution

of the rotation for the two shapes was illustrated in Figure 5.2. The total time Tp

required for a full rotation is

Tp =
2�

�̇
(pa,e + 1/pa,e) . (5.4)

Here the effective aspect ratio pa,e is used as the result applies not only to spheroids

but, by definition (see Section 5.1), also to rods and disks. The rotation period

depends on shear rate and aspect ratio but is the same irrespective of the orbit of

the particle. The motion is, in the absence of Brownian motion, purely convected

by the flow and therefore the period is inversely proportional to the shear rate.

Therefore, a full rotation requires the same total strain (�̇ t) at all shear rates in the

absence of Brownian motion. Consequently, Eq. (5.4) permits calculation of pa,e

from measurements of the rotation rate [13].

Unless ordered by some applied field, in a suspension the particles will have

different orientations, all varying in time. To characterize the resulting orientation

distribution function, the orientation of each particle can be represented by a unit

vector u oriented along the symmetry axis of the particle. If the vectors u asso-

ciated with the particles in a given part of space are drawn from the origin of a

coordinate system, their end points will all be on a sphere with radius unity. The

distribution of their orientations is given by a density function P(u) on that sphere.

This orientation distribution function expresses the probability of having end points

within the solid angle du around a given u. As a probability function, P(u) must

satisfy

∫

e

P(u)du = 1. (5.5)

Even when the initial distribution is random, applying a flow will result in a

non-random distribution with an average mean value or preferred orientation. The

evolving distribution function can be calculated by taking into account the advection,

i.e., the hydrodynamic motion described by the Jeffery orbits. The result can be used

to calculate the time average distribution and viscosity. Both depend on aspect ratio

and on the initial orientation distribution. For various reasons the dependence on

initial conditions is gradually lost in real systems. Possible causes include polydis-

persity in size or shape, imperfect particles, hydrodynamic interactions, and inertia.

It should be mentioned that non-axisymmetric particles do not necessarily generate

such a periodic motion.
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In the case of hard spheres, Brownian motion does not affect the viscosity of very

dilute suspensions (see Chapter 3). For non-spherical particles, rotary Brownian

motion, i.e., rotational diffusion, will tend to randomize the orientation distribution,

just as translational Brownian motion randomizes the particles’ positions. The first

effect of Brownian motion is that the dependence on initial conditions disappears.

The second effect is that the balance between randomization caused by Brownian

motion and flow-induced anisotropy will shift with shear rate, which will result in

shear thinning. Contrary to the case of spherical particles, this shear thinning will

now already occur in dilute, non-interacting systems. The balance can be expressed

by means of a rotational Péclet number Per in which the rotary diffusivity Dr has to

be used:

Per = �̇/Dr . (5.6)

Values of the rotary diffusivity coefficient for dilute suspensions Dr,0 were given

by Brenner for various particle shapes [1]. For spheroids, Dr,0 is

Dr,0 = 3kBT
ln (2pa) − 0.5

8��ma3
. (5.7)

The two other relevant shapes are rods and disks. For rods a good approximation

is

Dr,0 = 3kBT
ln (L/d) − 0.8

��mL3
, (5.8)

while for disks it is

Dr,0 =
3kBT

4�md3
. (5.9)

Rotational diffusion coefficients have been reported for rods and disks with various

aspect ratios [14]. A comprehensive elucidation of the dynamics of rod-like particles

can be found in the monograph by Dhont [15].

The previous discussion applies to shear flow. Uniaxial extensional or compres-

sional flows are irrotational ones in which fluid elements do not describe periodic

orbits. The suppression of rotational motion drastically changes the response of

non-spherical particles with respect to that in shear flow. In the absence of Brownian

motion, particles will now align in a specific preferred direction. In uniaxial flow,

rods and prolate spheroids will rotate until their long axis is parallel to the direc-

tion of the stretching motion. For disks and oblate spheroids, the symmetry axis at

steady state will be in the plane perpendicular to the stretching direction. In uniaxial

compression, the result is exactly the opposite. Prolate spheroids, for instance, will

have their long axis in the plane perpendicular to the compression direction, whereas

oblate ones will be oriented along this direction.

Introducing particle shape effects can lead to liquid crystalline states and addi-

tional phase behaviors not possible with spherical particles. Particle anisotropy can

also dramatically shift the gel and glass lines. The results in Figure 5.7 serve to illus-

trate how the colloidal state diagram can be much richer than the already complex

behavior of monodisperse, spherical particles.



5.4 Rheology of dilute suspensions of non-spherical particles 163

5.4 Rheology of dilute suspensions of non-spherical particles

High aspect ratio particles can interact at very low volume fractions. A “dilute”

dispersion is typically defined in such a way that the volume fraction swept out by

the particles is small, namely,

nL3 < 1, (5.10)

where L is the longest length scale of the particles in the dispersion. This length scale

is used as it defines the volume that is affected by particles during flow. In this limit,

hydrodynamic interactions between particles can be neglected [3]. For high aspect

ratio particles, it may require exceedingly low particle volume fractions.

The viscous friction experienced by the different particles in the flow field will

depend on their orientation. Individual particle contributions can simply be summed

to calculate the viscosity of a dilute suspension. This proceeds with multiplication

of the contribution to the property of interest for each particle orientation by the

probability of that orientation. Rotational Brownian motion will tend to restore the

random orientation and, consequently, induces non-Newtonian behavior. The basic

equations for the stresses are briefly discussed in the Appendix for the case of long

rigid fibers. Results and comparisons with experimental data have been reviewed by

Wierenga and Philipse [16].

For non-Brownian particles, the probabilities are determined by the orienta-

tion distribution functions resulting from motion along the Jeffery orbits. Brownian

motion causes deviations that will depend on the rotational Péclet number. With-

out Brownian motion the orbits depend on the initial positions; hence, the rate of

rotation as well as the stresses will vary in a periodic fashion. As mentioned above,

in practice the periodicity normally disappears gradually due to polydispersity and

other effects. With Brownian motion the orientation will be random at low Per and

become oriented with increasing Per. The rheological consequence is a high degree

of shear thinning for dilute solutions of long, slender particles. Limiting values for the

viscosity of prolate and oblate spheroids with extreme aspect ratios at high and low

Per are given in Table 5.1 [1, 17]. The high Per limit implies that Per ≫
(

p3
a + p−3

a

)

.

More extensive lists of model predictions for the intrinsic viscosity can be found,

e.g., in [20, 21].

The limiting result for long, slender particles and low Per was originally derived

by Onsager [22]. It can be seen in Table 5.1 that the low shear viscosity increases

more with deviations from sphericity than do the high shear values; thus, increasing

shape anisotropy also increases the amount of shear thinning.

For prolate spheroids, approximations for the low Per limit have been proposed

by Kuhn and Kuhn [23, 24]. For moderate aspect ratios (pa < 15),

�r,Per →0 = 1 + �
[

2.5 + 0.408 (pa − 1)1.508
]

. (5.11)

For pa > 15, these authors proposed

�r,Per →0 = 1 + �

[

1.6 +
p2

a

5

(

1

3 (ln 2pa − 1.5)
+

1

ln 2pa − 0.5

)]

. (5.12)
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Table 5.1. Limiting values of the particle contributions
to the intrinsic viscosities at low volume fractions [1, 17].

Low Per

Aspect ratio (� − �m)/��m (�1,0Dr0)/(��m)

pa → ∞
4

15

p2
a

ln pa

1

15

p2
a

ln pa

pa → 0
32

15�

1

pa

4

15�

1

pa

High Per

Aspect ratio (� − �m) /��m

(

�1,0Dr0

)

/(��m)

pa → ∞ 0.315
pa

ln pa

1

4

p2
a

(ln pa)Pe2
r

pa → 0 3.13
5

3�

1

p2
a Pe2

r

Figure 5.9. Comparison of the intrinsic vis-

cosity (low Per) for rod-like particles and

polymers with the theoretical expressions of

Kuhn and Kuhn (Eq. (5.12), dashed line) and

Onsager (Table 5.1, solid line). (Reprinted

from Wierenga and Philipse [16], with permis-

sion from Elsevier.)

For high aspect ratios this equation approaches the results of Brenner [1]. The

Kuhn and Kuhn equations describe quite well the zero shear viscosities of systems

containing rod-like particles or rigid polymers [16], as shown in Figure 5.9.

Details of the shape of the particles are important as well. For rods, as opposed

to ellipsoids, the zero shear and high frequency limiting shear viscosities valid for

large aspect ratio are [3]

�r,0 = 1 +
8p2

a

45 ln(pa)
�,

�′
r,∞ = 1 +

2p2
a

45 ln(pa)
�.

(5.13)

A comparison with the corresponding term in Table 5.1 shows that the zero shear

relative viscosity for a dispersion of rods is 1.5 times lower than that for a dispersion

of ellipsoids of equal aspect ratio and volume fraction. However, when compared at

equal volume fractions and lengths, the two results become equal [3]. Substituting

the length of the particle in pa and � serves to highlight the fact that, in general, the
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Figure 5.10. Relative shear viscosity for dispersions of rods. Comparison of theory for dispersions

of rod-like particles (full lines; from right to left, (L/d)� = 0, 2, 4) with experimental data: low (◦)

and high (△) molecular weight xanthan gum, PBLG (�), FD virus (♦). (Reprinted from Dhont and

Briels [3], with permission from Elsevier.)

viscosity scales with the cube of L, the longest length scale of the object, times the

number density, i.e.,

lim
pa→∞

�r ≈ nL3 (5.14)

Furthermore, comparison of the results in Eq. (5.13) shows that the contribution

of the rotational Brownian motion to the stress (�r,0 − �r,∞) is three times larger

than the purely hydrodynamic contribution (�′
r,∞) for dilute dispersions of rods. In

the high Per limit the following equation has been proposed for pa < 50 [25]:

�r,Per →∞ = 1 + �
[

2.5 + 0.123 (pa − 1)0.925
]

. (5.15)

The shear thinning behavior is illustrated in Figure 5.10. More detailed results

can be found in [17] and in the comprehensive review by Brenner [1]. References to

early work on the rheology of suspensions with non-spherical particles can be found

in the same papers and in other reviews on the subject [16, 23].

The elastic stress contribution from rotational Brownian motion can be deduced

from a stress jump experiment (see Section 11.1.1). When a shearing motion is

suddenly arrested, the hydrodynamic stresses immediately drop to zero, as they

are controlled by the instantaneous value of the shear rate. The Brownian term

relaxes gradually, as it requires a finite time for the particles to regain their random

orientation by means of rotary diffusion. Other manifestations of elasticity are in

normal stress differences and dynamic storage moduli. The normal stress differences

are quadratic in shear rate at low Per and become linear in shear rate at high Per.

Numerical calculations for dispersions of rods have been presented in [3], and some

results are shown in Figure 5.11. The first normal stress difference is substantial in

comparison to the shear stress and is always positive for isotropic dispersions of rods.

The second normal stress difference is negative and significantly lower in magnitude

than the first normal stress difference.
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Figure 5.11. Calculations of the first (a) and second (b) normal stress differences (normalized by

medium viscosity times shear rate) as a function of rotational Péclet number for various values

of the concentration, as indicated. (Reprinted from Dhont and Briels [3], with permission from

Elsevier.)

The particle contributions to the dynamic moduli of dilute suspensions of rods

are given by [26]

G′ =
3

5
nkBT

�2
 2

1 + �2
 2
,

G′′ − ��m =
3

5
nkBT

(

�


1 + �2
 2
+

1

3
�


)

,

(5.16)

with the relaxation time 
 = 1/6Dr,0. To express the particle contribution to the loss

modulus, the medium contribution ��m has to be subtracted. The storage modu-

lus, together with the first term between brackets of the loss modulus, describes

a Maxwell fluid. The additional term in G′′ is linear in � and expresses a limiting

high frequency viscosity due to the viscous friction of the fluid flowing through a

dispersion of rods. The results are qualitatively similar to the particle contribution

to the stress for Brownian hard spheres (Chapter 3). The equations for spheroids

are similar to those for rods except that the high frequency limit is replaced by 0.4�


[27]. A fit of experimental data to Eq. (5.16) has been shown in Figure 5.4.

Unlike shear flow, uniaxial extensional flow is irrotational; therefore, non-

Brownian rods will align in the flow direction rather than rotate. For Brownian

rods, the orientation distribution will remain random as long as Brownian motion

dominates the convective motion. Under such limiting conditions the dispersion

reacts as a Newtonian fluid with a Trouton ratio of 3 (Section 1.2.2). At higher

stretching rates, long rods will orient in the straining direction, which causes a higher

viscosity, as illustrated by the following equation for the relative extensional viscosity

�ext,r (= �ext/�m) [21, 28]:

�ext,r = 3 +
2

3

�p2
a

ln (2pa) − 1.5
. (5.17)

Both shear flow and uniaxial extensional flow tend to orient long, slender particles

in the flow direction. However, the impact on viscosity is different. In shear flow the

alignment causes a decrease in viscosity; in extensional flow it results in a viscosity



5.5 Semi-dilute suspensions of non-spherical particles 167

increase. Hence, the Trouton ratio for non-Brownian slender particles can be much

larger than the Newtonian value of 3.

5.5 Semi-dilute suspensions of non-spherical particles

“Semi-dilute” is defined as the concentration range where non-spherical particles

cannot rotate freely anymore but are still sufficiently far apart for the hydrodynamic

interactions between particles to be small. The lower limit corresponds to the upper

limit for the dilute region as given by Eq. (5.10), and hence becomes

� >
1

p2
a

(5.18)

when expressed in terms of the volume fraction of rods.

The volume of interaction of long slender rods is sometimes taken as a sphere

with diameter L, which corresponds to a freely rotating rod. This is an overestimate,

and sometimes much larger limiting volume fractions are used. The semi-dilute

regime further requires, again for rods,

d ≪ h ≪ L, (5.19)

in which h is the mean spacing between particles. The approximate limits for the

semi-dilute region become [29]

1/p2
a < � < 1/pa

for randomly oriented particles and

1/p2
a ≪ � ≪ 1 (5.20)

for aligned particles. These assumptions make it possible to approximate the inter-

actions between particles in a simplified manner [29]. The corresponding limiting

volume fractions for the dilute and semi-dilute regimes become extremely small for

large aspect ratios.

When the excluded volume is ignored and the flow orients the long rods, theories

predict a viscosity similar to that for dilute systems, and normal stress differences

that tend to zero. If the initial orientation is random, transient viscosities and normal

stresses are apparent during flow start-up [30]. Dhont and Briels [3] argue that, in

the limiting case of very long, slender Brownian rods, hydrodynamic interactions

can also be ignored for the zero shear properties. Hence, their result for the zero

shear viscosity in the semi-dilute regime is identical to that for dilute suspensions

at zero Péclet number as given in Table 5.1. The extended linear concentration

range for long rods is confirmed by simulations [31]. An analysis by Shaqfeh and

collaborators [32, 33] for non-Brownian slender bodies gives, for the case of random

orientation,

�r = 1 +
4�p2

a

3 ln (1/�)

[

1 −
ln ln (1/�)

ln (1/�)
+

Cc

ln (1/�)

]

, (5.21)
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where Cc = 0.663 for slender cylinders and Cc = −0.202 for slender spheroids. In

the case of full alignment, this becomes

�r = 1 +
4�p2

a

3 [ln(1/�) + ln(1/�) + Ci ]
, (5.22)

with Ci = 0.1585 for cylinders and Ci = 1.034 for spheroids. These equations are

only valid over a limited concentration range [21].

In contrast to the limited effect of hydrodynamic particle interactions in semi-

dilute suspensions in shear flow, the effect can be very pronounced in extensional

flow. This can be illustrated by the Batchelor equation for this case [34],

�ext,r = 3 +
4

3

� · p2
a

ln(�/�)
. (5.23)

Equation (5.23) predicts a significant increase in extensional viscosity at very low

volume fractions, even below 0.01, when the particles are long and slender. The

reality of a strong effect at small volume fractions is demonstrated in Figure 5.5,

where these experimental results are in good agreement with Eq. (5.23).

Doi and Edwards developed a theory for the rheology of solutions of rigid

polymers, which were modeled as Brownian rigid rods [29]. The theory is based on

a cage model in which the surrounding rods constrain a rod in a tube-like space. The

time required to change orientation is then the time it takes the rod to diffuse out of

its tube. The inverse of this time is an average value for the rotary diffusion Dr . This

depends on the number density n of rods and the length of the rods, as

Dr = �Dr,0

(

nL3
)−2

, (5.24)

in which � is a dimensionless factor which can be very large (e.g., 103–104 for long

rods) and Dr,0 is given by Eq. (5.8). The theory results in the following equations for

the zero shear behavior:

�0 =
nkBT

10Dr

, �1,0 =
nkBT

30D2
r

. (5.25)

The model also predicts shear thinning. It is mainly applied to polymer solutions. The

micromechanical approach of Dhont and Briels [3], discussed in Section 5.4, yields

slightly different results for the stresses of rod-like suspensions. Most noticeably,

Eqs. (5.13) predict a linear dependence on volume fraction that should be valid

into the semi-dilute regime. As mentioned earlier, simulations and experiments on

non-Brownian rods are in agreement with this prediction [31].

5.6 Concentrated suspensions of non-spherical particles

In the semi-dilute regime the finite volume of the particles is ignored. With increasing

volume fraction, the fact that different particles cannot occupy the same space (the

excluded-volume principle, Chapter 3) starts to impose non-negligible constraints

on their rotational motion and their orientation. The transition to this concentrated

regime can be situated at � ≈ 1/pa . Calculations of the free energy of suspensions
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of Brownian rods suggest that this constrained motion leads to a phase transition.

At sufficiently high concentrations, an orientationally ordered arrangement of the

rods is favored over a randomly orientated state. In this orientationally ordered

state, there is a favored direction, termed the director, and the rods are aligned

about this direction. Notwithstanding the substantial narrowing of the orientation

distribution, the relative positions remain unordered. While the positions reflect

liquid-like behavior, the orientational ordering suggests a more solid-like nature.

Such a microstructure is called a nematic liquid–crystal phase. Further increases in

concentration result in phases with systematically more order, eventually leading to

fully crystalline packing. The text by de Gennes and Prost provides a comprehensive

survey of the field [35].

Limiting the particle interactions to excluded-volume repulsion, Onsager [22]

calculated a second-order nematic phase transition for high aspect ratio rod-like

particles. The phase boundaries are given by the highest concentration for the

isotropic phase, at � = 3.3/pa , and the onset of liquid crystallinity, at � = 4.1/pa ,

with a two-phase coexistence region in between. Later modifications incorporated

additional particle interactions [29, 36]. The transition can be readily observed

with rigid rod-like molecules, including polymers. It has been detected early on

in suspensions of rod-like particles [37], and has since been observed for various

rod-like and plate-like particles [38]. The phase diagram will be affected by the

shear rate, which induces particle orientation. Phase changes in turn will control the

shear rate dependence of the viscosity and can also induce the formation of shear

bands [39].

The dynamics of non-spherical particles will be arrested at high volume fractions,

which results in a glass similar to that discussed in Chapter 3 for spheres. The

volume fraction of rods at the glass transition depends on aspect ratio, and is given

approximately by

�g ≈ 1/pa . (5.26)

Hence, the glass transition and the isotropic-nematic transition depend in a similar

fashion on aspect ratio. It can be concluded that the solid-like behavior characteristic

of glasses can be expected at much lower volume fractions for long, slender rods

than for spheres. The same holds for colloidal rods with interparticle attractions,

where solid-like behavior is caused by gelation, a result which is important in many

industrial applications. This is illustrated in Figure 5.7, which shows the volume

fraction and aspect ratio for which elasticity was reported on real systems. The

upper line indicates the limit for random maximum packing, here drawn at 5.4/pa,

the lower bound for the glass region, drawn at 0.7/pa, and the semi-dilute limit

as 24/p2
a [10]. The observation of elasticity below the glass limit is the result of

interparticle forces that cause gelation. Such systems will be discussed in Chapter 6.

In the concentrated regime, the concentration dependence of the viscosity qual-

itatively resembles that of spherical particles. Also here the viscosity diverges

at a finite volume fraction. For non-spherical particles, the maximum packing

depends on the aspect ratio and on the orientation distribution. It was mentioned in

Chapter 2 that the maximum random packing could be increased by using spheroids

or rods with aspect ratios close to unity. Stronger deviations from sphericity result
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in lower maxima. For long, slender colloidal particles, an inverse proportionality

between �max and the aspect ratio has been proposed [41–43]:

�max ≃ 5/pa . (5.27)

To describe the concentration dependence of the viscosity, equations of the Krieger-

Dougherty or Maron-Krieger-Quemada type (Eqs. (2.20) and (2.21)) have been

used with these maximum packing fractions [43]. The exponent appearing in these

equations is sometimes replaced by an adjustable fitting parameter. As for spheres,

the values for �max will then depend on the value of the fitting parameter used.

Accurate verification of Eq. (5.27) when the suspension contains long, slender

particles is hampered by the difficulty of ensuring random orientation during flow.

This might be one reason why a rheological determination of �max sometimes results

in higher values than predicted by Eq. (5.27) [43]. As these experimental values

are obtained at a finite stress level, they do not necessarily represent the zero shear

viscosities.

For concentrated suspensions of non-Brownian fibers with aspect ratios between

5 and 25, Kitano et al. [44] found that the maximum packing varied as

�max = 0.54–0.0125 pa . (5.28)

For aspect ratios between 10 and 25, this equation gives results that are roughly

comparable with those of Eq. (5.27). Other authors have reported lower values

[25]. Calculations for suspensions with long non-Brownian fibers, based on purely

hydrodynamic effects, tend to underestimate the viscosity.

Without Brownian motion, no normal stress differences or other elastic effects

are expected in fiber suspensions. In reality a relatively large normal stress difference

is often observed [23]. Its value is found to be proportional to the shear rate. Friction

during particle contacts provides a possible explanation for such deviations [45].

When Brownian motion is taken into account, shear thinning can be expected.

Because of the random orientation at low shear rates, the zero shear viscosity is much

higher for Brownian long, slender bodies than for spheres. The opposite applies at

higher shear rates. With prolate spheroids and rods the degree of orientation will

increase with aspect ratio, volume fraction, and shear rate (or shear stress); see, e.g.,

[46]. With increasing orientation, the effect of aspect ratio becomes smaller. As a

result the limiting high shear viscosities are not sensitive to aspect ratio.

There is a substantial literature describing the phase behavior, dynamics, and

rheology of liquid crystalline polymers (see, e.g., [18]). As shown in Figure 5.8, the

zero shear viscosity drops substantially when the rods orient into a nematic fluid.

This allows particles to flow by sliding by one another; however, the dynamics of

such systems can be quite complex and are beyond the scope of this work. With

increasing concentration, dispersions of long, rod-like polymers show the onset of

an anomalous nonlinear regime at low shear rates, termed Region I, which exhibits

a characteristic power law shear thinning shown in Figure 5.12 [47]. Such behavior is

characteristic of a domain structure (for a visual image of the texture, see Figure 14

of [48]), whereby regions of aligned particles move coherently in the flow field. The

shear thinning is a result of the characteristic refining of domain size with increasing

shear rate [49]. Such dispersions are highly viscoelastic but highly nonlinear; they
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Figure 5.12. Shear viscosity of a dispersion of rod-like polymers as a function of shear rate and

concentration. (Reprinted with permission from Walker et al. [48], copyright 1995, Society of

Rheology.)

Figure 5.13. Shear stresses for dispersions of

kaolin clay at various volume fractions; lines

are fits (after Jogun and Zokuski [50]).

exhibit neither the linear viscoelastic signature typical of liquids nor a yield stress

typical of an elastic solid.

Dispersions of plate-like particles (such as clays) also show increased ordering

and alignment under flow and with increasing volume fraction. However, exper-

iments on clay dispersions suggest that flow alignment becomes independent of

volume fraction for concentrated systems [50]. Experimental results for disper-

sions of kaolin clay (p−1
a ≈ 10 − 12), presented in Figure 5.13, show a nearly con-

stant viscosity at lower concentrations, following the Herschel-Bulkley model (see

Eq. (1.37)) at higher concentrations, where a yield stress is evident. The plateau

modulus is observed to increase exponentially with particle concentration. These

samples show aging and have a dependence on shear history, features com-

monly observed in industrial dispersions. These effects will be discussed further in

Chapters 6 and 7. A detailed analysis of the rheology suggests that the clay particles
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exist in aligned domains whose size depends on the shear rate, similar to what is

observed for dispersions of rod-like polymers [47–49, 51].

Stokesian dynamics simulations of concentrated dispersions of plate-like parti-

cles confirm flow alignment in non-dilute dispersions. In the simulations, flow also

generates transient stacks of particles that can move as rigid assemblies [52, 53],

similar to the domain structure observed in the Region I flow of nematics. Flow

alignment and particle stacking result in a dispersion viscosity that is not a very

strong function of aspect ratio. Brownian motion contributes to the disruption of the

stacks. The alignment of a long side of the platelet with the velocity in extensional

flow leads to Trouton ratios much greater than 3.

5.7 Charged non-spherical particles

In Chapter 4 it was demonstrated that electric charge on the surface of spherical

particles can significantly change the rheological behavior of colloidal suspensions.

The same applies to non-spherical particles, although the available theoretical and

experimental evidence is still limited.

The primary electroviscous effect has been analyzed mainly for rods and long

cylinders with large aspect ratio, small Hartmann number, and relatively thick double

layers (�−1 ≫ d) [19, 54]. For large aspect ratios the primary electroviscous effect

can be significant and much larger than for spheres. For rods, it is not only the stress

arising from the distorted ion cloud, i.e., the usual primary electroviscous effect, that

has to be considered. Two other mechanisms have to be included. The ion cloud

also exerts a torque on the rods. This will affect the orientation distribution of the

rods, and give rise to a third, indirect contribution by modifying hydrodynamic and

Brownian stresses.

Experiments on rather well-characterized systems, over a wider concentration

range, are consistent with the qualitative results of the theoretical treatments [16,

55]. Large zero shear viscosities that increase with double layer thickness have been

reported, the increase being more pronounced at higher volume fractions. Krieger-

Dougherty or Maron-Pierce-Quemada equations, with variable exponent, can be

used to express the dependence on volume fraction. As for spheres, an effective

volume scaling could be attempted. Wierenga and Philipse proposed a scaling based

on reducing the number density n(= �/rod volume) by its overlap value n*, which

according to the Doi-Edwards theory is L−3 [16]. The latter is corrected for the

double layer by assuming that the volume explored by rotation for a single rod is not

L3 but (L+ ��−1)3, where � is a fitting parameter:

n

n∗
= �

(

L+ ��−1
)3

rod volume
= �

4

�

L2

d2

(

1 +
��−1

L

)3

. (5.29)

Data for boehmite and FD-virus suspensions can be reduced in this manner, each

with its own (n/n*)max. The scaling does not apply to hematite suspensions. Solomon

and Boger argued that, for systems closer to the maximum packing, a purely vol-

umetric or “effective sphere” scaling is not adequate [55]. Instead, they used the

separation length Ls (Eq. (4.6)) to derive a volumetric scaling for dilute systems:
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�(Ls/L)3. Following Doi and Edwards, they introduced a non-spherical excluded-

volume reduction that should be O(L2d) rather than O(L3). Hence, their corrected

scaling for more concentrated systems becomes

�rods
e f f = �

(

Ls

L

)2 (

Ls − L+ d

d

)

. (5.30)

With Eq. (5.30), the zero shear data for two different aspect ratios (4.8 and 8.4) and

different ionic strengths were superimposed. The shear thinning behavior of these

systems could be scaled using a modified Cross equation that has also been used

for suspensions of spherical particles (Eq. (4.12)), and with a power law constant

m = 1.2 comparable with the values for spheres.

Logically, charged plate-like particles also give rise to electroviscous effects in

stable suspensions, as demonstrated by the effect of the double layer on the intrin-

sic viscosity [56]. Qualitatively, the effect of shear on platelet ordering is similar

to that for non-charged systems [50]. Here too, stacks of particles seem to occur.

This microstructure is shear sensitive, and that may explain why the measured

moduli depend on the previously applied shear rate. There have been investiga-

tions, motivated by industrial relevance, of dispersions with mixtures of particles of

different shapes. Strong synergetic effects have been demonstrated, but mostly for

weakly flocculated systems (see Chapter 6) [57, 58]. Shear thickening of non-spherical

systems will be discussed in Chapter 8.

Summary

Particle shape has significant effects on dispersion rheology that already appear for

very dilute dispersions and can only be partly understood by mapping onto the estab-

lished behavior of dispersions of spherical particles. Hydrodynamic stresses in dilute

dispersions scale with the volume swept out by the longest dimension of the particle,

and Brownian rotational motion leads to viscoelasticity even for dilute systems with-

out interparticle interactions. Coupling of the particle alignment to the flow leads

to shear thinning that scales with a rotational Péclet number. Interestingly, the zero

shear viscosity for isotropic solutions increases linearly with particle concentration

well beyond the dilute limit. At higher concentrations, particles can undergo ori-

entational alignment into a nematic liquid crystalline phase or other more complex

phases dependent on shape and concentration. Such orientational alignment can

greatly reduce the viscosity, but can also lead to highly nonlinear rheological prop-

erties. Additional effects of particle shape on concentrated dispersion rheology will

be considered further in the following chapters.

Appendix: Structural description of the stresses in
fiber suspensions [18, 21, 29, 30]

As mentioned in Section 5.3, the orientation of non-spherical particles in a certain

area of a suspension is characterized by a distribution of orientations described

by an orientational distribution function P(u), where the unit vector u gives the
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orientation of the particle (e.g., points along the major axis of the rod). In dilute as

well as concentrated systems, the elastic and viscous forces during flow will depend

on this function. Hence, modeling the rheology requires tracking the evolution of the

orientational distribution function during motion. A Smoluchowski-type equation

similar to that introduced in Chapter 3 can be used for this purpose. It describes

the evolution of the orientational distribution of the rods in terms of the rate of

change of P(u) in u space, which means that the operators describing the various

contributions are also expressed in u space. Only a general discussion is given here.

The references contain a more detailed analysis, which is also applicable to rigid

rod-like molecules. A rather general expression for the temporal change of P(u) is

∂ P

∂t
= Dr∇u

(

∇u P +
1

kBT
P∇uV

)

− ∇u · (Pu̇) . (5.A1)

The first term on the right-hand side expresses the effect of diffusion, where the

contributions from rotary Brownian motion are now expressed in u space. The

rotary diffusivity Dr will depend on fiber concentration and is here averaged over

u. The operator ∇u is the orientational gradient operator, also expressed in u space.

This provides the driving force for diffusion. The second term reflects the deviation

from simple Brownian motion-driven diffusion because of interparticle fiber-fiber

interactions in non-dilute systems. The parameter V (u) is a mean-field expression

for the interaction forces between the fiber with orientation u and all others. The last

term takes into account the effect on P of the rate of change u̇ of fiber orientation

caused by the flow, i.e., the convective motion. The term u̇ is given by

u̇ = ∇v · u − (u · ∇v · u) u. (5.A2)

The second term here takes into account that rigid fibers cannot follow the fluid

motion because of the restriction that their length has to remain constant.

From the average structure, as described by the orientational distribution func-

tion, a rheological constitutive equation can be derived [28]. The total stress can be

written as a sum,

� = �
(m) + �

(e) + �
(v). (5.A3)

The various terms refer to contributions from the medium and from elastic (thermo-

dynamic) and viscous stresses caused by the particles. Similar terms occur in the case

of spherical particles. The term associated with the medium, 2�mD, is the stress in

the absence of particles. The “elastic” term refers to the stresses that do not depend

on the instantaneous shear rate but require time to relax or develop, and actually

are viscoelastic stresses. They are caused by Brownian motion and, for non-dilute

systems, by interparticle forces. The Brownian term depends on the ordering of the

particles relative to the random state. A suitable expression for this order is given by

the orientation tensor S, the second-order moment of the orientational distribution.

It is the average value of the product uu, the dyadic product of the vector u with

itself, (uu)i j = ui u j , corrected for its value at random ordering (I/3, with I the unit

tensor):

S = 〈uu − I/3〉, (5.A4)
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where 〈 〉 indicates ensemble averaging, obtained by multiplying each term by its

probability P and integrating over the probability function. The elastic stress contri-

bution is then given by

�
(e) = n (3kBTS + 〈∇uVu〉) , (5.A5)

in which n is the number concentration of fibers and the last term is the contribution

from interparticle forces.

The viscous part of the stress tensor is derived from a calculation of the friction

caused by the relative motion between fluid and rotating fiber. Indeed, because of

its rigidity the fiber cannot follow the affine motion of the medium. This results in

the expression

�
(v) = nςr 〈uuuu〉 : ∇v. (5.A6)

The term ςr is a rotary friction coefficient, related to the inverse of the rotary dif-

fusivity Dr. The higher-order term 〈uuuu〉 arises when average properties such as S

are calculated from the Smoluchowski equation (5.A1). Solving for this higher-order

average introduces even higher-order terms. Therefore a closure approximation is

used to avoid the higher-order terms [59, 60]. The simplest one is a decoupling,

〈uuuu〉 = 〈uu〉 〈uu〉 [29]. This has been used to model suspensions of slender par-

ticles, composites, and systems containing rigid rod-like molecules, e.g., polymeric

liquid crystals. It describes the basic rheology of such systems, but fails to generate

transitions between continuous tumbling and alignment of the fibers due to flow.

Assuming a specific closure approximation for the viscous stresses, Eq. (5.A6) can

be solved to calculate the stress contributions.

Chapter notation

a length of the semi-axis of a spheroid along the symmetry axis [m]

b length of the semi-axis perpendicular to the symmetry axis [m]

d diameter [m]

C orbit constant, Eq. (5.1) [-]

Cc integration constant in Eq. (5.18) [-]

P(u) orientation distribution function [-]

pa aspect ratio: ratio of length to diameter for spheroids [-]

pa,e effective aspect ratio for axisymmetric, non-spheroidal objects [-]

S second-order moment of the orientational distribution [-]

Tp time required for one full rotation [s]

u unit vector parallel with symmetry axis of particle [m]

V (u) mean-field potential for the interaction forces of all fibers on fiber with

orientation u [J]

Greek symbols

� numerical factor in Eq. (5.21) [-]


 r rotary friction coefficient [s]
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� Euler angle [-]

� Euler angle [-]

n* number density at overlap concentration, Eq. (5.29) [m−3]

Superscripts

(e) elastic (thermodynamic) contribution from the particles

(m) contribution from the medium

(v) viscous contribution from the particles
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6 Colloidal attractions and flocculated dispersions

6.1 Introduction

In the suspensions discussed in the preceding chapters, the particles did not show

a tendency to cluster together as they were colloidally stable. In most real systems

this condition is only achieved by taking appropriate measures during formulation

as there are always interparticle forces present, in particular dispersion forces, which

cause neighboring particles to attract each other. Consequently, many naturally

occurring and man-made dispersions are more or less aggregated. Examples include

mine tailings, drilling muds, and clay slurries, as well as latex paints, tomato ketchup,

and even blood.

Attractive interparticle forces can have a significant effect on the microstructure

and on various suspension properties. Therefore, controlling and manipulating the

degree of clustering becomes very important in industrial processes such as coating,

filtration, dewatering, oil drilling, or the handling of mine tailings. In some cases,

e.g., solid-liquid separation, irreversible aggregation provides the best results. In

most other applications, one targets a weaker and more reversible flocculation (see

Chapter 1 for a definition of these terms) in order to generate an optimal rheological

behavior. It is this latter type of system that will be mainly dealt with in the present

chapter.

The discussion in this chapter will be based on the interparticle forces discussed in

Chapter 1, which implies that all particles are completely wetted by the surrounding

fluid. It should be noted that ensuring that all particles are fully dispersed can be a

non-trivial problem when a dry powder is mixed in a liquid. Many industrial suspen-

sions actually contain residual agglomerates or granules in which the particles are

not fully wetted [1]. Their presence can drastically alter the rheology. Nevertheless,

the quality or degree of dispersion is often overlooked as a source of variability in

rheological studies.

In small-molecule fluids, attractions lead to thermodynamic phase transitions

such as condensation, crystallization, and liquid-liquid phase separation. Disper-

sions of colloidal particles, on the other hand, are often trapped in non-equilibrium

structures such as gels and glasses, which can support their own weight, or flocs and

aggregates, which can sediment out of solution. Although thermodynamically stable,

finite size aggregates are observed and predicted for some very special cases [2, 3].

180
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Most real flocculated systems are very sensitive to shear history and the mode of

preparation.

Flocs are held together by relatively weak interparticle forces. Hence, their struc-

ture will be readily affected by flow, while the floc structure will in turn have an effect

on the flow. The result is a complex interplay between microstructure and flow, which

often results in a strongly non-Newtonian behavior. A small quantity of flocculated

fine particles, just a few percent, might be enough to induce pronounced rheological

changes. The low shear viscosity in particular can increase enormously and can even

evolve into an apparent yield stress below which the suspension does not flow. The

lack of flow at low stress levels can cause problems during processing. However, it

can also be a desirable feature, for instance if one does not want particles to settle or

the suspension to flow under gravity. Flow-induced changes in microstructure might

take a significant amount of time; accordingly the viscosity will then also evolve

in time, a phenomenon called thixotropy, which is defined and discussed further in

Chapter 7.

6.1.1 Methods to induce interparticle attraction and flocculation

Through proper adjustment of attractive forces, the shear and time dependence of

the viscosity of suspensions can be optimally adapted to the application at hand.

Therefore, practical methods to induce controlled flocculation are reviewed first.

London-van der Waals or dispersion forces (Section 1.1) are an omnipresent source

of attraction, although they seldom provide a practical route to modifying the prop-

erties of a system. Dispersion forces depend on the nature of the particles and

the suspending medium, which can rarely be changed freely. However, formula-

tors can control the stabilizing forces, and therefore regulate the overall strength

of attractive interactions. As discussed in Chapter 4, in electrostatically stabilized

systems the interparticle repulsion can be reduced by adding salts or components

that reduce or neutralize the surface charges. For example, changing pH towards

the point of zero charge can lead to colloidal aggregation. The addition of ions

gives a similar effect by screening the surface charges. Nevertheless, these meth-

ods typically lead to irreversible aggregation in the primary minimum, and often

do not provide the desired rheological control that depends on achieving a shear-

dependent structure. Interestingly, not all dispersions can be so easily destabilized;

salting out of aqueous oxide dispersions is often limited by the presence of hydrox-

ide surface layers that impart substantial stability to aggregation [4, 5]. As noted

in Chapter 1, under the right conditions the DLVO potential can include a second,

weak attractive region that is separated from the primary minimum by a potential

barrier. Such dispersions, however, are only kinetically stable against irreversible

primary minimum aggregation. Examples of secondary minimum flocculation in

the literature are rare, and include studies of shear effects on model colloidal

flocs [6].

Direct electrostatic attraction can also be used to induce aggregation, such as in

clay dispersions where the faces and edges can be oppositely charged over a range

of pH values. Such systems readily form colloidal gels at low concentrations and
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are often discussed in terms of a “house of cards” structure [7]. Mixing particles of

unlike charge often leads to precipitation if they are in nearly equal proportion, or

to the formation of electrostatically stable aggregates if not [8, 9].

If some additional steric repulsion is present, neutralization or reduction of elec-

trostatic stability can lead to weakly flocculated suspensions. For example, adsorbing

surfactants of opposite charge on the colloid can both neutralize surface charges and

prevent overly strong attractions. Similarly, adsorbed water-soluble polymers such

as poly(vinyl alcohol) (PVA) can lead to weakly flocculated suspensions at high

added electrolyte concentration, by providing steric stability. These flocculation

methods are, however, generally of limited use for rheology control. They mostly

rely on dispersion forces as the source of interparticle attraction, and on reducing

the relevant mechanism of colloidal stability to generate the required strength of the

aggregates.

Several other techniques are available to induce weak flocculation in otherwise

stable suspensions. For example, sterically stabilized suspensions can be flocculated

by reducing the solubility of the suspending medium for the polymer coat. This can be

achieved by changing the solvent or by adjusting the temperature (thermal gelation)

[10]. With the second method the attractive forces can be finely tuned, but obviously it

is not always possible in practice to alter the processing or application temperature.

Weak interparticle attractions can also be induced and accurately controlled by

adding polymers to an otherwise stable dispersion. Adding a non-adsorbing polymer

causes depletion flocculation (see Chapter 1). The range of attraction is similar to

the radius of gyration of the polymer in the solution, and the strength is regulated

by the polymer concentration. Similar effects have been noted in the presence of

micelles and nanoparticles. It should be noted that adsorbing polymers can also lead

to depletion flocculation when the adsorption is essentially irreversible and there is

excess polymer in solution [11, 12].

Polymer adsorbed onto particles at low surface coverage can lead to flocculation.

The simultaneous adsorption of a polymer molecule on two particles then results

in a molecular bridge between the particles (bridging flocculation; see Chapter 1).

Amphiphilic and cationic polyelectrolytes are commonly used to flocculate colloidal

particles by a bridging mechanism in water clarification. Block copolymers con-

stitute a special case in this respect. Simple AB-block copolymers that contain a

single adsorbing group and a single non-adsorbing group provide steric stability.

With several such groups in or attached to the backbone chain, reversible bridging

flocculation can be achieved. An example is provided by the associative polymers,

which consist of a water-soluble chain to which two or more hydrophobic groups

are attached. Depending on the nature of the surface, one of these chain elements

can adsorb on the particle, while the hydrophobic groups can associate together in

the water phase. Therefore these materials are effective thickeners for waterborne

suspensions [13]. As mentioned earlier, some small particles (e.g., fumed silica or

clay) can gel at very low concentration. They can be effective thickeners without

strongly affecting the stability and dispersion of other, often larger, particles in a

mixture.

Still other phenomena can contribute to floc formation. Solvation forces can

be used, in which case changes in temperature and composition can induce
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Figure 6.1. Effective volume fraction deduced from the viscosity of Al2(OH)3 sols as a function

of scaled time for five different particle loadings (g l−1); the line is an empirical fit (after von

Smoluchowski [18]).

aggregation. A classic example is in the photographic industry, where adsorbed

gelatin both stabilizes dispersions at temperatures above the temperature at which

gelatin solidifies and induces colloidal aggregation below this transition [14]. Silica

particles have complex and variable surfaces, where hydrogen bonding has been

reported to contribute to aggregation [15]. It is important to recognize that particles

generally have heterogeneous surfaces, which can lead to “patchiness” [16, 17]. The

presence of patched surfaces will further complicate the aggregation behavior as the

bonding will depend on the particle orientation. Examples of patchy particles are

proteins, which have a distribution of surface charges as well as hydrophobic and

hydrophilic regions; mineral particles, with different surface potentials on different

crystal faces; and some copolymer particles.

6.2 Landmark observations

In a dilute suspension of Brownian hard spheres, an increase of the interparticle

attraction will result in a higher viscosity. This effect was used as a method to track

particle aggregation over one hundred years ago in investigations of the atomic the-

ory of matter. Figure 6.1 shows the results of an analysis by von Smoluchowski (see

the framed story, von Smoluchowski’s contributions to colloid physics, in Chapter 4)

of experiments by Gan on the kinetics of salt-induced coagulation of aluminum

hydroxide sols [18]. The increase in suspension viscosity for various suspension con-

centrations is used to calculate the effective volume fraction of fractal-like aggregates

(nach Art von Schneeflocken, “similar to snow flakes”) for different initial particle

concentrations. The exact structure of the aggregate and its effect on the viscosity

not being known, von Smoluchowski assumed a linear relationship between viscosity

and effective volume fraction, inspired by the Einstein viscosity formula to deduce an
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effective hydrodynamic volume of the aggregates. This data can be further reduced

to one master curve through the use of von Smoluchowski’s theory of perikinetic

aggregation (presented in Eq. (1.21)). Figure 6.1 shows the reduced effective vol-

ume fraction versus a scaled experimental time that accounts for the concentration

dependence of the characteristic aggregation time. The successful collapse onto a

master curve of the viscosity data for aggregating colloids with different particle

concentrations was important for validation of the theory of Brownian motion, and

hence the atomic theory of matter, as noted in the framed story, Colloids and the

1926 Nobel Prize for Physics, in Chapter 1.

As shown in Figure 3.2, deviations from hard sphere behavior increase the vis-

cosity of more concentrated dispersions. A more detailed picture is presented in

Figure 6.2 [19]. Here, attractive forces have been manipulated by means of tem-

perature changes and so aggregation is reversible [20]. It is obvious that attractive

forces can have a very significant effect on the rheology of colloidal dispersions,

a phenomenon that is used industrially for practical control of product properties.

The viscosity increase is caused by the tendency of the particles to cluster together

and to form flocs. The flocculation induced by interparticle attraction is reduced

or eliminated, and the particles peptized or re-dispersed, by shearing at high shear

rates, a phenomenon that gives rise to shear thinning behavior, as also illustrated in

Figure 6.2.

Clearly, the zero shear viscosity can be increased substantially, and a yield stress

can even be induced, by means of attractive interparticle forces. With decreasing

temperature, i.e., increasing 1/
 B, the logarithmic viscosity curve tends to a slope of

–1, meaning that the stress becomes a constant, and therefore there is a yield stress.

The presence of a yield stress indicates that the behavior at lower stress levels will be

solid-like. It suggests that attractive forces can lead to the formation of a particulate

network of flocs that spans the whole sample.

There has been considerable debate, and confusion, about the concept of yield

stress (see the framed story, To yield or not to yield, in this chapter). Various defini-

tions and types of measurements are being used (for a more complete discussion of

measurement methods, refer to Chapter 9). A constant value of the steady state stress

at low shear rates will be called the dynamic yield stress, 	d
y . At stress levels below

that value, some slow creeping motion might still be possible but the corresponding

viscosities can become extremely large, as illustrated in Figure 6.3 [21].
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Figure 6.3. Viscosity-stress curve for a 10% bentonite in water

suspension: when the stress is reduced the viscosity increases

sharply (by over 7 decades) in a narrow stress range, but residual

creep occurs at lower stresses (after Rehbinder [21]).

To yield or not to yield

There has been a long controversy about the existence of a “real” yield stress, i.e.,

whether there is a non-zero stress level below which there is absolutely no flow

(for a discussion of other definitions of yield stress, see Chapter 9). A number of

materials apparently do not flow under gravity for very long periods and therefore

seem to have a real yield stress. Barnes and Walters [22], however, claimed that the

yield stress is a fiction. They gave various illustrations of materials that apparently

tended to a limiting shear stress at low shear rates, but that nevertheless did still

flow at lower shear rates or shear stresses. The statement that a material does not

flow is of course always associated with a particular time of observation. Even

for the block copolymers that display a stress relaxation curve that increases with

time [23], it could be argued that the trend might turn around after longer times.

Hence, the determination of a yield stress should in principle be linked to a time

scale [24]. This “engineering approach” [24–26] is actually not too different from

how other rheological models, which apply over a limited range of conditions,

are used. It is also similar to the use of dimensionless characteristic times such

as the Deborah number (Section 1.2). The concept of yielding can be compared

with that of glass transition (see, e.g., Chapter 3), being also based on a kinetic

rather than a thermodynamic argument. Slow aging in colloidal gels and glasses

is explained in terms of hopping over a barrier between local thermodynamic

minima in frozen-in structures. The term “ideal” yield stress refers to yielding

on a time scale shorter than that of thermally induced barrier hopping. Different

dynamic yield stresses are associated with different finite time scales, depending

on their relation to the hopping time [27]. Unfortunately, this has not led to a

unique experimental procedure to determine the yield stress. Nevertheless, yield

stress remains a useful and commonly used rheological concept.
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Attractive interparticle forces can generate substantial storage moduli, much

larger than those caused by repulsive forces. With increasing interparticle attraction

or volume fraction, the dynamic moduli often evolve in a characteristic fashion,

as shown in Figure 6.4, where interparticle attraction was controlled by means of

the temperature [28]. The low frequency response at low volume fractions follows

the general pattern for viscoelastic fluids: the so-called terminal zone (see Chapter

1). With increasing interparticle attraction or volume fraction, the moduli increase

and the slopes gradually decrease until a plateau region is approached for G′. Also,

the curves for G′′ become quite flat, often showing a shallow minimum, suggesting

the existence of a maximum at still lower frequencies. In the plateau region, G′ is

larger than G′′. The behavior is qualitatively similar to that of stable suspensions

(see Chapter 4). The evolution of the curves is typical for a transition from a liquid

to a solid and is consistent with the divergence of the steady state zero shear. In the

present case the “solid” can be very soft and weak, and is normally called a gel.

In the vicinity of the gel point the zero shear viscosity and the low frequency

plateau modulus evolve as illustrated in Figure 6.5. The dispersion used is similar to

the one of Figure 6.4 but with a slightly different particle size and at a slightly lower

volume fraction. Again temperature is used to control the interparticle attraction.

The viscosity diverges near the transition point, where a plateau modulus emerges

instead. Together with the plateau modulus, a dynamic yield stress appears in the

viscosity curves. Similar plots are obtained if the rheological parameters are plotted

versus volume fraction at constant interparticle force. Again the behavior qualita-

tively resembles that of stable systems (see Figure 4.5). In flocculated dispersions,
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Figure 6.6. Power law dependence of rheologi-

cal properties on volume fraction, illustrated with

compressive yield stress data (after Buscall et al.

[33]).

the volume fraction at the gel point can be very small, e.g., on the order of 0.01

or even lower. This is quite different from the value of ∼0.58 required for the

divergence of the zero shear viscosity for Brownian hard spheres (see Chapter 3), or

∼0.3 as sometimes observed for electrostatically stabilized particles.

Yield stresses and plateau moduli are both manifestations of a sample-spanning,

solid-like particulate structure. Quite often a power law relation can describe their

dependence on particle volume fraction [29–32]. This is illustrated in Figure 6.6

with data for the compressive yield stress, Py [29, 33]. Compressive yield stress

signals the collapse of the network under compressional forces, as recorded, e.g.,

in centrifugal experiments (see Chapter 9). The power law indices that characterize

the dependence on volume fraction are often in the range of 3 to 5. The yield stress

in shear is substantially smaller than the compressive one. The former is most often

slightly less dependent on volume than Py and G. In some cases, however, the power

law indices for shear yield stress and moduli are quite similar [31, 32].

6.3 Phase behavior, microstructure, and state diagrams

6.3.1 Equilibrium phase behavior

Understanding the phase diagram and the location of the kinetic transitions (glass

and gel lines) is crucial to understanding the complicated rheology of colloidal dis-

persions with attractive interactions. Introducing interparticle attractions in colloidal

dispersions leads to a much more complex phase behavior than that of the colloidally

stable suspensions discussed in Chapters 3 and 4. This has already been illustrated

in Chapter 1 with the phase and state diagram for adhesive hard spheres (Figure

1.12). It should be pointed out that this state diagram is not universal; depending

on the details of the attraction potential, different state diagrams can be realized.

Figure 1.12 applies to “sticky spheres,” meaning a short-range attraction potential

that is more typical of most colloids. For nanoparticles where the range of the attrac-

tion can be on the order of the size of the colloids, a more traditional phase diagram

is observed, such as that typical for simple molecular fluids.

Figure 6.7 shows how the phase diagram evolves for the square-well fluid

(defined by Eq. (1.16)) as the range of the interparticle attraction shrinks [34].

The left diagram shows the phase behavior typical of simple molecular fluids, i.e., a
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Figure 6.7. Phase behavior of square-well fluids (reduced temperature T∗ = kBT/ε versus reduced

number density n = N(2a)3/V) for three ranges of interaction potential: � = (1 + �/2a) =

1.5, 1.25, 1.15 from left to right. The vapor–liquid critical points are denoted by (*) and the triple

point of vapor–liquid-solid (crystal) coexistence is given by the horizontal dotted line in the first

two figures; 2� denotes two-phase regions, as indicated (after Liu et al. [34]).

vapor–liquid-solid phase behavior with critical and triple points as marked. As the

range of the attraction becomes less than 25% of the particle diameter, the liquid-

solid (crystalline) transition becomes the true equilibrium phase behavior and the

vapor–liquid coexistence transition is now metastable; that is, one should observe

crystallization when the temperature is decreased or concentration is increased. This

result for the model square-well fluid can be used with mappings based on the second

virial coefficient (see the Appendix in Chapter 1) and the idea of corresponding states

to provide a guide for dispersions with more complicated, but realistic, interparticle

interactions [35]. Although this phase behavior is very important for understanding

the rheology, as shown in Figure 1.12 there are also gel and glass transitions that

must be considered. Furthermore, as already discussed in Chapters 3 and 4, the phase

transitions can be slow to evolve and are sensitive to polydispersity, and so they may

not be apparent in many industrial dispersions [36–38].

6.3.2 Flocs and fractals

At very low volume fractions, increasing the interparticle attraction results in floc

formation. Figure 6.8 shows a 2D computer simulation of such a floc structure

for dispersions of spherical colloids [39] with strong, short-range attractions, along
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400 lattice units

0.5 µm

Figure 6.8. Fractal aggregate structures. Left: lattice simulation of fractal aggregate formed by

diffusion-limited aggregation (from Meakin [39]). Right: fractal aggregate of gold particles (from

Weitz and Oliveria [40]). (Images reproduced with permission, copyright 1983, 1984, American

Physical Society.)

with a micrograph of a fractal formed by aggregation of a gold sol [40]. If the

particles are not density-matched, the flocs will either sediment or cream. Percolation

of flocs, discussed later in this chapter, can lead to very weak solids at very low

particle concentrations as the floc network spans the sample. Such systems can

exhibit delayed settling [41] and are often very shear sensitive [42].

Floc size, shape, and compactness are straightforward structure parameters, but

they do not provide a complete description of the internal structure of an aggregate.

The internal organization of aggregates often can be described by fractals [43]. A

fractal (see Figure 6.8) is characterized by a self-similar structure, at least on length

scales between that of a few particles and the overall floc size. In other words, the

object looks similar when viewed at different length scales or magnifications. More

specifically, in fractal structures the total number N of elementary particles or the

total mass M of particles scales with the distance R from the center of the aggregate,

according to the relation

N ∝ M ∝ RDf ∝

(

Rg

a

)Df

, (6.1)

where Df is the mass fractal dimension. As shown here, the fractal nature can also be

expressed as a relation between N and the radius of gyration Rg, which is commonly

used to characterize the size of a floc because it can be derived from scattering

experiments (e.g., [44]). This also means that the average internal density of the

aggregate varies with R. The volume fraction �i, floc of particles in a floc of radius

Rfloc and fractal dimension Df is given by

�i, floc

(

Rfloc, Df

)

∝

(

Rfloc

a

)Df −3

, (6.2)

which applies to fractals in a three-dimensional space.
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The physical limits for Df are 1 ≤ Df ≤ 3. Chain-like aggregates have a fractal

dimension of 1, branching leads to intermediate values of Df, whereas values closer

to 3 correspond to compact solid objects such as a solid sphere. For example, coa-

lescence of emulsion droplets leads to a larger droplet with a fractal dimension of

3. Forrest and Witten [45] were the first to experimentally verify the existence of

fractal particle aggregates, and this for the case of metallic oxide smoke particles.

Fractal structures are not limited to spherical particles; they have also been reported

for rod-like [46] and plate-like [44] particles. Microscopy and scattering techniques

can be used to determine the fractal structure [47]). For example, fractal dimensions

can be determined directly from scattering methods, where the intensity of scattered

radiation (e.g., light, X-ray, or neutron) follows a power law behavior over some

range of the magnitude of the scattering vector q:

I(q) ∼ q−Df . (6.3)

Fractal aggregates have been studied extensively by means of computer simulation

[48]. In simulations one can start with a single particle and let other particles diffuse

until they attach to the first one. One can also include collisions between clusters

(cluster-cluster aggregation). This seems to best describe the properties of many real

systems where aggregation is driven by Brownian motion (perikinetic aggregation).

When it is assumed that each collision results in the formation of a permanent

interparticle bond, the fractal dimension Df would be 1.7–1.9. This is known as

diffusion-limited cluster aggregation (DLCA). It is representative of very strong

interparticle forces that result in irreversible bonds. A value of 1.7 has been reported

for gold sols [40], whereas computer simulations predict 1.86 for the fractal dimension

for DLCA of adhesive sphere systems. With a weaker interparticle attraction, or

in case of a DLVO potential that is kinetically stabilized by a repulsive barrier

(Chapter 1), particles will not necessarily attach to a growing aggregate at the first

collision. A reduced sticking probability provides the possibility for the particles to

explore different positions of attachment. This results in a more dense packing, with

Df ≃ 2 − 2.1, for so-called reaction-limited cluster aggregation (RLCA). The range

of fractal dimensions reported experimentally for dispersions aggregated at rest is

roughly within the limits determined by DLCA and RLCA.

The fractal dimension does not fully characterize the microstructure [47]. Some-

times the degree of compactness of an aggregate is expressed as a coordination

number, i.e., the number of neighbors in contact with a particle. This is not uniquely

related to the fractal dimension and can be applied even when the floc is not fractal.

A distribution of coordination numbers might be a more suitable indicator of floc

structure for some properties. It should also be mentioned that neither fractal dimen-

sion nor coordination number describes anisometric structures, which can occur in

flowing flocculated dispersions [49, 50].

6.3.3 Effect of flow on floc structure

In industrial dispersions containing flocs, processing and flow at end use invariably

have major effects on the microstructure. Flow affects floc structure by accelerating

the rate of aggregation above that by pure Brownian motion (see Chapter 1), as

it brings particles together more quickly (orthokinetic aggregation). For high shear
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Figure 6.9. Shear stability diagram: doublet stability as a function of Nr, the relative strength

of electrostatic stabilization to attractive forces, and Nf, the relative strength of dimensionless

convection (flow) to attractive forces. “Primary,” “Secondary,” and “Stable” refer to the state of

the doublet (after Russel et al. [57]).

rates (high Pe), the rate of doublet formation is enhanced in direct proportion to the

rate of shear. Flow, however, also pulls particles apart and can be used to redisperse

aggregates. These two processes can sometimes lead to a balance and a steady state

floc size distribution [51–53].

A basic understanding of these processes in dilute suspensions was developed by

van de Ven and Mason [54–56] and by Zeichner and Schowalter [6], who employed

the method of trajectory analysis, introduced in Chapter 2, to determine the rate of

shear-induced coagulation and break-up of colloidal doublets. Their results lead to a

“stability diagram,” as shown in Figure 6.9, and have been validated by experiments

on model systems [57]. A “stability plane” for shear flow has been determined, which

is cast in terms of two dimensionless groups: the strength of electrostatic stabilization

relative to the strength of attraction Nr, and a dimensionless flow rate Nf. Interest-

ingly, there is a regime (Nr ∼ 5) where secondary minimum flocculated dispersions

can be driven into primary minimum flocculation with increasing shear rate, which

ultimately leads to dispersion at even higher shear rates. This complex effect of shear

flow on morphology will also be reflected in the rheology. Similar calculations have

been performed for more general flow types, showing that extensional flow is more

effective than shear flow in aggregating and dispersing particles, and that results for

general flows are not well represented by the results for simple shear flow [58].

These results for doublet formation and break-up can be helpful in understanding

the effects of flow on larger floc structures. Sonntag and Russel [59] performed

experiments on large single flocs of polystyrene in glycerol-water and found a shear

rate dependence on the number of particles per floc and of its radius of gyration as

Nfloc ∝ (�m�̇)−0.9
,

(Rg/a)3
∝ (�m�̇)−1.06

.
(6.4)

The resulting relation between Nfloc and Rg corresponds to a fractal dimension of

about 2.5. The decrease in floc size with shear rate can be explained by a balance
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Figure 6.10. Floc radius as a function of the applied shear stress for the experiments of Sonntag

and Russel [59] and Vaynberg [63] and the simulations of Eggersdorfer et al. [62]. The lines are

power law fits with indices of −0.35 to −0.37.

reached between the rate of aggregation and the rate of breakage due to shear. A

simple force balance illustrates the concept and sets the stage for further develop-

ments. The force acting on a floc in a flow field is estimated to be proportional to

the stress acting across the cluster by the flow field. This is given by the medium

viscosity times the shear rate, 	 ≈ �m�̇ , which is just the applied shear stress for

a very dilute suspension. The floc strength is given by the floc elasticity, which is

assumed to be of the form of an elastic constant K(R) divided by size of the cluster

Rc, or G ∼ K(Rc)/Rc. As discussed by Krall and Weitz [60], the elastic constant

depends on the size of the cluster according to the scaling K(R) = K0 (a/R)−(2+dB),

where K0 is the “spring constant” of a bond (which has been measured by Furst and

coworkers using active microrheology [61], also discussed in Chapter 11) and dB is

the bond dimension, which is typically ∼1.1. Balancing these at steady state predicts

a floc size that scales inversely with the applied shear rate. Empirically, the rate

dependence is observed to scale with shear rate, with power law exponents rang-

ing from −1/3 to −0.4, which is thought to be a consequence of the porous nature

of the flocs, such that not all of the applied shear stress is transmitted to the floc

[59, 62, 63].

Studies of floc breakdown by shear are difficult as high shear rates are required

for dilute dispersions. Figure 6.10 shows results for the average floc size versus

wall shear stress [63] for aggregates of latex particles determined by dynamic light

scattering (DLS) after shearing through a long capillary, such that laminar flow is

achieved at very high shear rates. The samples were 300 nm primary particles that

were salt aggregated. A power law dependence of floc size on shear rate is observed

in all cases with an exponent of ∼ −0.37, independent of the particle concentration,

consistent with the earlier results of Sonntag and Russel [59] and the calculations of

Eggersdorfer et al. [62].
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The breaking up of aggregates under shear does not result in fragments of a

uniform size. The break-up is a somewhat random process that results in a distribu-

tion of fragment sizes, as shown experimentally [64] and by simulation [62]. Shear

can also change the internal structure of the flocs. A common phenomenon is that

shear densifies the flocs (e.g., [59, 64, 65]). This should be reflected in an increase in

the fractal dimension. Indeed, a value of 2.2–2.5 has often been reported for flocs

produced by relatively high shear rates.

In addition to size and density, the shape of flocs can also be affected by flow. It is

often assumed that flocs are spherical. Under normal conditions this is, on average,

roughly the case, as demonstrated by the circular symmetry of scattering patterns.

At high shear rates, however, scattering experiments produce “butterfly” patterns,

indicating structural anisotropy (see also Chapter 7). These have been reported for

various types of suspensions and different scattering techniques (e.g., [50, 65–68]).

Suspensions with attractive interactions have this feature in common with several

other types of complex fluids, including polymer solutions, polymer mixtures, and

micellar surfactants. The orientation of the butterfly scattering patterns suggests an

organization of the flocs in the vorticity direction. DeGroot et al. [67] observed roll-

like structures parallel to this direction in attractive systems, and Negi and Osuji [69]

observed similar structures in fumed carbon black dispersions.

6.3.4 Stable clusters

As discussed in Chapter 1, electrostatically stabilized dispersions can be destabilized

by the addition of salts to yield fractal-like aggregates [70]. In addition to the phase

and kinetic transitions discussed so far, the presence of a weak, long-range repulsion

can lead to the formation of stable clusters of particles of finite size [3, 71–73]. These

clusters are kinetically stable against further aggregation because of the accumulated

charge, and can be found in some solutions of proteins and colloidal dispersions, as

seen in Figure 6.11 [73]. This is in contrast to fractals, which grow until there are no

additional particles or neighboring clusters to aggregate with. The formulation and

microstructure of these stable clusters remains an active area of research.

6.3.5 Percolation, gelation, jamming, and vitrification

Increasing the concentration of particles leads to percolation, gelation, and glass

formation, all states presented in Chapter 1 and shown for the adhesive sphere limit

in Figure 1.12. The technical use of these terms in colloid science is obfuscated by

the vernacular, so that many are used interchangeably. Indeed, dynamical arrest is

more often the descriptor for states with solid-like character, as opposed to a freely

flowing liquid. However, even this term is inaccurate, as Brownian motion does not

cease when these states are reached; rather, it implies that long-time dynamics are

arrested. Figure 6.12 shows the results of Monte Carlo simulations of a dispersion of

spheres with a narrow square-well attraction (10%) [74]. The snapshots, taken along

the gel line (to be discussed below), illustrate the percolated microstructure at the

point where the rheology shows characteristics of gelation [75].
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Figure 6.11. Stable colloidal aggregates observed in dilute

dispersions with colloidal interactions characterized by a

short-range attraction and a weak, longer-range repulsion.

From bottom to top: lysozyme solutions at 25◦C, 15◦C, and

5◦C, and a colloid polymer mixture. (Reprinted with per-

mission from Stradner et al. [73], copyright 2004, Macmillan

Publishers.)

Figure 6.12. Simulations of colloidal gels along the gel line for a very short-range attraction [74].

The dark particles are part of the gel network, while the light particles are not: (a) a dilute fractal

network (� = 0.09); (b) a moderately concentrated gel (� = 0.28); (c) an attractive driven glass

(� = 0.52). (Courtesy of Dr. Ramon Castañeda-Priego [74].)
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Figure 6.13. Percolation illustrated in two dimensions, showing (a) pre-gel and (b) gel-point struc-

tures (after Hess et al. [82]).

Gelation has been defined in different ways, but is often connected with per-

colation. Percolation is defined as the formation of a sample-spanning connectivity

between the structural elements. Percolation depends on the definition of “connect-

edness” [76], and thus may be applied to other physical effects such as electrical

conductivity. However, connectivity of structure is clearly a requirement for gel for-

mation, as gelation requires a network structure with permanent (at least on the time

scale of observation) stress-bearing capacity. Gels may be equilibrium structures, or

non-equilibrium states where the particles become trapped during phase separation.

Issues of the details of gel formation kinetics, microstructure, and the role of specific

interparticle interactions have been reviewed extensively [77]. Another view is that

of gelation and vitrification as jamming transitions, as is observed for concentrated

suspensions of hard spheres [78]. Attractive interactions act to densify the dispersion

locally, so the system jams and particles become arrested and trapped [79].

For intermediate volume fractions, increasing the interparticle attraction changes

the rheological behavior quite suddenly from that of a liquid to that of a weak

solid or gel, as already shown in Figure 6.5. For very short-range potentials,

the gel line intersects the phase separation line (binodal) in the state diagram

(Figure 1.12), but then appears to track the percolation line above the critical concen-

tration. When this happens, gelation occurs before phase separation and is therefore

now kinetically rather than thermodynamically controlled. This behavior can some-

times be manipulated by subtle changes in composition [80].

Percolation theory has often been used to describe the formation of gels or

networks [81], and has been quite successful in describing network formation in

polymers. It is essentially a lattice model; see Figure 6.13 [82]. Particles are positioned

on a lattice and bonds are introduced between them in a random order (indicated

by the thick line segments in the figure). With only a small fraction of the possible
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bonds realized (low probability of site occupancy, P), isolated clusters of the elements

are formed (Figure 6.13(a)). Percolation is achieved when there is at least one

continuous path of “linked” particles throughout the sample (Figure 6.13(b)). This

is the percolation threshold, which is reached at a critical value Pc of the probability

of site occupancy. This point has been associated with the gel point. It could be

argued that percolation is a necessary but not sufficient condition for the generation

of a stress-bearing structure in a physical gel where the “bonds” are not chemical and

permanent. In a physical gel it is possible to maintain connectivity at all times while

continuously breaking and reforming individual bonds (“hopping”). This process

would still allow for a creeping motion, and hence not a true yield stress.

The percolation concept has been used to describe gelation in suspensions com-

prised of fractal aggregates (e.g., [76, 83, 84]). A space-filling network develops when

the effective volume fraction �eff , floc of flocs in the system becomes equal to ∼1. (This

is not to be confused with the volume fraction �i, floc of particles within a floc, given

by Eq. (6.2), which can still be very small.) The flocs then span the entire system

volume. Assuming fractal flocs, one can calculate the maximum size Rgel that such

flocs can reach before their growth is interrupted by contact:

Rgel

a
≈ �1/(Df −3). (6.5)

The value of Rgel depends on volume fraction and fractal dimension. Even at volume

fractions of 0.2–0.3, fractal flocs can only grow to a few particle diameters before

crowding occurs. This also means that the fractal concept fails at length scales larger

than Rgel . Flocs with more open structures, i.e., lower values of Df , can develop a

space-filling structure at lower volume fractions.

Chiew and Glandt [76] derived a relation between the Baxter sticky parameter


 B and the hard sphere volume fraction at the onset of gelation:


B =
19�2

gel − 2�gel + 1

12(1 − �gel)2
. (6.6)

Equation (6.6) is shown as the percolation line in Figure 1.12. Percolation theory

does not provide a complete solution to the gelation problem [77]. Determining the

onset of gelation depends on the technique used, so that different methods iden-

tify different times, concentrations, or temperatures as the onset of “gelation” [70,

85]. Rheological techniques are among the most sensitive methods for determin-

ing gelation, with microrheology being particularly sensitive (see Chapter 11) [86].

However, different rheological procedures can lead to different results for the onset

of gelation (Chapter 9). Unfortunately, at present there is no single definition of a

“gelled” state. Terminology is occasionally introduced to distinguish different defini-

tions; for example, gelation resulting from phase separation has been called dynamic

percolation [84].

Whether flocculation leading to fractal structures results in gel formation can also

be limited by gravitational settling. For particles not closely density-matched, the

growing clusters will either sediment or cream as they increase in size. By considering

the time scale for sedimentation versus diffusion-limited growth, Poon [84] provided
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Figure 6.14. Cage model illustrating how a test particle (solid circle) is caged by its neighbors (open

circles), for (a) repulsive driven glass, (b) liquid with short-range attractions, and (c) attractive

driven glass with stronger short-range attractions (after Poon [87]).

an estimate of the gelation limit in terms of the density difference (��) between the

particles and suspending medium, as

�gel ∼

(

9kBT

2���ga4

)

Df −3

Df +1

. (6.7)

This is a limiting behavior, where it is assumed that the interparticle attraction is

strong enough that no rearrangement of the structure is possible.

Mode-coupling theory (MCT; see Chapter 3) has also been applied to study the

effects of attraction on dynamical arrest in colloidal dispersions. In this approach,

dynamic arrest similar to the glass transition of hard sphere glasses (Chapter 3) is

applied to systems with weak attractions. However, for sufficiently strong interparti-

cle attractions, structural arrest can now occur at much lower nominal volume frac-

tions, because it is due to particle bonding rather than to jamming. This approach

assumes that local interparticle attractions bring particles into contact with each

other, and that these particles then become arrested (non-ergodic) at a volume frac-

tion dependent upon the strength and range of the interparticle attraction. This

method does not predict fractal clusters or network percolation explicitly, but rather

predicts dynamical arrest for a material with a liquid-like structure. That is, the tran-

sition is from a flowing liquid to an ideal, arrested solid state, denoted an attractive

driven glass.

Figure 1.12 shows MCT predictions of the glass transition for an adhesive hard

sphere fluid. Increasing the strength of attraction (decreasing 
B) actually increases

the volume fraction required to form an ideal glass. In simplified terms, weak attrac-

tions stabilize the liquid phase, as particles will tend to weakly cluster, leaving more

free volume to diffuse by one another. A simple cartoon of this effect is shown in

Figure 6.14 [87]. However, once 
B <≈ 2, a new type of glass is formed, an attractive

driven glass (ADG). Here, particles stick to one another (physical bonds form) and

the structure of the cage that limits dynamical motion is fundamentally different than

that discussed in Chapter 3 for the hard sphere glass. Particle clustering leads to a

dynamical arrest of the long-time diffusivity (and, hence, a yield stress) at decreasing

volume fractions, as it is easier to arrest particle motion due to the clustering. The

transition between a hard sphere or repulsive driven glass and an attractive driven

glass has been studied in detail [88–90], and can be thought of as a transition from
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Figure 6.15. Phase behavior predictions and MCT predictions for the glass transition with the

hard-core attractive Yukawa potential (Eq. (6.8)): (a) short-range and (b) longer-range attractions.

The vapor–liquid critical points are denoted by solid circles. The gas–liquid binodal is given by a

solid line, the spinodal by a dashed line, and the MCT predictions are the open circles. (Reprinted

with permission from Foffi et al. [96], copyright 2002, American Physical Society.)

structural arrest by caging to that by bonding (i.e., clustering). This has dramatic

consequences for the rheology [91], as will be discussed later in this chapter.

This so-called re-entrant behavior, i.e., where a hard sphere glass is first “melted”

by introducing interparticle attractions and then converted back to a glassy state by

further increasing the strength of attraction, has been predicted theoretically [92,

93] and verified experimentally [89, 94]. Re-entrant glass behavior is only expected

for short-range attraction (�/a < 0.1) [95] and so, just as with phase behavior, the

range of the potential is as important as the strength of the potential.

Figure 6.15 [96] compares the phase behavior and predicted MCT glass line

for another, commonly studied model attractive potential, the hard-core Yukawa

potential, defined by

�hcY (r) =

⎧

⎨

⎩

∞, r < 2a,

−2aε

e−b(r−2a)

r
, r ≥ 2a.

(6.8)

In the above, ε is the strength of the attraction, and the screening parameter b sets

the range of the attraction: large values of b approach the adhesive hard sphere

limit, while small values of b correspond to long ranges of attraction. Figure 6.15(a)

shows the gas–liquid phase boundary for b/2a = 30, which closely resembles the

adhesive hard sphere phase diagram presented in Figure 1.12. Note that the gas–

liquid critical point lies below the liquid–crystal transition, as discussed for Figure 6.7

above. MCT predictions for the ideal glass line are inside the fluid crystal transition

at high temperature (i.e., approaching the hard sphere limit, which, as discussed in

Chapter 3, is predicted by MCT to be at � ≈ 0.52). As the effective temperature is

lowered, the ideal glass transition turns sharply towards low volume fractions, passes

just above the critical point, and enters the gas–liquid coexistence region. [97].

The phase behavior and location of the MCT glass line is very different for longer-

range potentials, as illustrated in Figure 6.15(b) for b/2a = 5. Now, the liquid–crystal

transition intersects the liquid branch of the gas–liquid phase behavior (i.e., a triple

point) at a volume fraction of about 0.4. The predicted ideal glass transition again
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Figure 6.16. State diagram for the model adhesive hard sphere system, Figure 1.12, with additional

experimental data for the gel transition of Eberle et al. [74] (�), Verduin and Dhont [68] (◦), and

Grant and Russel [99] (�). The MCT prediction for the ADG line (see text) [96] is the thin solid

line.

lies within the fluid-crystal coexistence region at high temperatures (e.g., the hard

sphere limit), but now intersects the liquid branch of the coexistence at very high vol-

ume fractions (>0.5). Therefore, for longer-range potentials, phase separation will

always precede gel formation until the system is sufficiently concentrated to form

an ADG. In practical systems these transitions can be much more complicated. For

protein solutions, for example, the competition between gelation, phase separation,

and crystallization is of significant importance and has been linked to the molec-

ular kinetics of the competitive processes of crystal nucleation, growth, and phase

separation [37]. The important connection between rheological behavior and these

underlying phase and dynamical transitions is a significant area of current research,

and is the topic of the next section.

MCT predictions for the glass transition have been tested experimentally for

short-range potentials. Model colloidal dispersions approximating the adhesive hard

sphere potential have been studied by rheology and light scattering to identify the

location of the gel transition, and various methods, such as scattering, have been used

to determine the strength of the attraction in terms of the Baxter sticky parameter.

The strength of attraction is regulated by temperature, as the steric brush layer on

the particles can either collapse due to poor solvent quality [98] or crystallize in

an appropriate solvent, leading to strong attractive interactions [74]. Figure 6.16

summarizes the experimental data of Eberle et al. [74], Verduin and Dhont [68],

and Grant and Russel [99] as compared with the phase behavior for adhesive hard

spheres (Figure 1.12). Although there is significant quantitative disagreement among

the experimental data sets, thought to be a consequence of the various methods

for determining the Baxter sticky parameter [74], there are some common general

features. Specifically, below the critical volume fraction � = 0.266 the data lie below
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the predicted gas–liquid phase transition, in agreement with the percolation and

MCT predictions [72]. MCT predictions for the ADG line from Foffi et al. [96] for

a 3% square well are shown for reference. As the MCT prediction for the ADG

is for a finite well depth, it lies slightly above the phase separation line (higher


B). Figure 6.15 verifies that, for narrow potentials, it indeed intersects the phase

boundary below the critical point. This has been verified experimentally [72]. All of

the experimental data show an increase in 
B at the gel transition with increasing

particle volume fraction. The data of Eberle et al. [74], who used a precise method

for determining 
B from neutron scattering measurements, follow the percolation

line. The MCT prediction is close to the percolation line and within the general trend

of the data.

Analysis of MCT by Bergenholtz et al. [100] shows that, with decreasing particle

concentration, the dynamics upon approaching the ADG line no longer exhibit

the characteristics of the caged microstructure, but are more “gel”-like than glass-

like. Asymptotic analysis yields the following criterion for gel formation for narrow

square-well potentials (Eq. (1.16)):

12��gel

�2a
(eε/kBT

− 1)2
= 1.42. (6.9)

Zaccarelli et al. [91] have calculated the average number of bonds and the average

number of nearest-neighbor particles along the ADG line shown in Figure 6.16. For

volume fractions around 0.1, the average number of bonds drops to between 1 and 2,

with coordination numbers of around 3, which may explain why such dilute systems

can show aging and gel collapse. This raises serious questions about the validity of the

MCT predictions of the ADG line for moderate to low volume fraction dispersions.

Extensive measurements of the phase behavior, and gel and glass formation, have

been performed on model dispersions consisting of sterically stabilized colloidal dis-

persions in an organic solvent, where the attractive interactions are due to depletion

forces from added soluble polymer [101]. The microstructure, thermodynamics, and

kinetic transition in these systems have been reviewed by Poon [87]. It is important

to recognize that the polymer must be explicitly accounted for in order to understand

the phase behavior [102] as well as the effective interaction potential, which can be

quite complicated due to correlations between the polymers creating the depletion

potential [103]. This system is also important in industry, as depletion interactions

can appear in multicomponent formulations. Predictions from MCT for a simplified

model potential (the depletion model introduced in Eq. (1.15)) compare well with

experimental data [88, 89]. The range of the potential is typically defined in terms of

the polymer’s radius of gyration in dilute solution: 
 = R
p
G/a. An ADG is predicted

to extend to very low colloid volume fraction for higher polymer concentrations. An

analytical approximation for the apparent gel line is given as

�gel ≈
3�−1np,c (1 + 
)

3.02
 2 exp
[

3�−1np,c

(

1+





)] . (6.10)

In the above, np,c is the critical polymer number density and �gel is the colloid volume

fraction along the gel transition line. The parameter � can be calculated from the

colloid volume fraction and 
 [88].
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As noted, the actual interparticle potential is more complicated than the simpli-

fied depletion potential, and improvements in the theory from explicitly accounting

for the polymer lead to more accurate predictions. For depletion flocculated sys-

tems a simplified form of MCT, the “naive MCT,” has been combined with a model

that takes into account the internal polymer structure as well: the polymer refer-

ence interaction site model or PRISM [104]. This approach also enables accounting

for the details of polymer structure such as the effect of the solvent’s solubility for

the polymer. Quantitative predictions for the phase behavior and elastic properties

have been tested against model system studies, validating the approach [105, 106].

Note that accounting for the details of the polymer structure is crucial to correctly

predicting phase behavior [106] when the polymer’s radius of gyration becomes sig-

nificant in comparison to the size of the colloid, so that qualitatively incorrect trends

are predicted by simple excluded-volume models. Finally, mappings have been pro-

posed to compare the depletion flocculated dispersions to the square-well and Baxter

models [72].

Depending on the strength of the attraction, structural rearrangements are pos-

sible at rest. By slow, gradual rearrangements, shear history effects might disappear

in time, but this can be a very slow process. Slow changes or “aging” can also have

quite divergent results in gels: aging can generate either stronger or weaker struc-

tures [107]. For particles not density matched to the suspending medium, gravity

can gradually change the particulate network, possibly leading to the collapse of

the gel at a later time. This is known as delayed sedimentation or “transient gels”

[108]; it occurs in many weak gels and is one form of aging. A possible result might

also be a gradual global shrinking of the particulate network, known as syneresis.

In this process, liquid is expelled from the shrinking gel, causing the appearance of

a pure liquid phase, even in buoyant systems. Some aspects of aging are discussed

in Chapter 7, as they involve time-dependent rheological behavior. Aging due to

a finite bond lifetime is absent in chemical gels and comparisons of the dynamics

between chemical and physical gels is also an active topic of research [77, 109]. Flow

can influence the aging behavior of such dispersions [110–112].

6.4 Rheology at low volume fractions

Both interparticle repulsion and attraction increase energy dissipation during flow,

and hence also the viscosity. As noted in Chapter 4, for example in the discussion

concerning Eq. (4.7), and as illustrated in Figure 6.17 [113], interparticle interactions

start to affect the shear viscosity at the �2 level. The solvent quality of the suspending

medium for the poly(12 hydroxystearic acid) layer on the PMMA particles in that

figure varies systematically with temperature, such that decreasing temperature leads

to a deepening of the square-well attraction used to model the interactions between

these particles [114]. As seen in Figure 6.17, the viscosity increases systematically

with this increasing well depth (decreasing temperature).

Russel [115] derived an exact theory for the viscosity of adhesive hard sphere

dispersions with weak attraction up to the �2 term, which is often reported in terms of

the Huggins coefficient kH (i.e., see Eq. (2.13), c2 = kH [�]2
�2). Using this, Cichocki
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Figure 6.17. Viscosity data for semi-dilute steri-

cally stabilized PMMA suspensions (a = 98 nm)

in a 95/5 wt% mixture of n-decanol/1,5-

pentanediol (after Ourieva [113]).

and Felderhof [116] numerically calculated the �2 term of the viscosity-concentration

equation in terms of the Baxter parameter 
B (Section 1.1.2):

�r = 1 + 2.5� +

(

5.9 +
1.9


B

)

�2. (6.11)

Equation (6.11) is a convenient formula for systems with short-range attractions.

For a given interparticle potential, 
B can be calculated by equating the second

virial coefficients B2 (see the Appendix in Chapter 1). In this manner one obtains

an analytical expression for the viscosity of dispersions with short-range attractions

that are not truly sticky spheres. However, exact numerical calculations for the

square-well fluid model demonstrated that mapping onto a sticky-sphere model can

lead to very large errors [117]. Thus, the applicability of Eq. (6.11) is limited to

relatively short-range interparticle potentials, but tabulated values are published

for the square-well potential, including effects of polydispersity [117]. In principle,

measurement of the Huggins coefficient can be used to determine the strength of

attraction from this model. Combining it with other, independent measurements of

the interparticle potential, such as those afforded by scattering methods, permits a

better determination of the interparticle potential [118].

Physically, the viscosity increase stems from three contributions to the stresses

due to interparticle interactions. From Chapters 2 and 3, we can understand that the

hydrodynamic viscosity will increase because interparticle attractions bring parti-

cles into closer proximity on average, thus increasing the hydrodynamic interactions

and resistance to flow. This is, in general, the dominant effect in dilute dispersions.

Attractive interactions fundamentally alter the colloidal microstructure such that in

the dilute limit particles tend to form doublets that orient along the extensional axis

of the flow, the direct opposite of what is observed in Figure 3.11. As a consequence

the Brownian contribution to the shear stress (as presented in Figure 3.11(b)) actu-

ally decreases. Meanwhile, the viscosity due to the direct interparticle force, which

is attractive and of opposite sign to the Brownian force, greatly increases the viscos-

ity. At first glance this result may be surprising because, as discussed in Chapter 4,

repulsive stabilizing forces increase the viscosity as well. However, it is important to

recognize that the stress is the product of the force and the neighbor distribution, so

that strong interparticle interactions lead to a microstructure fundamentally differ-

ent from that of hard spheres or electrostatic, steric, or electrosterically stabilized

dispersions. Indeed, detailed calculations for the square-well fluid show that, for very
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weak attractive interactions, the viscosity can in fact be slightly lower than that for

a hard sphere suspension [119]! Yet these same calculations show that for nearly all

practical conditions, attractive interparticle interactions lead to very large increases

in dispersion viscosity.

With flocs or fractal structures present, the intrinsic viscosity is not easily pre-

dicted. However, since the work of von Smoluchowski in 1917, discussed in refer-

ence to Figure 6.1, investigators have used the viscosity relations for hard spheres

to determine average fractal properties from measurements of the intrinsic viscos-

ity. Equating the measured intrinsic viscosity to that of a hard sphere (Eq. (2.10))

determines the effective skeletal density �sk of the fractal as

�sk =
2.5

[�]
. (6.12)

The effective viscometric volume fraction of the fractals in dispersions is calculated

for a given (mass) particle concentration c as �eff = c/�sk. A crude estimate of the

effective radius of the fractals can be derived by the logic leading to Eq. (6.5) if the

fractal dimension can be obtained by scattering, for example:

Reff

a
≈

(

�sk

� p

)
1

Df −3

∼

(

2.5

� p [�]

)
1

Df −3

. (6.13)

Calculations of the hydrodynamic radius (such as measured by dynamic light scatter-

ing and the use of the Stokes-Einstein-Sutherland equation (1.5)) yields the following

relationships to the fractal structure [120]:

Rh

Rg

=

{

0.875, Df = 1.78 (DLCA),

0.97, Df = 2.1 (RLCA).
(6.14)

More detailed calculations and comparisons between various theoretical approaches

show that the cluster hydrodynamic radius is not necessarily sensitive to the details

of the internal structure [121]. Numerous investigations have explored aggregation

kinetics through measurement of the hydrodynamic radius (see, for example, [51,

122–124]), which can also be linked by population balance modeling following the

original work of von Smoluchowski [18, 51, 52].

Aggregates are often not spherical and may orient and rotate with the flow, as

discussed in Chapter 5 for non-spherical particles. Stokesian dynamics simulations

show, however, that the additional stress due to the aggregate always scales with the

cube of the longest length of the aggregate; hence [125]

[�] ∝ N
3

Df
−1

. (6.15)

Calculations for specific aggregate shapes and orientations are feasible [126].

6.5 Concentrated dispersions

For weak attractive forces, semi-concentrated dispersions still display a zero shear

viscosity, although a higher one than that of Brownian systems. Attempts have been

made to derive semi-empirical relations for �r0. For non-dilute depletion flocculated
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systems, Buscall et al. [127] proposed a phenomenological equation connecting the

viscosity to the well depth of the attractive interactions between particles:

�r0 = �hs
r0 exp

(

−
�(�, a)�min

kBT

)

. (6.16)

Here, the minimum �min in the interparticle potential is determined independently,

�hs
r0 is the hard sphere viscosity, and the function �(�,a) is obtained by fitting the

equation to experimental data. Figure 6.18 shows a model interparticle potential for

a dispersion with short-range attractive interactions, defining the potential minimum

at a dimensionless surface-to-surface separation distance ho. Motion of the particles

is by activated hopping, so the activation energy for flow is proportional to the work

required for particles to separate, which is proportional to the energy at the potential

minimum. Hence, the viscosity is expected to depend exponentially on the strength

of attraction.

Krishnamurthy and Wagner [128] equated the second-order expansion of

Eq. (6.16) to Eq. (6.11), which enabled the parameters of the former to be expressed

in terms of 
 B. This produced an equation for the viscosity, which contained a first-

order correction for attractive forces:

�r0 = �hs
r0 (�)

(

1 +
1.9�2


B

)

. (6.17)

Using Eq. (2.21) for the hard sphere viscosity, one then obtains

�r0 (�) =

(

1 −
�

�max (
B)

)2 (

1 +
1.9�2


B

)

. (6.18)

In this equation the maximum packing fraction depends on the strength of the inter-

particle attractive forces. In the case of a short-range attraction, the glass transition,

and hence �max, will increase with decreasing 
B (note that the hard sphere limit is


B → ∞). As shown in Figure 1.12, starting from the hard sphere limit and increasing

the strength of the attractive interactions leads to a shift of the ideal glass transition

from 0.58 to volume fractions approaching 0.63 when 
B ≈ 2. Further increasing the

strength of attraction leads to the formation of an attractive driven glass at increas-

ingly lower particle volume fractions, as discussed above. The concentration effects

described by Eq. (6.18) are shown in Figure 6.19.
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Figure 6.19. Effects of short-range interparticle attractions on concentrated dispersion rheology,

according to Eq. (6.18).
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Figure 6.20. Normalized viscosity versus shear stress scaled

for interparticle attraction (data from Figure 6.2). (Reprinted

with permission from Woutersen and de Kruif [19], copyright

1991, American Institute of Physics.)

As was the case for the effects of Brownian motion and repulsive interparticle

forces, the viscosity increase induced by attractive interparticle forces also depends

on shear rate. At sufficiently high shear rates, the hydrodynamic effects gradually

dominate the interparticle attraction; the flocs are being reduced in size and the

viscosity correspondingly drops to the level without interparticle forces. It should

be possible to represent the data using a suitable dimensionless stress, similar to the

Péclet number or the reduced shear stress for Brownian hard spheres. On the basis

of a square-well potential, Woutersen and de Kruif [19] scaled their data (Figure

6.2) by plotting (�r − �r,∞)/(�r,0 − �r,∞) versus a4	/6��ε, where � is the square-

well width and ε the square-well depth of the interparticle potential. This reduced

stress is a force balance between the shear forces and the force required to pull two

particles apart. Figure 6.20 shows that this reduced stress can be used to quantitatively

reduce the shear thinning data to a master curve. If the volume fraction becomes

sufficiently high, shear thickening can also occur in attractive suspensions [129]. This

will be discussed in Chapter 8.
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6.6 Rheology of gelled systems

As discussed above, the rheological properties change significantly around the gel

point: the viscosity diverges and a low frequency plateau develops in the G′–� curve.

At the same time, an apparent yield stress appears in the steady state viscosity curve.

The transition from liquid to solid is a gradual process, although it might occur over

a very narrow range of conditions [28, 72, 74], as illustrated in Figure 6.5. Even so,

determining a well-defined gel point for a material is non-trivial. The result might

depend on the measurement procedure used and on the thermomechanical history

of the sample, including the manner in which it was prepared. Hysteresis can be

another issue, e.g., the transition temperature during cooling and the one during

heating can differ in the case of thermal gelation. These phenomena should not be

surprising considering how shear history can affect the microstructure.

A more detailed picture of the behavior near the gel point is obtained when

the dynamic moduli are measured as a function of frequency (Figure 6.4). As long

as the sample is liquid, the moduli at low frequencies should follow the universal

pattern for viscoelastic fluids in the terminal zone: G′∼�2 and G′′∼� (Section 1.2).

In a viscoelastic solid, both moduli are nearly independent of frequency. In principle

the solidification process, as seen in the moduli, can proceed in two different ways.

In the first, the relaxation frequency of a single relaxation mechanism, given by the

position of the maximum in G′′ (see, e.g., Figure 4.23), gradually shifts to zero. In

the second, there is a distribution in relaxation frequencies which gradually widens

to include mechanisms with smaller relaxation frequencies. This should be the case

for growing fractal flocs. In that case a critical gel condition, signaling the liquid-solid

transition, is reached when [130]

G′(�) ∼ �n, G′′ (�) ∼ �n. (6.19)

Critical behavior is associated with a power law distribution of relaxation times, for

all times larger than a given value. It implies a self-similarity over all length scales,

from a critical value up to infinity. Equation (6.19) then corresponds to the condition

where the largest relaxation time becomes infinite. The critical gel approach has been

derived for chemical gels where irreversible links are formed by a polymerization

reaction. The value of n is between 0.5 and 1.0, but for most systems it is 0.5 or slightly

higher. For the special case of n = 0.5, the curves for the two moduli coincide over

the whole frequency range at the critical gel condition. The onset of gelation is

commonly traced by measuring at a single frequency. The time at which G′ = G′′

is then considered the gelation time, because from that stage on the elastic part of

the stress dominates the viscous one. If n is not equal to 0.5, the cross-over will

not occur simultaneously at all frequencies. In that case the meaning of the cross-

over time is less obvious. The theory of critical gelation has also been applied to

particulate gels. As mentioned earlier, fractal flocs gel when they touch each other.

The corresponding floc size determines the largest length scale and longest time

scale for which self-similarity and power law spectra can be expected. In Figure 6.21,

power law regions for G′ and G′′ can be seen [74]. At intermediate temperatures the

curves for the two moduli seem to be parallel. The slope is not equal to 1/2 and the

curves for G′ and G′′ do not coincide in this region. As a result, the equality G′ = G′′

is not reached simultaneously at different frequencies.
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Figure 6.21. (a) Moduli (� = 2� rad s−1) for a temperature ramp experiment (ramp rate

0.2◦C min−1). (b) G′ (closed symbols) and G′′ (open symbols) from frequency sweep measure-

ments at temperatures around the gel point. For clarity, curves are offset vertically by factors 0.03,

0.05, 0.08, and 0.2 for temperatures 28.4◦C, 28.2◦C, 28.1◦C, and 28◦C, respectively (after Eberle

et al. [74]).

6.6.1 Moduli and yield stress of gels

Equation (4.14) shows that, to a first approximation, the high frequency elastic

modulus of a dispersion depends on the product of the second derivative of the

interparticle potential and the probability of finding a neighboring particle, which is

expressed in terms of the radial distribution function g(r). For systems with moderate

to strong attractions, the probability of finding a neighboring particle will be signifi-

cant only for separation distances around the minimum in the potential. This is the

distance ho in Figure 6.18. Thus, the elastic modulus depends on the second deriva-

tive of the potential in the vicinity of the minimum; in other words, the elasticity will

depend on the shape of the potential. Deep and steep interaction potentials will have

significantly higher moduli than weaker, long-range attractive interactions. Hence,

when considering the strength of gels, it is not only the strength of the attraction that

matters, but also the shape (i.e., range) of the interaction potential. A further dis-

cussion of the relationship between the elastic moduli and the interparticle potential

for systems with attractive interactions can be found in [131].

A commonly used rheological characteristic of a gelled suspension is the elastic

or storage modulus. As seen in Figure 6.21b, below the gel transition temperature

the elastic modulus becomes nearly independent of frequency. Various, sometimes

ambiguous definitions, such as instantaneous storage modulus and plateau modulus,

are used to describe the elastic modulus at the measurement frequency. However,

care must be taken when using absolute values in theories derived for the high fre-

quency limiting plateau modulus, as the frequency dependence can still lead to rela-

tively large errors when the data are interpreted in terms of interparticle potentials

[132]. Nonetheless, for many strongly flocculated or aggregated dispersions there

is only limited variation between the well-defined limits of zero frequency storage

modulus G′
0 and high frequency plateau modulus G′

∞, at least on a logarithmic scale.

For various systems, including strong and weak flocculation, the elastic modulus G′

has been experimentally found to be related to the volume fraction by a power law

relation when � is not in close proximity to �gel (e.g., [32, 83, 133, 134]):

G′
∝ ��. (6.20)
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This has also been found to apply to dispersions of non-spherical, plate-like particles

such as clays [135]. The exponent � often has values between 3 and 5. Various scaling

models based on fractal aggregates describe a power relation such as Eq. (6.20) [136].

It is assumed that the elastic properties are determined by an “effective backbone”

in the flocs or aggregates that transmits the stress. The number Nch of particles in

the backbone chain is described by a fractal dependence on chain length Rch:

Nch ∝ R
Dch

ch , (6.21)

where Dch is the backbone fractal dimension or chemical length exponent [137]. Its

values are typically in the range 1–1.6. The mechanical properties of the flocs in the

particulate network are characterized by an elastic constant Ke of the backbone. Its

value will depend on the chemical length exponent as well as on the stress-bearing

mechanism in the chain. This is expressed by a factor ε: ε = 0 reflects the extreme

situation of pure bond stretching, whereas ε = 1 refers to pure bond bending.

With values for ε and Dch, a scaling relation for the elastic modulus of a gelled

network is derived as [138–141]

G′
∝ �(1+2ε+Dch)/(3−Df ). (6.22)

This corresponds indeed to a power law scaling, as is often found empirically. For

the limit of pure bond bending (ε = 1) the exponent � in Eq. (6.20) is given by

� =
3 + Dch

3 − Df

. (6.23)

This equation was first derived by Brown [142] and has been found to fit the com-

pressive yield stress data of Buscall et al. [133]. The derivation predicts values for �

of 3.5 and 4.5 for DLCA and RLCA, respectively. In the limit of pure stretching,

Eq. (6.23) is replaced by

� =
1 + Dch

3 − Df

. (6.24)

A number of variations and extensions of Eq. (6.22) have been proposed. Piau et al.

[135] obtained an exponent � = 5/(3 − Df ). Shih et al. [31] distinguished between

two regimes, depending on whether links between fractal flocs, the interfloc links,

are stronger or weaker than intrafloc bonds. In the strong-link regime, the intrafloc

links govern the elastic behavior of the network, producing the scaling relations of

Eq. (6.24). For the weak-link regime, the weaker interfloc links control the behavior,

resulting in the scaling

� =
1

3 − Df

. (6.25)

The predicted values of � for the various scaling relations are within the range found

experimentally. However, power law scaling can be observed for higher concentra-

tion dispersions, where the concept of a fractal structure is no longer meaningful due

to particle crowding. Thus, observation of power law scalings in rheology does not

necessarily indicate a fractal network topology.

Particle gels only display linear behavior up to rather low peak strains. The lim-

iting strain for linear behavior, � lin, will be determined by the microstructure of the
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gel, and has therefore been used as another characteristic of gel structure. The yield

strain �y is often very small, of the order of 1% or less, for gelled colloidal dispersions.

Again, referring to Figure 6.18, this can be understood as the displacement necessary

to move a neighboring particle (i.e., a particle “bonded” to the reference particle)

from the point h0 of potential minimum to just beyond the point hy of maximum

force. Thus, the strain required should scale as

�y ≈
(hy − h0)

2a
. (6.26)

As with many potentials, hy ≈ 2ho and ho can typically be a few nanometers; for a

100 nm particle, calculation suggests this strain to yield can be 1% or less for many

gelled dispersions.

In comparisons with experiments, various definitions of the yield strain have been

used. A typical choice is the strain at which G′ deviates a small amount, e.g., 10%,

from its linear value. This is sometimes called the perturbative yield strain. It is often

of the order of 0.01 but can be much lower in strongly attractive systems [30, 135, 143,

144]. An alternative linearity limit is the so-called absolute yield strain, i.e., the strain

associated with the maximum in a stress-strain curve. Experimental values are often

around 0.01–0.10. It should be pointed out that all these values might depend on the

shear history. The linearity limits are generally found to decrease with increasing

volume fraction [30, 83].

Within the context of the fractal models, Shih et al. [31] derived a power law scal-

ing for the linearity limit of strain �lin, which can be associated with the perturbative

yield strain, as

�lin ∝ ��, (6.27)

where

� = (−1 + Dch)/(3 − Df ) (6.28)

for the strong link regime and � = � in case of weak interfloc links. Hence, the

linearity limit is predicted to increase in the second case, whereas a decrease is

found for the strong-link regime. Using the equations for Gpl and �lin, the fractal

dimension can be derived from rheological measurements. Shih et al. [31] applied

their model to alumina gels, where the resulting value of 2 for Df was in good

agreement with the result derived from light scattering experiments. Equation (6.22)

can cover intermediate values of � between the strong- and weak-link model. Wu

and Morbidelli [145] proposed a similar generalization, including a more general

equation for the linearity limit. Links that contain multiple connections, rather than

single-particle links, have also been considered [146]. The multiple connections have

been used as a mechanism for bending elasticity, but chains with single-particle links

can also provide bending elasticity [147]. The latter can be expected in particular in

cases where strong attractive forces cause particles to be in close contact.

The scaling theories that generate a power law dependence of the moduli or yield

stresses on � do not take into account the presence of a critical concentration below

which no gelation occurs. Hence, such a power law relation cannot be correct close

to �gel . If the sol-gel transition can be described by percolation theory, the properties
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Figure 6.22. Scaling of moduli for particle

volume fraction, polymer size, and concen-

tration, based on Eq. (6.30) (after Chen and

Schweizer [104]).

near the gel point are expected to be a power law function of the “extent of reaction.”

The latter can here be understood as the difference between the number P of existing

interparticle links (or the site occupancy probability when using a lattice model) and

its value at percolation, i.e., Pc:

G ∼ (P − Pc) f
, (6.29)

where f is the critical exponent. Models of this type have been proposed for floc-

culated gels, e.g., by Mall and Russel [148] using single particles, and by Kanai

et al. [149] using flocs as elements. In the case of colloidal gels, the volume fraction

� is often used instead of the probability for site occupancy. Power law relations

have been reported between viscosity, moduli, or yield stresses and measures for the

distance from gelation such as (T − Tgel) or (� − �gel) [30, 79, 150].

As indicated in Section 6.2.2, mode-coupling theory has been applied quite suc-

cessfully to the structure of depletion flocculated suspensions. When moduli for

the gels were computed from the structure, the absolute values were found to be

systematically overestimated by two orders of magnitude. The gels are known to

contain dense clusters. Assuming these rather than the elementary particles are the

load-carrying elements, one could expect much lower moduli. With MCT a value

is calculated for the finite mean-square displacement at long times, the localization

length rloc. This is a fundamental structural characteristic of the gel [85, 88, 92, 100].

Consistent with MCT, it is a “local” parameter, associated with single particles rather

than with clusters or larger structural features. Nevertheless, the theory provides a

simple, general scaling for the dimensionless moduli that takes into account particle

volume fraction, polymer size, and concentration; see Figure 6.22 [104].

In this manner the various data can be represented by a simple equation,

G′a3

kBT
= 0.29

�a2

r2
loc

. (6.30)

Consistent with mode-coupling theory, only local parameters appear in this scaling,

structural features only intervening indirectly through rloc. Guo et al. [151] inde-

pendently measured both the elastic moduli and the localization length (by X-ray

photon correlation spectroscopy) and found reasonable agreement for some cases,

suggesting the validity of this approach. Structural heterogeneity is not considered

as such in MCT, but the term a/rloc induces an increase in length scale and thus
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can reflect larger structural units. Structural heterogeneity is a feature that can have

an important impact on the rheological properties of attractive suspensions [152].

Heterogeneity, depending on interparticle forces and peaks near values where gela-

tion occurs, can develop more readily in less concentrated dispersions [153]. Hetero-

geneity has also been incorporated into the theories using a rescaling of the particle

length based on a “cluster” length [154]; that is, the basic units in these systems are

particle aggregates of a characteristic size and not the individual colloids comprising

the gel.

Not only the moduli but also the yield stresses provide an indication of gel

formation and gel strength. Commonly used metrics of yielding in shear flow are

the dynamic yield stress, the Bingham or Hershel-Bulkley yield stress, and the peak

stress during start-up measurements at low shear rates (see Chapter 9). Although

they are all related, they are not necessarily identical. In addition, a compressive

yield stress can be defined.

Yield stresses are closely linked to the interparticle attraction. The yield stress

will be proportional to the number of “bonds” in the system and the force required

to pull these bonds apart. Referring to Figure 6.18, the force required to pull a

neighboring particle out of its preferred location at the potential mimimum h0 is

given by the maximum in the first derivative of the potential (Eq. (1.7)). Thus, the

yield stress depends as much on the shape of the potential as on its strength. As an

estimate, the number of bonds per unit area of the sample can be approximated by

�2/a2. The bond strength is just the maximum force required to pull the bond apart,

such that

	y ∼
�2

a2

(

d�

dr

)

max

. (6.31)

With a model for the pair potential, this scaling can help to rationalize trends in the

experimental data, such as the scaling of the yield stress with the zeta potential [156].

The simplified estimate of the number of bonds underestimates the dependence on

concentration [57].

Destabilizing electrostatically stabilized systems at constant ionic strength, e.g.,

by changing the pH, results in specific patterns for the 	y-pH plots, as illustrated in

Figure 6.23 for the Bingham yield stress [155]. The yield stress reaches a maximum

at the iso-electric point, where attractive interparticle forces are also largest. Similar

results are obtained when the zeta potential is modified in other ways, e.g., by adding

ionic soaps [157].

Michaels and Bolger [158] associated the Bingham yield stress 	B
y with the energy

required to separate the particles in doublets resulting from flow-induced collisions.

For semi-dilute suspensions, this model would result in a Bingham yield stress pro-

portional to the interparticle attraction and the square of volume fraction, and

inversely proportional to the third power of particle radius. Applying the DLVO

theory, e.g., [157], this approach suggests that the yield stress should scale with the

square of the zeta potential of the particles; see Figure 6.24. This has been confirmed

experimentally on several systems [151, 159, 160].

The compressive yield stress behaves similarly to the plateau modulus [32, 83,

133, 134] and is much larger than the shear yield stress. The dependence of the
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Figure 6.23. Evolution of the Bingham yield stress with pH, for ZrO suspensions for various weight

% (after Leong et al. [155]).

Figure 6.24. Evolution of the yield stress with the square of the zeta potential, for 220 nm PMMA

dispersions at two ionic strengths (after Friend and Hunter [157]).

compressive yield stress on � has often been reported as being stronger than that of

the shear modulus [79, 133, 135], although in some cases similar power law exponents

have been reported [32, 83, 150]. The values of compressive and shear yield stress for

a given system, an aqueous latex dispersion, are compared in Figure 6.25 for various

volume fractions.

It was mentioned in Section 6.4 that attractive forces can shift the glass transition

to higher volume fractions, at least for short-range interactions, giving rise to re-

entrant behavior. In this manner hard sphere glasses can become liquid-like (“melt”)

when attractive forces are induced (Figure 1.12). At a somewhat higher level of

attractive force, a transition is made to an attractive driven glass, the behavior of

which differs from that of the repulsive driven glasses [161]. Because of the bonding

between particles, the low frequency moduli can be an order of magnitude larger

than in the hard sphere case, consistent with theoretical predictions [162]. Differences
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Figure 6.25. Comparison of compressive and shear yield stresses for a latex dispersion (after

Buscall et al. [29]).

Figure 6.26. Moduli for sterically stabilized PMMA particles in cis-decalin (a = 130 nm): (a) hard

sphere glass; (b) attractive driven glass ((•) G′, (◦) G′′) (after Pham et al. [163]).

between the two types of glass become more pronounced in the nonlinear region.

An example is provided by the dynamic moduli at large amplitudes; see Figure 6.26

[163]. Whereas there is a single peak in the G curves for hard sphere glasses, the

attractive driven glasses display two distortions in these curves. The first one occurs at

a strain of a few percent, smaller than for hard sphere glasses. This is attributed to the

breaking of short-range attractive bonds between particles, whereas for hard spheres

the yield strain requires the breaking of cages. The second distortion at larger strains

in attractive driven glasses is then also explained by a kind of cage breaking, of the

now more deformable cages. These peaks have been associated with yielding [161].

Differences between the two types of glasses can also be observed in other

rheological tests. Stress relaxation in attractive driven glasses shows a gradual decay

after long times; these glasses also become fluid-like more easily when larger stresses

are applied. Hence, shear rejuvenation is possible in such systems, and the same

applies to aging phenomena. In creep tests the transition from solid to liquid proceeds

more gradually in attractive driven glasses than in hard sphere ones. The recoverable

strain after creep tests shows a different pattern. In attractive driven glasses, it passes
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Figure 6.27. Moduli ((•) G′, (◦) G′′) and

effective hydrodynamic diameter (�) (nor-

malized) as a function of time for an

aqueous latex dispersion (� = 0.17, a = 111

nm), following salt addition to induce slow

aggregation. The vertical solid line indicates

percolation as determined from the fre-

quency dependence of the moduli, and the

dashed line indicates percolation as deter-

mined from the autocorrelation function,

from light scattering (after Elliott et al. [70]).

through a maximum when increasing the applied stress, subsequently to reduce to a

similar level as found in hard sphere glasses.

6.7 Kinetics of aggregating systems

Rheology is often used to study gelation kinetics in thermoset polymers [164], and

similar methods can be employed to study colloidal gelation. Rheology and light

scattering can both be used to track the rate of aggregation in colloidal dispersions,

e.g., as induced by the addition of an electrolyte, leading to loss of electrostatic

stabilization. Section 1.1.4 discussed colloidal stability and the time scales for aggre-

gation. The rate of aggregation for systems sufficiently concentrated that they can

eventually gel can be determined from measurements of the moduli and effective

hydrodynamic particle size from dynamic light scattering, as shown in Figure 6.27

[70]. Here, salt was added at time zero so that a stability ratio of the order of 105 was

observed, leading to slow (reaction-limited) aggregation. Concurrent light scattering

measurements show the growth in the average hydrodynamic diameter with time

and the commensurate growth of the loss and elastic moduli. Percolation, as deter-

mined by the onset of a power law behavior with n = 0.8 ± 0.09, is marked by the

solid vertical line at 500 s. As the volume fraction is relatively high, interpretation

within the context of a fractal model is not feasible, given that overlap will occur with

only a small number of particles per aggregate. With further aggregation, the elastic

modulus grows to become substantially larger than the loss moduli. Interestingly,

as light scattering is most sensitive to moving, unaggregated particles and particle

clusters, arrest of the structure is not apparent until a later time, and is followed by

a loss of signal-to-noise as the particles become non-ergodic in the gel state. Linear

viscoelastic measurements are very sensitive to the onset of stress percolation, and

can be used to track particle aggregation and gelation. A further example of this is

given in Chapter 11 with respect to studying gelation by microrheology.

6.8 Polymer bridge flocculation

Typically, depletion flocculation or thermal flocculation of sticky-sphere disper-

sions are used for model studies of colloidal dispersions with attractive interparticle
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Figure 6.28. Difference between depletion (solid) and polymer bridge flocculated (dashed) col-

loidal dispersions in creep and recovery experiments (after McFarlane et al. [168]).

interactions. When polymers are present in practical systems, bridging flocculation

may also be encountered (see Sections 1.1 and 6.2) [165, 166]. Its rheological signa-

ture can vary considerably, depending on the affinity of the polymer for the particles,

its molecular weight, and the presence of other adsorbing species such as surfactants

[167]. Stronger or more significant adsorption leads to high zero shear viscosities

and even to yield stresses and strong shear thinning. Reducing the adsorption will

then result in a Newtonian zero shear plateau, because reversible adsorption causes

a dynamic equilibrium between bridge formation and rupture. At sufficiently high

shear rates, the polymer bridges can be extended before they detach, giving rise to an

intermediate shear thickening region. Such a change can be induced by the addition

of a surfactant that competes with the polymer for adsorption sites or that affects

the conformation of the adsorbed polymer. Stronger bridging and correspondingly

stronger interparticle bonds produce higher levels of elasticity. In addition, the poly-

mer bridges ensure a larger deformability of the network. This shows up, for example,

in a much larger elastic recoil when the stress is released in creep experiments [167,

168]. As polymer in solution can also lead to depletion flocculated dispersions, it is

valuable to have a simple test for this. As shown in Figure 6.28, a creep and recovery

test can readily distinguish between the high elasticity of a bridge flocculated network

and the weak yielding and flow observed for a depletion flocculated network.

Summary

Significant attractive interparticle forces have a dramatic effect on the thermody-

namic phase behavior, microstructure, and rheology of dispersions, depending on

volume fraction and interaction potential. The range of the interparticle potential

is shown to be an important consideration in defining the thermodynamic phase

behavior as well as the onset of percolation, gelation, and glass formation.

In dilute dispersions, attractive interparticle interactions leading to particle floc-

culation or aggregation result in isolated flocs, which, whether fractal-like or not, will
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result in liquid-like behavior but with increased viscosities. With sufficient concentra-

tion and after sufficient growth, flocculation leads to percolation and gel formation,

with rheological signatures being the onset of a yield stress and elasticity. Particulate

gels are generally very brittle and yield under low strains. Power law scalings are

often observed for the dependence of the rheological properties on particle con-

centration in the gel phase, but yield stress, yield strain, and elastic moduli depend

on both the strength and the detailed shape of the interparticle interactions. Inter-

pretations in terms of fractal scaling theory are possible, but limited to relatively

dilute dispersions. Although some general rheological behavior can be identified,

micromechanical theory demonstrates that the quantitative properties in the gel

state depend on the specific details of the dispersion under consideration.

At high volume fractions an attractive driven colloidal glass is observed, which

differs from the glass state observed for stable dispersions in that the particles

are much more localized and the corresponding moduli significantly higher. Mode-

coupling theory provides a scaling for the elasticity of the attractive driven gel in

terms of this localization length, as well as predictions for the onset of vitrification

for dispersions with simplified interparticle potentials.

The destabilization of dispersions by the additon of salt or polymer or as a result

of thermal changes in solvent quality can lead to gelation, and the process can be

readily tracked rheologically. Polymer bridge flocculation can be distinguished from

depletion flocculation by the strength of the resulting dense phase.

The microstructure induced by weak interaction forces can be reduced or elim-

inated at high shear rates by hydrodynamic forces; thus, such dispersions exhibit

substantial shear thinning. However, yielding and flow generally do not lead imme-

diately to fluidization into completely dispersed particles. Rather, the aggregate size

decreases with increasing shear rate, with a power law behavior. As the microstruc-

ture of attractive systems is affected by flow, these flow-induced changes can require

a significant amount of time, and the rate of re-aggregation is determined by both

Brownian motion and flow. The rheological behavior of such systems is, in general,

time-dependent. Thus, these dispersions are more often than not thixotropic. This

is the subject of the next chapter.

Appendix: Influence of weak attractions on near hard sphere
dispersion rheology

Accounting for weak attractive interactions can also rationalize many of the differ-

ences observed in the zero shear viscosity of near hard sphere dispersions, discussed

in Chapter 3. Equation (6.18) can be used to replot data from Figure 3.12 to yield

Figure 6.29, where accounting for very weak attractions due to dielectric mismatch

allows the data to be collapsed onto a single curve. Including attractions affects

the viscosity directly through the Baxter sticky parameter and indirectly through an

increase in the maximum packing fraction with increasing interparticle attraction.

The strength of the attractions required to achieve this congruence is very small,

on the order of kBT or less, which is consistent with the weak van der Waals forces
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Figure 6.29. Rescaling of the hard sphere data of Figure 3.12 according to Eq. (6.18) to account

for weak attractions. The solid line is Eq. (2.21).

present in these dispersions [169]. Thus, although some discrepancies in measure-

ments of the hard sphere zero shear viscosity can be attributed to uncertainties in the

actual volume fraction, many can be explained by very weak attractive interparticle

interactions.

Chapter notation

b screening parameter, Eq. (6.8) [m]

cp mass polymer concentration [g l−1]

c∗
p polymer overlap concentration [g l−1]

dB bond dimension [-]

Dch chemical dimension [-]

Df fractal dimension [-]

f critical exponent, Eq. (6.29) [-]

h0 point of potential minimum [m]

hy point of maximum force, Eq. (6.26) [m]

I scattering intensity [cm−1]

K floc elasticity constant [Pa m−1]

K0 spring constant of a bond [Pa m−1]

M total mass of particles within a distance R from the center of an aggregate

or floc [kg]

n
p
c critical polymer number density for dynamical arrest [m−3]

N(R) number of particles within a distance R from the center of an aggregate

or floc [-]

Nch number of particles in a backbone chain, Eq. (6.15) [-]

Nf dimensionless flow rate, Figure 6.9 [-]

Nfloc number of particles per floc [-]
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Nr relative strength of repulsive to attractive forces, Figure 6.9 [-]

P site occupancy probability, fraction of interparticle links [-]

Pc value of P at the percolation threshold [-]

q scattering vector [nm−1]

Rc cluster radius [m]

Rch effective backbone length of a floc, Eq. (6.21) [m]

rloc localization length [m]

R distance from center of aggregate/floc [m]

tp perikinetic time for doublet formation [s]

T* reduced temperature [-]

Greek symbols

� constant in Eq. (6.10) [-]

ε factor expressing the stress-bearing mechanism in flocs, Eq. (6.22) [-]


 range of potential based on the polymer radius of gyration: R
p
G/a [-]

�c viscosity at percolation threshold [Pa s]

� dimensionless range of interaction potential, Figure 6.7 [-]

� power law in G(�) relation [-]

� power law in � lin(�) relation, eq. 6.27 [-]

� correlation length [m]

� sk effective skeletal density of a fractal, defined by Eq. (6.12) [kg m−3]

�i,floc volume fraction of particles in a floc [-]

�eff,floc effective volume of flocs in the dispersion [-]

�gel volume fraction of particles at the gel point [-]

�m weight fraction of particles [-]
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7 Thixotropy

7.1 Introduction

In earlier chapters it was shown that Brownian motion and colloidal interparticle

forces give rise to viscoelastic effects. When a constant shear rate is applied to some

colloidal suspensions, the viscosity can exhibit long transients, while viscoelastic fea-

tures such as normal stress differences are hardly detectable. A well-known daily life

example is provided by tomato ketchup: shaking turns it from a gel-like substance

into a free-flowing liquid, but when left alone it will gradually stiffen and return to

a gel. This is an example of the more general phenomenon known as thixotropy. It

has been reported for a large number of colloidal products, some of which are listed

in Table 7.1. They are most often colloidal glasses or gels at rest. Extensive lists of

thixotropic products can be found in the literature [1–4]. Some products are actu-

ally formulated to exhibit a well-defined time evolution for viscosity recovery after

shearing. Special additives (“thixotropic agents”) are available to induce and control

such behavior. We note that many complex fluids such as some polymeric systems,

liquid crystals and micellar systems exhibit thixotropy; however, these interesting

materials are beyond our scope.

There is an extensive body of papers on thixotropy, scattered over the scientific

and technical literature, including some reviews [1–5]. Nevertheless, the subject has

been essentially ignored in rational continuum mechanics and, until recently, in

colloid science. An explanation can perhaps be found in the persistent ambiguity

about its definition, the lack of suitable model systems for study, and the complexity

of the phenomenon, which includes serious measurement challenges. The more

recent interest in glasses and gels within the general area of soft condensed matter

is providing new terminology in the field, such as aging and shear rejuvenation [6].

This chapter provides a guide to understanding thixotropy in colloidal suspensions

and an introduction to its modeling.

7.2 The concept of thixotropy

7.2.1 Definition

Although there has been some confusion about the definition of thixotropy (see

the framed story, The origins of thixotropy, in this chapter), there is now rather
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Table 7.1. Major product classes that contain thixotropic suspensions.

Biological fluids Filled polymers

Biomedical products Food products

Cement, wet Greases

Ceramics Metal slurries

Clay slurries (natural and synthetic) Mining slurries

Coal Nanocomposites/composites

Coatings Personal-care products

Drilling muds Pigment slurries

Printing inks

general agreement that it should be defined as (see, e.g., the IUPAC terminol-

ogy [7]) the continuous decrease of viscosity with time when flow is applied to a

sample that has been previously at rest, and the subsequent recovery of viscosity

when the flow is discontinued. The definition clearly refers to a reversible, time-

dependent, and flow-induced change in viscosity. Thixotropy is not to be confused

with shear thinning or shear thickening, where the viscosity depends on the applied

shear rate (or shear stress), although thixotropic systems often also exhibit such

phenomena. Many systems slowly evolve in time when left alone, a phenomenon

generally referred to as aging. In colloid science, and in particular in reference

to glassy systems, aging is used to describe the slow particle dynamics that still

occur in such systems. With the application of flow these aging effects can be

reversed, a process called shear rejuvenation [6]. The same terms are also used for

gelling suspensions, and correspond to thixotropy when the shear history effects are

reversible.

Irreversible chemical or physical changes are not considered in this chapter,

although many of the methods discussed here also apply to systems exhibiting such

changes. Irreversible effects induced by flow are classified, according to IUPAC

nomenclature, as work hardening or work softening [7], depending on whether the

viscosity increases or decreases during flow. Defining or testing for reversibility is

often difficult. Sometimes a sample lacks reversibility within a reasonable time over

a certain range of shear rates, and it is possible that the original behavior can be

recovered with longer observation times or the application of higher shear rates. This

complexity is often a consequence of the existence of several metastable microstruc-

tures. In many real systems, reversible and irreversible effects occur simultaneously,

as for example in drying cement.

The origins of thixotropy

The observation that some colloidal gels could be reversibly transformed to free-

flowing liquids dates back to the period before rheology was firmly established

as a scientific discipline. Schalek and Szegvari, in H. Freundlich’s laboratory at

the Kaiser Wilhelm Institute in Berlin, reported in 1923 [8] that gels of Fe2O3

suspensions could be transformed into liquids by shaking. The liquid gradually
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gelled again after the shaking was stopped, and the experiment could be repeated

several times. The authors pointed out the similarity of this to the behavior of cell

protoplasm, as reported by Peterfi [9]. Following a suggestion by Peterfi, the name

thixotropy was proposed, combining the Greek words ��́��ς (stirring or shaking)

and 
� έ�� (meaning turning or changing). It was soon realized that other oxide

gels displayed a similar effect, and that the flow behavior of these materials was

non-Newtonian [10]. In subsequent studies, mainly in the same laboratory, various

other systems were identified as being thixotropic. The work culminated in a book

published in 1935 by Freundlich and entitled Thixotropie [11]. It was one of the

very first books on rheology. The topic rapidly became popular, as illustrated

by the number of related references in other early books on rheology (e.g., [12,

13]). Meanwhile, confusion arose about the definition of thixotropy. A variable

viscosity, presumably a time-dependent one, was proposed as the characteristic

phenomenon, but subsequently a number of authors followed Goodeve [14] in

also applying the term to purely shear thinning fluids.

One can also define the opposite of thixotropy. This would refer to systems where

start-up flow or a sudden increase in shear rate causes an increase in viscosity over

time. The term now generally accepted for such behavior is antithixotropy. For a

discussion of the origin of this and alternative names, see Cheng and Evans [15].

Physically, antithixotropy requires a structure that builds up under shear and breaks

down at rest or when the shear rate is lowered. This can occur in shear thickening

systems at sufficiently large shear rates (see Chapter 8), but the increase is then

often very rapid [16]. A more common phenomenon is observed when a low shear

rate induces or accelerates a structure build-up that would be very slow or would

hardly occur at all at rest. At higher shear rates such structures break down as in

normal thixotropic samples [17]. This effect can be observed in various thixotropic

systems, including clay/polymer nanocomposites. The term rheopexy was introduced

by Freundlich and Juliusburger [18] to describe this behavior, and later used by other

authors as a synonym for antithixotropy. It would be useful to reintroduce this term

in its original meaning.

7.2.2 Thixotropy versus viscoelasticity

It has been argued in the literature that thixotropy is simply a type of nonlinear

viscoelasticity and does not require separate treatment. Both thixotropy and vis-

coelasticity refer to reversible time effects, including an overshoot stress in start-up

flows. Viscoelastic phenomena such as normal force differences and stress relaxation

are, however, often negligible in thixotropic materials. On the other hand, nonlinear

viscoelastic models typically used for polymer fluids do not describe the defining

thixotropic property of gradual stress growth after a drop in shear rate. Figure 7.1

shows the possible stress transients resulting from the sudden decrease in shear rate

shown in Figure 7.1(a). A normal viscoelastic fluid responds by means of a stress

relaxation (Figure 7.1(b)). By definition a thixotropic material has a stress evolu-

tion in the opposite direction (Figure 7.1(c)); to describe this without recourse to
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Figure 7.1. Stress evolution from 	i to 	e after a sudden decrease in shear rate from �̇i to �̇e: (a)

kinematics; (b) stress response for viscoelastic fluids; (c) inelastic thixotropic fluids; (d) general

fluids.

viscoelastic phenomena, a separate class of inelastic or dissipative thixotropic mate-

rials is defined. Such materials are typically liquids and gels where elastic effects

such as normal stress differences are marginal. Any elastic effects will decrease with

increasing shear rate, contrary to the behavior of viscoelastic polymers.

Most thixotropic systems exhibit some degree of viscoelasticity, producing a stress

response to a sudden decrease in shear rate as shown in Figure 7.1(d). This general

response includes both a sudden drop and a gradual stress relaxation, followed by

thixotropic recovery. We note that viscoelasticity is not excluded by the definition of

thixotropy. Hence, materials showing substantial recovery of viscosity after a sudden

drop in shear rate (Figure 7.1(c) or (d)), whether they are viscoelastic or not, will

be considered thixotropic here. The term thixoelasticity has been proposed for the

combined case [19], but this nomenclature is not broadly accepted. Although there is

no absolute border between thixotropy and viscoelasticity, the approach to studying

suspensions presented herein will be useful whenever a significant viscous recovery

occurs, such as in Figure 7.1(c) or (d).

7.3 Landmark observations

Thixotropy implies a viscosity that depends on the flow history, and therefore it is

evident in transient flows. One of the oldest and most common tests for thixotropy is

the hysteresis loop (see also Chapter 9). This consists of applying an ascending shear

rate ramp followed by a descending shear rate ramp, starting and ending at rest. The

ramp rate and maximum shear rate can be varied. When plotting shear stress versus

shear rate, the ascending and descending curves coincide for a Newtonian or shear

thinning fluid. For a thixotropic sample the curves describe a loop, as illustrated in

Figure 7.2 with one of the earliest examples in the literature [20, 21].

An alternative procedure for detecting thixotropy is to subject the sample to a

sudden change in shear rate. Figure 7.3 shows stress transients resulting from a jump

from steady state stresses at various initial shear rates to a final shear rate of 48.6 s−1.

The data, with time zero corresponding to the jump in shear rate, were obtained

in a 14% aqueous bentonite dispersion [22]. A jump to a lower shear rate causes a

sudden drop in shear stress followed by a gradual increase to the new steady state. A

jump to a higher shear rate causes a sudden rise in shear stress followed by a gradual

decrease. All data were obtained for the same final shear rate and should therefore
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Figure 7.2. Hysteresis loop experiment on a lithographic ink, plotted as shear rate versus shear

stress (presented as uncorrected measurement data) (adapted from Green and Weltmann [20]).

tend to the same steady state stress, as required by the reversibility inherent in the

definition of thixotropy. In real systems this condition is not always met. Especially

at low shear rates, extremely long times may be required to reach a steady state.

Sometimes the final value of the stress at a given shear rate in a transient experiment

might depend on the initial conditions, even if the material displays all of the other

thixotropic features. Such behavior can arise from metastable states, as discussed in

Section 7.2. Thixotropic behavior is often associated with a structural build-up or

break-down on a time scale that is longer than the time required for the jump in

applied deformation rate. The connection between bulk rheological behavior and

this microstructure is the central theme of this chapter.

7.4 Rheological phenomena

7.4.1 Start-up and intermittent flows

When a constant shear rate is suddenly applied to a thixotropic sample that has

been at rest, the stress will generally increase to a maximum, termed the “overshoot

stress,” and then gradually decrease to a steady state value. Nonlinear viscoelastic

fluids produce similar stress responses, so the presence of a maximum is not suffi-

cient to identify thixotropic behavior. In a purely inelastic thixotropic material, the

overshoot stress will be reached instantaneously, whereas a finite time is required

in a viscoelastic fluid. In reality, owing to instrumental limitations it always takes a

finite time to reach the overshoot stress. The peak stress is often reached after a very

short time, and therefore cannot always be resolved. Nonetheless, the initial stress

response will reflect the microstructure existing at the start of the experiment. In

particular, the stress peak is useful as a characteristic metric of this structure. In one

application, the overshoot stresses are measured after various rest periods, keeping

the same pre-shear rate and duration (an example of intermittent flow). The resultant
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Figure 7.3. Stress transients resulting from sudden changes in the shear rate from various initial

values to 48.6 s−1, for 14% bentonite in water (from Mylius and Reher [22]). The origin corresponds

to the jump to 48.6 s−1.

curve of peak stress versus rest time then provides a fingerprint of the thixotropic

recovery at rest after shearing at a given shear rate.

Figure 7.4 shows a series of such measurements, in which the sample was pres-

heared at 5 s−1 until steady state was achieved, and then allowed to rest for the

indicated periods before shearing again in the same direction at 1 s−1 [23]. For zero

or short rest times, the stress rises monotonically when the flow is restarted. This is

a consequence of a recovery of the structure, which is possible as the shear rate is

lower than the pre-shear rate. For longer rest times a stress maximum develops in the

start-up curves, and grows with increasing rest times. During the longer rest period

the structure builds up sufficiently that it is more developed than at the steady state

condition of 1 s−1. Therefore, the structure will gradually break down upon shear-

ing, causing a maximum in the stress profile. All tests converge to the same final

stress, confirming that this is really the steady state stress at the applied shear rate

of 1 s−1.

In processing applications, intermittent flow measurements can be used to deter-

mine the peak forces required to start up flow after a suspension has been at rest

in the process. Such tests can also be used to assess constitutive model equations.

The peak stress in start-up flows is also used to measure the yield stress, as will be

discussed in Chapter 9.
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oil (after Dullaert [23]).

7.4.2 Hysteresis loops

Unlike start-up and intermittent flows, where time and shear rate can be varied

independently, the shape of the hysteresis loop shown in Figure 7.2 is the result

of the combined effects of shear rate and time. As the shear rate is increased,

the microstructure breaks down gradually, thus reducing the viscosity. Owing to the

relatively slow rate of structure breakdown in many thixotropic systems, the structure

lags behind the increasing shear rate and does not reach its steady state value at any

shear rate during the ascending-ramp test. Therefore the viscosities measured during

ramp-up at each transient shear rate are larger than expected, as they are generated

by a greater degree of structure than expected at the corresponding steady state

shearing condition. In other words, during the ramp-up in shear rate, the structure

breakdown lags behind the shear rate, leading to transient viscosities greater than

those expected at steady state. On the descending branch, the structure continually

rebuilds as the shear rate is decreased. However, the structure again lags the stresses,

and since the stresses are decreasing, the viscosities are lower than those obtained at

steady state. The result is a hysteresis loop for the measured shear stress. The surface

area of the loop has been proposed as a quantitative measure of thixotropy, but the

method has some serious limitations. The result depends on several parameters,

including the shear history prior to the test, the maximum value of the shear rate,

and the rate of acceleration or deceleration.

As shear rate and time change simultaneously in hysteresis experiments, it is dif-

ficult to distinguish the role of each parameter in a straightforward manner. Varying

the test parameters can provide some insight, but this remains difficult to quantify

without reliance on a suitable model. Nonetheless, hysteresis loops can be used as

a fast screening test or for comparison purposes. It should be pointed out that the

presence of a hysteresis loop is, by itself, not absolute proof of thixotropy. Vis-

coelasticity provides another source of hysteresis (see, e.g., [24]), although typically

viscoelasticity is probed by faster ramp rates.
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In Figure 7.2 the stress reaches a maximum before the maximum shear rate, which

is not always the case. Such a local maximum indicates that the rate of structure

breakdown reduces the stress below the stress increase associated with increasing

shear rate. This may occur when the total strain during shearing is still smaller than

the strain required for yielding. The peak stress then reflects yielding, similar to that

observed in start-up experiments. For a number of systems, another deviation has

been reported in which the curve for descending shear rates crosses the ascending

curve [17].

7.4.3 Stepwise changes in shear

Stepwise changes are similar to start-up flows, except that the initial state is not the

rest state but rather a steady state shear flow. A typical response is illustrated in

Figure 7.3. This technique offers some advantages in comparison with the hysteresis

method. Not only is the initial condition well-defined and reproducible, but the shear

rate during the actual test remains constant. Hence, the effect on an established

structure of shearing at a fixed shear rate can be measured as a function of time.

Applying a stepwise change in shear stress, rather than in shear rate, permits

study of the transient response to changes in applied shear stress. This is particularly

useful for samples that exhibit a yield stress. Experiments can now be conducted

above and below the yield value, in contrast to fixing the shear rate whereby the

sample is forced to strain and yield. Comparing transients at constant stress rate and

constant shear rate also provides a critical test for assessing models. The transients

at constant shear rate turn out to be substantially briefer than those at constant shear

stress.

In the application of a stepwise decrease in shear stress from 	i to 	e, the latter

can be chosen to be below the dynamic yield stress 	y. With 	1 > 	y, the suspension

will initially flow after the shear stress is reduced to 	e, even though 	e < 	y, because

the structure has been broken down by shearing above 	y [25]; see Figure 7.5. This

broken-down structure has a lower yield stress or no yield stress at all. The viscosity

will increase with time as the structure gradually recovers at the lower stress level.

As a result, the shear rate will decrease and the viscosity will increase. When the

yield stress of the instantaneous structure reaches the applied stress 	e, the motion
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will stop as the viscosity diverges to infinity. The time required for the flow to stop

can be relevant in some applications, e.g., in some coatings or in the prevention of

settling. This time is not a material constant but will depend on the stress levels used.

The viscosity transients become very sensitive to the applied stress when the latter

approaches the dynamic yield stress of the material.

In the shear thinning region of a steady state viscosity curve, each point can be

expected to correspond to a different level of microstructure. Only at the highest

shear rates, where the thixotropic structure is fully broken down, will a structure

independent of shear rate be achieved. The question then arises as to what rhe-

ological behavior can be associated with each individual microstructure along the

viscosity curve. Consider the microstructure generated by shearing until steady state

is reached at shear rate �̇i , which is characterized by the structure parameter �i. We

wish to determine the viscosity curve associated with this structure, namely �(�i , �̇).

To determine the value of this viscosity at shear rate �̇e, i.e., �(�i , �̇e), the shear

rate is suddenly changed from �̇i to �̇e. Assuming that the microstructure cannot

change instantaneously, the initial stress measured immediately after the change in

shear rate can be assumed to correspond to a suspension with structure �i . Hence,

this initial viscosity corresponds to �(�i , �̇e). By performing stepwise changes from

the same initial shear rate to different values �̇e, the flow curve for a hypothetical

suspension with constant structure �i can be constructed. This procedure has been

proposed by Cheng and Evans [15], and an example is given in Figure 7.6.

7.4.4 Creep tests

Creep experiments can be used to detect thixotropy. An example is shown in

Figure 7.7 [26]. Upon application of a constant small stress on a sample that has

been at rest for a sufficiently long time, the strain will gradually rise to a limit-

ing value. The final strain level increases with the applied stress. This response is

characteristic of a viscoelastic solid, and here reflects the gel state (see Chapter 6).
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et al. [26], copyright 2006, Society of Rheology.)

When the stress is released, the strain will in principle recoil to zero as long as the

applied stress is lower than the yield stress. In practice, there is often some plastic

creep, so not all of the strain is recovered. The viscoelastic nature of the sample, in

combination with the instrument inertia, can cause the strain to describe a damped

vibration, as can be seen in Figure 7.7. This phenomenon is called gel ringing. The fre-

quency of oscillation can be used to calculate the elasticity of the gel (see Chapter 9).

When the applied stress exceeds a critical value, the material will ultimately

flow. The strain will then increase at a constant rate that depends on the applied

stress. Some residual elasticity may remain, so there will be a partial recovery of the

deformation when the stress is released.

In Figure 7.7 the transition between “flow” and “no-flow” does not occur at

a well-defined stress level. Instead, a transitional stress region exists, where flow

is delayed. The delay time decreases with increasing stress. This behavior can be

understood on the basis of slow, stress-driven rearrangements in microstructure that

weaken the structure and ultimately lead to yielding and flow.

Creep behavior will depend on the state of the sample at the start of the experi-

ment. When the stress is applied to a microstructure that is only partially recovered,

continuing structural recovery can compete with breakdown during creep. The jux-

taposition of the two opposing mechanisms can result in complex creep curves [26].

7.4.5 Oscillatory flow

Small amplitude oscillatory shear measurements (SAOS) can nondestructively probe

the recovery of a thixotropic sample at rest. Indeed, the storage modulus at a fixed low

frequency can reflect the level of microstructure. Such an experiment is illustrated

in Figure 7.8, where the modulus-time curves are shown during the recovery after
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shearing, at two different shear rates. A higher pre-shear rate results in lower initial

moduli. Immediately after shearing, the structure is substantially broken down and

the loss moduli are higher than the storage moduli. After some time, the cross-over

point is reached, a possible indicator of the onset of gelation (see Chapter 6).

It can take an extremely long time, days or weeks, for the storage moduli to

reach their equilibrium values. As with glasses, the storage modulus might continue

to grow indefinitely at an ever-decreasing rate. Often the time evolution of the elastic

modulus G′(t) can then be described over a large time range by a power law relation

[27, 28].

Modulus-time curves, at a given frequency, can be recorded during recovery

from different initial conditions, e.g., after shearing at different pre-shear rates, as

in Figure 7.8. If the microstructure evolves along a unique and well-defined path

during recovery, then changing the pre-shear rate will only shift the initial location

on this microstructure recovery curve. For the few cases in which this assumption

has been investigated, the G′(t) curves for different initial shear rates could not

be superimposed [25, 28, 29]. They can even cross each other, as is the case in

Figure 7.8. The different rates of growth for G′ at the intersection point clearly

indicate that the same value of G′ at a given frequency does not necessarily imply

the same microstructure. The cross-over indicates that the recovery at rest proceeds

through different microstructural paths, depending on the initial conditions. This

phenomenon, which has been called structural hysteresis [29], greatly complicates

the modeling of thixotropic phenomena.

Oscillatory flows are not only used to probe structure; at sufficiently large ampli-

tudes such deformations will also induce changes in structure. A steady periodic

deformation or forcing of the structure causes a fundamentally different deforma-

tion than a steady shear or stress. Not surprisingly, this can give rise to a complex,

nonlinear response. The use of large amplitude oscillatory shearing (LAOS) will be

discussed further in Chapter 9.
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7.5 Constitutive equations

Developing models for thixotropic materials remains one of the most challenging

problems in suspension rheology. For practical applications, one would like a rela-

tively simple model with a small number of adjustable parameters to characterize

real thixotropic systems. On a more fundamental level, one would like to derive the

material response from the composition and microstructure on the basis of first prin-

ciples (micromechanical models). Microstructural models for thixotropy are still

poorly developed, and will not be discussed here. The phenomenological models

used to fit experimental data are based on a constitutive equation that links a rheo-

logical response to a given level of microstructure. The latter is expressed by means

of an internal or structure parameter. Its dependence on shear history introduces the

thixotropic time effects. Two approaches can be followed. The first uses a differential

equation to link the rate of change of the structure to the instantaneous conditions

of flow and structure (structure kinetics models). The material properties depend on

the instantaneous values of the flow and structure. In models of the second class, the

parameters of the constitutive equation are linked to the shear history by means of

integral memory functions over the past history of the fluid element. Such a proce-

dure has also been used in the theory of viscoelasticity to link stresses to the shear

history. The models discussed here can, however, be time-dependent but still purely

viscous: so-called dissipative thixotropy models.

7.5.1 Structure kinetics models

Most models for thixotropy are based on the structure kinetics approach. In the basic

constitutive equation, the model parameters are a function of the instantaneous

structure, described by a dimensionless scalar parameter �. Time dependence is

described using an evolution equation that expresses the time rate of change of

� as a function of the shear conditions and current level of structure. Ideally the

constitutive and evolution equations could be derived from first principles to link

the rheology directly to the microstructure, but structure kinetics models do not claim

such a fundamental basis. Instead they use simplified descriptions of microstructure

and its evolution in time. Although semi-empirical in nature, such models can be

applied to a rather wide range of materials, making them useful for characterizing

and comparing various samples.

As noted, most models of this type implicitly assume that a single scalar param-

eter suffices to characterize the microstructure. Originally, such parameters were

associated with the number of “links” between “elements of the structure” (such as

interparticle bonds in a gel-like structure). The structure parameter was conceptu-

alized as representing the fraction of potential interparticle links or other structural

features that are actually formed. Such physical associations are, however, not nec-

essary. The parameter � is normally considered a relative, non-specific measure of

structure. As such its value could be selected to vary between 0 and 1, with � = 1 the

fully developed structure. Occasionally a structure parameter without upper limit

has been proposed, which diverges to infinity for the fully developed structure. This

corresponds to an inverse of the degree of structure, a “damaging factor” that varies
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between 0 and 1 [26]. Such a procedure has been used to model viscosity curves with

both a minimum and an apparent yield stress [30].

Limitations have been encountered when fitting actual data to models based on

a single structure parameter. Some authors have added a second scalar structure

parameter [31, 32]. This enables a distinction between the growth of a network

structure, as it occurs at rest, and the growth of individual flocs, as happens when the

shear rate is gradually reduced. In this respect, such models are similar to those for

flocculated suspensions discussed in Chapter 6. The structural hysteresis mentioned

in Section 7.4.5 could be described using this procedure.

On physical grounds such as those presented in Chapter 3, it could be argued

that the characterization of microstructure in a colloidal suspension requires at least

a second-order tensor. This enables a description of the structural anisotropy that

is known to occur in flowing colloidal suspensions (e.g., [33–35]), and which can

be commonly observed in flow reversals [36–38]. Thixotropy models with tensorial

structure parameters have been proposed [39–41] but have not found significant

application to date.

For inelastic thixotropic materials, a general, one-dimensional model can take

the following functional form [15]:

	(t) = f1 [�(t), �̇ (t)] ,

d�(t)

dt
= f2 [�(t), �̇(t)] .

(7.1)

The first equation expresses a constitutive model that relates the stress at time t to

the structure �(t) at that time and to the instantaneous shear rate. Thixotropic effects

enter through the time-dependent structure parameter. In principle, Eq. (7.1) can

also be written in a more general three-dimensional form, but such a form has been

used only rarely [42]. The second equation expresses the rate of change of �(t). As

given, the expression implies that this only depends on the instantaneous structure

and the instantaneous shear rate. In this manner, the effect of shear history can be

described while only parameters at time t are considered, as is also the case for

differential models of viscoelasticity [43].

7.5.1.1 Basic constitutive equation

For the derivation of specific models based on Eq. (7.1), the two functions have to

be specified. A general form of the constitutive equation for inelastic materials can

be written as

	(t) = 	y [�(t)] + �� [�(t), �̇(t)] �̇(t) + ��=0 [�̇(t)] �̇(t). (7.2)

Equation (7.2) describes visco-plastic materials with a structure-dependent yield

stress 	y[�(t)], a contribution �� from the structure, and a viscosity ��=0 from

the structureless material. Most thixotropic suspensions have a yield stress that

is included explicitly in the model. The yield stress is associated with the gel state,

which can be expected to induce elastic forces. Therefore, the plasticity term 	y has

in some models been replaced by an elastic stress corresponding to a yield strain [31,
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32]. In the consideration of structures generated by steady state shearing, it can be

argued that only the structure at zero shear rate can actually lead to a yield stress.

This argument leads to a substitution for the yield stress of a viscosity that diverges

at zero shear [26, 44]. On the other hand, a Bingham yield stress may be needed

to accurately describe the relevant low shear part of the flow curves at intermedi-

ate structure levels. Figure 7.6 illustrates that the iso-structure viscosity curves can

exhibit shear thinning at low shear rates. Flocs can also cause elastic stresses [45],

and therefore stresses above the yield stress may also contain an elastic component.

In Eq. (7.2) the shear rate dependent stress is divided into a structural contribu-

tion (��) and a term that reflects the viscosity of the material without any thixotropic

structure (��=0). The latter term could be included directly in the term for �� as

the limiting value when � tends to zero, but here it is kept as an explicit term in the

model. The �� term is usually assumed to be Newtonian. Taken together with

the yield stress, this results in Bingham behavior for a given structure. Alternatively,

a Herschel-Bulkey model (Eq. (1.37)) can be associated with each � [31, 46, 47]. This

often seems a reasonable approximation. Allowing for the power law index of the

Herschel-Bulkley model to be a function of � [42] could provide more accuracy, but

increases the model’s complexity and the number of model parameters, which are

already numerous in thixotropic models.

An alternative to Eq. (7.2) as the basic constitutive equation for a constant level

of structure is the generalized Maxwell model. The Maxwell modulus GM and/or the

Maxwell viscosity �M is then made a function of �. In one-dimensional form,

d

dt

(

	

GM(�)

)

+
	

�M(�)
= �̇ . (7.3)

The same procedure has been used to derive nonlinear viscoelastic models for poly-

mer liquids, e.g., the Phan Thien–Tanner model [48]. Modeling thixotropy by start-

ing from a viscoelastic constitutive equation seems logical when the suspending

medium itself is viscoelastic, as is the case for filled polymers or nanocomposites (see

Chapter 10). Similar models have been proposed for other thixotropic systems such

as blood and foodstuffs. Equation (7.3) can be further modified by adding a purely

viscous term to the Maxwell stress [30], or by introducing an additional retardation

mechanism, i.e., using a Jeffery model [49].

7.5.1.2 Dependence of the rheological parameters on structure

The parameters appearing in the constitutive equation are generally linked to the

structure parameter by rather simple relations. A more detailed treatment is often

hampered by the lack of adequate microstructural information. There is also a

desire to limit the number of adjustable parameters. Some common features can

be observed in the various models, but no general expression has emerged. For the

yield stress, a linear relation with � is normally assumed. More complex relations

have been proposed [50], e.g., higher powers of � [31] or the application of � only to

part of the yield stress [47]. For the structural viscosity term, similar dependencies

on � can be found, including a higher power of �.
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A relatively simple constitutive equation, which has served as the starting point

for a number of specific models, is

	(t) = �(t)	y,0 + [kst �(t) + k0] �̇(t)n. (7.4)

Here 	y,0 is the yield stress of the fully structured sample, kst and k0 the consistency

indices for the fully structured and zero structure conditions, respectively, and n the

power law index. The latter is often set equal to unity, whereupon the term in square

brackets becomes a structure-dependent viscosity.

When one starts from a Maxwell model, the structural part of GM is normally

considered to be constant or to change linearly with �. Various expressions can be

used for �M to enable the viscosity to vary between the limiting values at low and

high levels of structure. Using (1−�) or a similar term in the denominator [30, 51],

the viscosity can be made to diverge in the limit of a completely developed structure.

In testing such models, the properties along iso-structure conditions can in prin-

ciple be measured, as shown in Figure 7.6. Such tests provide insight into how the

various model parameters change with microstructure. When there is a simple rela-

tion between one of the rheological parameters and �, this rheological parameter

can be substituted directly for the structure parameter.

7.5.1.3 Rate equation for the structure parameter

As expressed in Eq. (7.1), a rate equation for the structure parameter is required in

order to close the set of equations. The usual format is inspired by the rate equa-

tions used in chemical kinetics. Physical arguments are often used to select specific

terms in the equation. As an example, the rate of change of � can be assumed

to be the net result of two competing “reactions:” structure buildup and structure

breakdown. The rate of change for each is expressed as a function of the instanta-

neous shear rate and the instantaneous structure. A typical general form of such rate

equation is

d�

dt
= −k1�̇a�b

+ k2(1 − �)c
+ k3�̇d(1 − �)e, (7.5)

where ki are model constants. The first term on the right-hand side represents the

rate of breakdown, and is assumed to be proportional to a power of the shear rate

as well as a function of the degree of microstructure �. The dependence on � is

often assumed to be linear. For the dependence on shear rate, a linear relation is the

most common, although higher powers are encountered [19, 42, 51, 52]. It has been

argued that shear stress or an energy term [49], rather than shear rate, should be

the controlling factor for structure breakdown. This will, however, complicate the

model by making the equations implicit.

The second term on the right-hand side of Eq. (7.5) expresses the rate at which

microstructure rebuilds. It is taken to be proportional to (1−�), i.e., to the frac-

tion of structural elements that are broken down. Structure buildup is sometimes

assumed to depend on a higher power of (1−�), or not to depend on the instanta-

neous structure at all. Structure buildup in suspensions usually proceeds by means of

a flocculation mechanism, and is assumed to be driven by Brownian motion (periki-

netic flocculation). Hence, structure buildup does not depend on shear rate in these
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simple models. As discussed in Chapter 6, shear can, however, induce flocculation

in colloidal suspensions by facilitating collisions: so-called orthokinetic flocculation

[53]. This process is also known to affect the rate of structure buildup in thixotropic

systems. As discussed in Section 7.2, buildup during shear can be more rapid than

at rest. At rest, structure building can slow down significantly, or apparently even

arrest, because flocs cannot move significantly in the highly viscous suspension. This

can be observed, for instance, in polymer/clay nanocomposites [54]. To account for

the effects of shear on structure building, a term for shear-induced flocculation (the

third right-hand term) can be added to Eq. (7.5). As for the Brownian term, it is

taken to be proportional to the fraction (1−�) of broken-down structure. For reasons

of simplicity, and as a first approximation, a linear dependence on shear rate can

be incorporated. On the basis of theoretical work by van de Ven and Mason [55]

on aggregation in dilute systems at low Péclet numbers, a power of 1/2 has also been

proposed [32].

A rather simple rate equation that often provides an acceptable approximation

is

d�

dt
= −k1�̇� + k2 (1 − �) + k3�̇d (1 − �) , (7.6)

where d is, e.g., 1 or 1/2 and the values of the variables are those at time t. In

combination with Eq. (7.4), a first approximation of thixotropic behavior is obtained.

An example of a simplified application of this approach to data collected on a model

suspension is given in the Appendix.

Often Eq. (7.5) or (7.6) describes reasonably well the steady state behavior

and the general trends in transient flows when the parameters are varied. How-

ever, the detailed shape of the transient curves is not necessarily reproduced accu-

rately. In some cases the shape of the transients can be adjusted without altering the

steady state by using a common prefactor for all the terms on the right-hand side of

Eq. (7.6). Such a procedure has been used to describe a slowdown of the tran-

sients in the approach to the steady state [30] or to generate stretched exponen-

tials (∝ exp (±atm)) rather than simple exponentials for the transients [32]. This is

achieved by using 1/tn as the common pre-multiplier.

In some equations the rate of change of � is expressed as a function of � − �ss . The

steady state structure (�ss) at the applied shear rate then serves as the reference state,

rather than being the result of the dynamic equilibrium between the rates of buildup

and breakdown. This approach is physically less satisfactory, although admissible

in a phenomenological model. It is also less suitable for describing shear histories

involving variable shear rates, because the reference condition then also changes

continuously. Such models require that the steady state be specified explicitly as a

function of shear rate, and that separate equations for buildup and breakdown be

given. A general form for an equation for the rate of breakdown is

d�

dt
= ki �̇

a′

(� − �ss)b′

, (7.7)

with a similar expression for the buildup rate. Such models are meaningful for

describing less reversible or irreversible, flow-induced time effects.
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7.5.2 Integral models

Time dependence can also be incorporated by expressing the stress at time t as

the cumulative effect of all strains applied at various times t′ in the past. Each

contribution from time t′ is weighted by a “memory function,” a decaying function

of the history time s (= t − t ′). Integral models of viscoelasticity are generated in this

manner. For thixotropic materials one is often interested in rather dramatic temporal

changes in viscosity, whereas elastic effects as normal stresses and stress relaxation

can be ignored. The time dependence of purely dissipative materials can also be

described by means of integral memory functions. The starting point is a model for

inelastic, non-Newtonian (“generalized Newtonian”) fluids (see Section 1.2). As in

other thixotropic models, one starts from a constitutive equation linking the stresses

at time t to the structure at time t. The time dependence is now introduced by

linking the structure parameter, or the parameters of the model, to the shear history

by means of integral memory functions. Because the stress tensor at time t is not

expressed with a function of the strain rate history, as in the viscoelastic theories, the

viscosity varies with time without the introduction of elastic effects such as normal

stress differences.

One starting point for integral models of thixotropy is the generalized Bingham

model, which in three-dimensional form is written as

�(t) =
	B(t ′, t)
√

II�(t)
�(t) + �B(t ′, t)2D for II	 > 	2

B, (7.8)

where 	 is the deviatoric stress and II	 the second invariant of the stress tensor.

Slibar and Paslay [56] were the first to propose an equation of this type, in which

they assumed the Bingham viscosity �B to be constant. Reversible time effects were

introduced through a memory function for the Bingham yield stress,

	 B
y (t) = 	 B

0 −

∞
∫

s=0

√

II�̇ e−�sds

� +

∞
∫

s=0

√

II�̇ e−�sds

(

	 B
0 − 	 B

∞

)

, (7.9)

in which II�̇ is the second invariant of the shear rate tensor and � and � are model

parameters. The limiting values of the yield stress at the initial (s = 0) and infinite

(s = ∞) time in the past are given by, respectively, 	B
0 and 	 B

∞
. This model can

describe many general features of thixotropic systems. The yielding behavior of

real systems is, however, often more complex. A history-dependent viscosity can be

added by means of a separate memory function [57].

Specific models derived from Eq. (7.8) have not been applied to any extent

to thixotropic suspensions in viscoelastic media. Rather, for filled polymers and

nanocomposites with thixotropic features, a history-dependent yield stress has been

added to nonlinear viscoelastic models (e.g., [58–60]).
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Summary

Flow-induced changes in structure in suspensions can evolve over significant time

spans, resulting in slow rheological transients. Thixotropy occurs in many suspen-

sions, especially flocculated dispersions and glasses. It is important in many products

and in many processes. Rheological manifestations of thixotropy are plentiful. Some

are similar to the viscoelastic phenomena encountered in polymer materials. How-

ever, suitable thixotropy models differ from those used for normal polymers. Simple

models can qualitatively generate the basic transients that are encountered with real

systems. Describing the full range of thixotropic phenomena in detail remains one

of the most challenging problems in suspension rheology. The Appendix illustrates

the application of a relatively simple model in determining model parameters and

assessing models.

Appendix: Parameter estimation and model assessment

In this appendix we illustrate how experiments can be designed to determine param-

eters in simple thixotropic models. This provides a practical example and further

illustration of the concepts covered in this chapter. The data are obtained for a non-

aqueous suspension of 2.9% fumed silica [23]. A simple model (see, e.g.[61]) that

describes the basic thixotropic features is the following:

	 (t) = � (t) 	y0 + � (t) �str �̇ (t) + �0�̇ ,

d�

dt
= −k−�̇� + k+Br (1 − �) ,

d�

dt
= 0 ⇒ �ss =

k+Br

k−�̇ + k+Br

.

(7.A1)

This model allocates to each structure a Bingham behavior with a yield stress �	y,0

and a plastic viscosity (��str + �0). The microstructural contributions to yield stress

and viscosity are taken to be linear in �. The rate constants k− and k+Br of the

kinetic equation describe, respectively, shear-induced breakdown and Brownian

recovery. Shear-induced growth of the structure is neglected here, which will reduce

the accuracy. An expression for the structure �ss at steady state follows directly from

the kinetic equation (third line of Eq. (7.A1)).

The model parameters 	y,0 and �0 are determined by the limiting low and high

shear steady state behavior, as illustrated in Figure 7.9. The remaining three param-

eters of the model were fitted with the data for a stepwise decrease in shear rate

from 5 s−1 to 0.1 s−1. Figure 7.10(a) shows the data and the fit by the model for

various final shear rates. Systematic deviations can be seen at higher shear rates.

The predicted rate of change lags behind the experiments, suggesting a contribution

from flow-induced structure growth. The predicted evolution of the microstructure

as characterized by � is illustrated in Figure 7.10(b). Fitting the rate constants at a

shear rate higher than 0.1 s−1 can reduce the largest deviations at high shear rates, but
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Table 7.2. Model parameters.

	y,o (Pa) �o (Pa s) �st (Pa s) k− k+Br

8.5 2.014 7 29 0.075 0.03

Figure 7.9. Steady state flow curve and determination of model parameters by fitting limiting

behavior, for 2.9% fumed silica dispersion (data from Dullaert [23]).

Figure 7.10 (a) Data and predictions from the model of Eq. (7.A1) for stepwise reductions in shear

rate (initial shear rate 5 s−1). (b) Predicted changes in � for the same experiments; sample as in

Figure 7.9.

will introduce deviations at lower shear rates. The full set of the model parameters

so determined is shown in Table 7.2.

In order to assess the model further, the predicted response to a sudden increase

in shear rate is compared with experimental data in Figure 7.11. The stresses are

observed to reach a peak after a finite time. This is the result of elastic stretching of

the flocs. The peak stresses occur at very short times, and should be distinguished

from apparent overshoots caused by the instrument dynamics of the rheometer.

Lacking elastic stress components, the model cannot describe overshoots. Instead

the peak stress will be predicted to occur at time zero. The time required to achieve
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Figure 7.11. Predictions from the model of

Eq. (7.A1), compared to data for a sudden

increase in shear rate; the initial shear rate

is 0.1 s−1 for all cases; sample as in Figure

7.9.

Figure 7.12. Predictions from the model of Eq. (7.A1) compared to data for a sudden decrease

in shear rate; the final shear rate is 0.1 s−1 for all cases: (a) unscaled, (b) scaled according to

Eq. (7.A2).

steady state is modeled reasonably well. Deviations of the final stresses depend on

the accuracy with which the steady state data can be described.

As a final evaluation of the model, a series of step rate experiments with a

decrease (�̇i → �̇e) from various initial shear rates to the same final shear rate are con-

sidered; see Figure 7.12(a). In Figure 7.12(b) the stresses have been scaled between

the initial and final values:

	sc =
	 (t, �̇e) − 	 (∞, �̇e)

	 (0, �̇e) − 	 (∞, �̇e)
. (7.A2)

The values for the initial stresses after the stepdown in shear rate have been

calculated from the model using the steady state structure parameter at �̇i . Almost

all simple models (at least those with a single structure parameter) predict that the

scaled stresses defined by Eq. (7.A2) should superimpose. This is not necessarily the

case for real materials, but it applies in the present case. As elastic effects cannot

be described by this simple model, the initial stress relaxation is not captured.

This example illustrates the practical application of a simple thixotropic model

to a data set sufficient to determine model parameters as well as to independently

test the range of model validity. Of course, the model itself could be refined further,

as illustrated in [32]. For example, introducing elastic stresses provides the means to

describe the initial part of the transients, i.e., overshoots at finite strain as well as stress
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relaxation. Furthermore, the kinetic equation could be extended to include flow-

induced aggregation, and more complex effects of shear rate could be incorporated

as well. Such additions, however, increase model complexity and introduce more

fitting parameters. As the models are phenomenological, the increase in complexity

has to be justified by a commensurate increase in utility.

Chapter notation

fi 1 = 1, 2: functions defined in Eq. (7.1)

k0 consistency index for � = 0, Eq. (7.4) [Pa sn]

kst consistency index for structure contribution, Eq. (7.4) [Pa sn]

ki rate constants, i = 1, 2, 3, Eq. (7.5)

s history time, counting from the present time t to any time t′ in the past [s]

t′ time in the past (t ′ < t) [s]

Greek symbols

� model parameter in Eq. (7.9) [t−1]

� model parameter in Eq. (7.9) [-]

� structure parameter [-]

	sc scaled stress, Eq. (7.A2) [-]

	y,0 yield stress at equilibrium, i.e., with structure fully developed [Pa]

Subscripts

B Bingham parameter

e final value after a stepwise change

i initial value, before a stepwise change

ss steady state

st contribution from the structure
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8 Shear thickening

8.1 Introduction

A commonplace example of the phenomenon of shear thickening in suspensions

is cornstarch. Mixed in water under the right conditions, it exhibits a well-known

behavior: although it can flow under gravity and be stirred, when it is stirred fast

or kneaded, it appears to nearly solidify and strongly resists stirring [1]. Upon a

reduction in the stirring speed or applied stress, the material returns to its fluid-

like state. Such aqueous dispersions of starch are commonly found in classroom

demonstrations, as this remarkable rheological behavior continues to inspire very

young students as well as accomplished scientists to inquire more deeply into the

nature of multiphase flows.

In a seminal review of shear thickening in suspensions [2], Howard Barnes writes:

We shall find that so many kinds of suspensions show shear thickening that one is

soon forced to the conclusion that given the right circumstances, all suspensions

of solid particles will show the phenomenon. It is important to note also that in

suspensions, the shear thickening is almost immediately reversible, that is to say

as soon as the shear rate is decreased, the viscosity (however high it might be)

immediately decreases.

Indeed, as discussed in Chapter 3, shear thickening is predicted and observed for

dilute dispersions of hard spheres. Figure 3.1 demonstrates that shear thickening

can lead to a viscosity higher than the zero shear viscosity, so that very high stresses

are encountered in the high shear rate flow of colloidal dispersions. This can be a

challenge to the processing of suspensions, limiting pumping, coating, and spraying

operations as well.

A related but distinct phenomenon associated with granular flows is also com-

monly observed in nature. Granular dispersions can exhibit dilatancy, investigated

and documented by Osborne Reynolds in 1885 [3]. He reported the increase in vol-

ume of a wet sand dispersion upon deformation. The origin of dilatancy is well under-

stood, as frictional interactions in the suspension require the particles to expand their

total volume in order to flow [4]. There are many important geological effects of the

flow-induced volume expansion associated with dilatancy that one can observe in

nature, such as the drying of sand on a wet beach when it is walked upon, avalanche

252
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flows, and “singing sand.” The seminal work of Bagnold [5, 6] shows that dilatant

granular flows should exhibit a shear stress that scales with the square of the applied

shear rate (but see the work by Hunt and coworkers for a review of the experiments

[7]). This frictional flow of dense suspensions is to be distinguished from the shear

thickening flows typically observed in colloidal dispersions, such as that shown in

Figure 3.1.

Shear thickening, as discussed here, is also distinct from the thixotropic or irre-

versible rheopexy often associated with the shearing of unstable colloidal dispersions

[8]. The term rheopexy typically refers to the increase in viscosity with time of some

thixotropic materials held at constant low shear rate (or stress). As noted in Chap-

ters 6 and 7, changes in the state of aggregation or coagulation can lead to viscosity

changes, including increases, with time. The focus in this chapter is on reversible

shear thickening in stable colloidal dispersions, although in practice shear thicken-

ing may also be associated with irreversible particle aggregation and dilatancy.

Shear thickening in colloidal dispersions often seriously limits formulations for

coating and spraying operations, as well as flow rates for pumping concentrated

dispersions. Controlling its occurrence is critical in modern cement formulations

[9, 10], and is important in oil field applications as well [11]. However, shear thicken-

ing dispersions have mechanical properties that can also make them uniquely qual-

ified for specific applications. Indeed, because of their unique rheological response,

shear thickening fluids have been proposed as dampers and shock absorbers [12, 13],

as well as for ballistic [14] and puncture-resistant protective composites [15]. Field

responsive shear thickening fluids can also be controlled by external fields [16]. As

will be shown herein, the origins of reversible shear thickening in colloidal disper-

sions differs fundamentally from frictional dilatancy or shear-induced aggregation.

Control over shear thickening is enabled by connecting the macroscopic shear thick-

ening response to the particle properties, interparticle interactions, and imposed

flow.

8.2 Landmark observations

“Inverse plasticity” was a term used to describe an all-too-common property of coat-

ings, such as paints and inks, whereby increasing the rate of shear leads to an increase

in the viscosity of the dispersion [17]. The terminology was a natural extension of

the term “plasticity” to describe yielding and shear thinning viscous materials. As

shear thickening is extremely detrimental to the ability to apply coatings at higher

rates, it became an early challenge for industrial research and development scientists

working on paint formulations. As such industrial formulations can be very complex,

and often proprietary, the more fundamental work reported in the literature from

these same industrial scientists is for model systems comprised of starch granules

dispersed in water and other solvents. Figure 8.1 is an example of such data on

cornstarch, where Newtonian, “plasticity” and “inverse plasticity” are all apparent.

The striking results for curves labeled V–IX show a material that, past a certain

critical rate or applied load, simply refuses to flow faster! Early work identified con-

ditions (such as suspending media and starch concentrations) required to realize this



254 Shear thickening

0

1

2

3

4

5

6

R
a
te

 o
f 
s
ti
rr

in
g
 (

re
v
 s

−
1
)

7

8

9

10

11

12

500

VI

XIIXIX

V

IV

III

II
I

35.7

37.0

34.5

39.2

41.7

43.5

44.4

40.0

40.6

42.6

43.5

44.4

VII

VIII

IX

XIII

1000

Load in grams on stirring device

1500

Figure 8.1. Results from a modified Stormer viscometer for starch dispersions exhibiting viscous

flow curves. Note that curves V–IX show strong “inverse plasticity,” while I–IV show milder shear

thickening behavior. (Reprinted with permission from Williamson and Heckert [1], copyright 1931,

American Chemical Society.)

response and their influence on the supposed critical rate of flow at the onset of the

limiting response. These early investigators were aware of the possible connections

to dilatant suspension flows and were quick to identify critical differences between

“inverse plasticity” and dilatancy [1].

Dilatancy associated with volume expansion was attributed to packing effects,

whereby shearing a dispersion above a critical packing fraction was associated with

particles expanding their occupied volume. This was well known in geology with

respect to granular flows [4], and the basic concept is shown in the image reproduced

in Figure 8.2 from the discussion of dilatancy by G. W. Scott Blair [18].

A limiting shear rate for ever-increasing shear stresses was reported for disper-

sions of quartz particles by Freundlich and Röder [19] in their seminal investigations

published in 1938. In this work, a sphere was pulled up through fluids and suspensions

at constant stress, provided by weights attached to the sphere via a string and pulleys.

As expected, the speed of motion of the sphere increased linearly with its weight,
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Figure 8.2. Face-centered cubic array of spheres subject to a deformation that requires a volumetric

expansion. (Reprinted with permission from Scott Blair [18], copyright 1939, American Chemical

Society.)

Figure 8.3. Diagrams from the 1938 paper by Freundlich and Röder, illustrating experiments in

which a sphere was pulled up through various suspensions at constant stress by means of a string

and pulleys: a Newtonian fluid (curve 1), a colloidal suspension exhibiting shear thickening (curve

2), and a yield stress fluid (curve 3). The left (a) and right (b) cartoons of particle arrangements

correspond to parts а and b, respectively, of curve 2. (Reprinted with permission from Freundlich

and Röder [19].)

as shown in curve 1 of Figure 8.3. However, as with the concentrated cornstarch

suspensions, a limiting speed was reached with sufficient added weight. Without

direct experimental evidence, the authors postulated that the transition from a low

viscosity fluid to a limiting shear thickening behavior (from a to b in curve 2 of

Figure 8.3) is accompanied by a transition in microstructure from a highly orga-

nized, layered particle flow to a disorganized state, whereby particle flow is greatly

hindered. This postulated mechanism of shear thickening does not require volumet-

ric dilatancy.

Metzner and Whitlock [20] studied titanium dioxide suspensions in various sus-

pending media and reported strong shear thickening for the more concentrated

suspensions, as shown in Figure 8.4. Dilatancy was observed by visual roughening

of the liquid surface in the Couette cell and was reported to occur a shear rates
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Figure 8.4. Shear stress versus shear rate for suspensions of TiO2 in water at various particle

loadings (after Metzner and Whitlock [20]).

lower than those for which shear thickening was observed. Further data on other

suspensions showed samples for which no surface drying or roughness was observed

prior to or during shear thickening. The critical shear rate for shear thickening was

observed to decrease with increasing medium viscosity, pointing to the importance

of the medium viscosity. Their extensive survey of the literature to date led them to

conclude: “Thus it is clear that volumetric dilation may occur quite separately from

dilatancy in the rheological sense.”

Bauer and Collins [21] reviewed the state of the art in 1967, defining dilatant

behavior and distinguishing it from rheopexy and shear rate thickening. An emerging

hypothesis for shear thickening in colloidal dispersions, as observed in pigment

dispersions such as inks and paints, was that of shear-induced aggregation [22].

Shear thinning was associated with shear-induced break up of weakly flocculated

dispersions (as discussed in Chapter 6), whereas further increases in shear rate could

result in shear aggregation. Shear forces were presumed to be strong enough at the

point of shear thickening to drive particles over the repulsive barrier, so that strong,

short-range attractions maintain a flocculated state (see, for example, Figure 6.9 and

the associated discussion). Morgan [22] studied red iron oxide pigment, varying the

colloidal stability (e.g., by varying pH), and determined a “dilatant stress” as the

stress increase above that expected by simply multiplying the applied shear rate by

the zero shear viscosity (i.e., by assuming a Newtonian behavior). Figure 8.5 shows

that the point of maximum stability (highest surface charge) corresponds to the

minimum shear thickening behavior. This led Morgan to conclude: “. . . rheological

dilatancy results from a progressive increase in flocculation due to shear.”

In related work on the shear thickening rheology of clay and latex suspensions

and their mixtures, Lee and Reder [23] provided a more quantitative model, bal-

ancing the hydrodynamic forces driving particles together against the colloidal

repulsive forces. This permitted the derivation of a relationship for the critical

shear rate for shear thickening as a function of the particle size, colloidal stability,

concentration, and medium viscosity. The shear thickening was assumed to be due
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Figure 8.5. Dilatant component of the shear stress for two different red pigment concentrations as

a function of pH, compared with the adsorbed charge (after Morgan [22]).

Figure 8.6. Shear rheology of a PVC latex at various volume fractions. The images from Hoffman

show white light scattering patterns with a six-fold pattern, indicative of the microstructure before

shear thickening, and a circular pattern, characteristic of the shear thickened state. (Used with

permission from Hoffman [24], copyright 1972, Society of Rheology.)

to an increase in effective particle volume fraction, by accounting for the sus-

pending medium trapped within the shear-flocculated clusters. In particular it was

determined and verified experimentally for their systems that “The critical shear

rate decreases with increasing particle size, medium viscosity, and concentration,

and increases with increasing colloidal stability.” Furthermore, the authors deter-

mined that the extent of shear thickening increases with particle anisotropy.

As noted in the introduction to this chapter, many shear thickening disper-

sions are immediately reversible upon flow cessation, ruling out particle aggrega-

tion, which would lead to time-dependent and irreversible rheological properties.

Nonetheless, micromechanics would indicate that shear-induced changes in parti-

cle microstructure must be at the root of the increase in viscosity. Hoffman [24]

developed a rheo-light scattering instrument employing white light to qualitatively

record microstructural changes in charge stabilized colloidal latices. As noted in

Chapter 4, dispersions of monodisperse charged colloids can order either at rest or

under shear flow. As shown in Figure 8.6, a strong discontinuous shear thickening
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Figure 8.7. (a) Components of the shear viscosity as a function of Pe; (b) percentage of particles

in clusters with a given number of particles [26]; (c) illustration of a 2D microstructure in the shear

thickened state, where the direction of shear flow is from left to right (used with permission from

Brady and Bossis [27]).

was accompanied by changes from a relatively low viscosity, highly ordered shear-

ing microstructure, as evidenced by the six-fold symmetric scattering pattern, to

a high viscosity, disorganized microstructure, as shown by the symmetric scattering

ring. This order-disorder mechanism for shear thickening follows the microstructural

hypothesis of Freundlich and Röder [19] but, in related theoretical work, Hoffman

was able to develop a quantitative, mechanistic understanding for the onset of this

microstructural instability [25] as related to lubrication hydrodynamics.

The development of Stokesian dynamics (SD) [26, 27], a robust simulation

method appropriate for colloidal suspensions (see also the discussion in Chapters 2

and 3), provided a fundamentally different mechanism for shear thickening, namely

the formation of “hydroclusters” due to short-range lubrication forces acting

between particles. Shown in Figure 8.7(a) is a plot of relative viscosity versus

Péclet number (Pe) for a suspension of Brownian hard spheres (in a shearing mono-

layer). The simulations also generate the separate components due to Brownian and
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hydrodynamic forces. As seen, and as discussed extensively in Chapter 3, when Pe

approaches order unity the viscosity shear thins as a result of microstructural rear-

rangements that reduce the resistance to flow from the Brownian forces, but leave

the hydrodynamic component essentially unchanged. The shear thickening behavior

at high Pe is due solely to the hydrodynamic component. Figure 8.7(b) presents the

cluster size distribution in the dispersion for low, intermediate, and high Pe values,

showing how the particles cluster at higher Pe. In Figure 8.7(c) a typical cluster can

be seen to span the compressional axis of the flow field in the simulation box. Upon

flow reduction or cessation, the clusters relax and the dispersion returns to its equilib-

rium state. These early SD simulations demonstrated that lubrication hydrodynamic

interactions are responsible for the increased stresses in the shear thickened state.

Furthermore, no order-disorder or shear-induced aggregation relying on colloidal

instabilities was necessary for shear thickening in colloidal dispersions.

Laun and coworkers at BASF [28] conducted a series of studies of colloid

latex formulations by combined rheology and flow-small angle neutron scattering

measurements to determine the colloidal microstructure under flow. Through mea-

surements in Couette and plane Poiseuille flow, using particles of various types, sizes,

and polydispersity as well as different suspending media, they demonstrated that the

order-disorder transition observed by Hoffman was neither necessary nor sufficient

to induce shear thickening in charge stabilized polymer latices. These results have

been confirmed by multiple experimental groups on many different systems [28–35].

Further confirmation of the important role of hydrodynamic interactions was

achieved through the application of rheo-optical techniques. D’Haene et al. [36]

showed the existence of shear-induced colloidal structures with flow anisotropy

in polymer stabilized latices, consistent with the SD simulations via scattering

dichroism under flow. Applying the same method to colloidal silica dispersions,

Bender and Wagner derived quantitative stress-optical relationships [37] which

permitted experimental determination of the contributions to the shear stress [38].

Figure 8.8 shows the results for both ascending and descending steady shear flows,

which confirm SD simulation predictions that reversible shear thickening is driven
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by hydrodynamic interactions. This result was further confirmed by stress-jump

measurements of the components of the viscosity by O’Brien and Mackay [39].

However, these authors also found a pronounced elastic stress component for

strongly shear thickening samples, which was attributed to the effective volume

fraction of the hydrodynamic clusters reaching a value sufficiently high for the

sample to be dilatant. The authors observed the sample to become opaque and to

fracture under extreme shear thickening conditions.

These observations provide a necessarily brief overview of the rich historical

development of the understanding of shear thickening in colloidal dispersions. Refer-

ring to Figure 3.1, it is evident that concentrated colloidal dispersions can exhibit the

same viscosity at two (and sometimes even three) very different shear rates (or shear

stresses). The experimental data presented here show that the viscosity in the shear

thickened state arises from hydrodynamic forces and corresponds to very different

colloidal microstructures than those evident in the shear thinning regime.

Osborne Reynolds and dilatancy

The prolific scientist and engineer Osborne Reynolds (1842–1912) was the first

Professor of Engineering at the University of Manchester and is world renowned

for his studies on fluid mechanics (e.g., the Reynolds number, Section 2.6.2), the

kinetic theory of gases, and the mechanical equivalent of heat, as well as for many

technological inventions. Motivated by observations of the deformation of wet

granular assemblies, such as wet beach sand when walked upon, he reported stud-

ies of dense, wet granular masses confined in India rubber bags [3]. When closed,

squeezing results in a solidification of the mass under stress. When connected to

a fluid reservoir, the same applied stress results in a volumetric expansion and

deformation, where fluid is drawn into the bag as the deforming granular phase

expands in volume. He named this property

“dilatancy,” because the property consists in a definite change of bulk, con-

sequent on a definite change of shape or distortion strain, any disturbance

whatever causing a change of volume and general dilation.

Reynolds developed a microstructural model based on granular packing effects

(similar to Figure 8.2) and explored the role of the suspending medium, friction,

and many other properties. Equally interesting are Reynolds’ thoughts on the

broader implications of his discovery with respect to the kinetic theory of matter,

as this work was done during a formative period in atomic theory:

And as it seems, after a preliminary investigation, that in space filled with

discrete particles, endowed with rigidity, smoothness, and inertia, the property

of dilatancy would cause amongst other bodies not only one property but all

the fundamental properties of matter, I have, in pointing out the existence of

dilatancy, ventured to call attention to this dilatant or kinematic theory of aether

without waiting for the completion of the definite integrations . . .
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8.3 Shear thickening colloidal dispersions

8.3.1 Dilute dispersions

Shear thickening is used to describe the reversible increase in dispersion viscosity

with increasing shear rate, and is distinguished from shear-induced aggregation and

dilatancy (volumetric increase upon shearing). Given the rather dramatic rheological

response associated with shear thickening, it may be surprising at first to recognize

that even very dilute dispersions, such that only two particles can interact, will exhibit

shear thickening [40]. This was presented in Figure 3.10(a), where the same general

features are observed as in the more concentrated dispersions shown in Figures 8.8

and 8.7. Specifically, at Pe ∼O(1), the sample exhibits shear thinning behavior, but

for higher rates of shear, the viscosity rises to a value greater than its low shear value.

Also consistent across all three sets of results is that the shear thickening viscosity

is dominated by the hydrodynamic component of the viscosity, unlike the low Pe

viscosity, which is dominated by the Brownian forces. This increase in hydrodynamic

viscosity is consistent with a distinct change in the microstructure of the shearing

suspension, as shown previously in Figure 3.11. The plot of the probability of finding

a neighboring particle in the shear flow at low Pe (Figure 3.11a) shows increased

probability diffusely spread over the compression axis of the flow, with a correspond-

ing reduction in probability along the extensional axis. This transitions at high Pe to

a microstructure where the probability of finding a neighbor is only significant in a

very sharp, thin boundary layer that is swept further along the particle by the flow

(Figure 3.11d). In this boundary layer the hydrodynamic interactions acting between

the colloidal particles are governed by lubrication hydrodynamics [41]. Figure 8.9

illustrates how the lubrication hydrodynamic force acting along the line of centers

depends on the surface-to-surface separation h between the particles. For smooth

surfaces, this force diverges in inverse proportion to the separation distance, so the

force required to drive two particles together at constant velocity (or, equally, the

force required to separate two particles) along this direction becomes infinite as

the particles approach. As will be shown shortly, the strong divergence in this force

for h � 0.2a fundamentally changes the particle dynamics when the particles are

driven into close proximity, which is reflected by shear thickening.

As a consequence of this diverging lubrication force, the microstructure and

rheology change fundamentally at high shear rates. For Pe > 1, the shear force is

stronger than the characteristic Brownian force acting between particles (Eq. (1.3)),
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so the convective flow dominates the particle motion. Particles are driven by the shear

flow into close proximity, such that the lubrication hydrodynamic forces become sig-

nificant. Because shear flow drives particles together, the probability of finding a

neighboring particle increases dramatically along the compression axis of the flow.

However, since the particles cannot interpenetrate, they will execute trajectories

similar to those shown in Figures 2.8 and 2.9. Unlike the suspensions in Chapter 2,

there is still Brownian motion because the particles are colloidal. Consequently,

when particles are brought into close proximity, there will be steep gradients in

the probability of finding a neighboring particle and, according to Eq. (3.10), this

will lead to very strong Brownian repulsion acting to prevent the particles from

approaching. The balance of this Brownian force against the convective flow driving

particles together creates a boundary layer. Thus, the trajectories of relative particle

motion will begin to look more and more like those in Figure 2.8, which are for the

limit of no Brownian motion, i.e., Pe = ∞. Note that in Figure 2.8 there are regions

of closed trajectories, where particles remain coupled forever by the lubrication

hydrodynamic forces. Here, Brownian motion acting in this boundary layer pre-

vents particles from remaining coupled forever. Nevertheless, the strong lubrication

hydrodynamic interactions will act to resist particle separation in the extensional

quadrant of the flow. That is why the pair probability plots at higher Pe in Figure

3.11 have an increased probability extending into the extensional quadrants of flow.

It is important to recognize that the lubrication forces also act to hinder particles

from separating once they are in close proximity.

This transition from a Brownian dominated regime (Pe < 1) to a hydrodynam-

ically dominated one (Pe > 1) not only initiates shear thickening, but also causes

changes in sign for the first normal stress difference, as well as non-monotonic vari-

ations in the normal stress differences and dispersion osmotic pressure, as shown in

Figure 3.10. There one can observe that the onset of shear thickening is accompa-

nied by a change in the first normal stress difference from positive to negative. The

microstructural basis for this is discussed in Chapter 3, but it is worth noting that the

development of significant pair probability in the boundary layer that extends into

the extensional axis of the flow is part of the reason for the reversal in sign, the other

being the dominance of lubrication hydrodynamic forces. Again, by comparing the

microstructure measured for suspensions as Pe → ∞ (Figure 2.10) to that calculated

in Figure 3.11 for high Pe, it is apparent that the Brownian dispersion’s microstruc-

ture under flow tends towards that observed for the non-Brownian suspension. Such

suspensions have negative normal stress differences as they are solely governed by

hydrodynamic interactions, so this transition in normal stresses and microstructure

is as expected.

One can postulate that, in the limit of large Pe, the colloidal dispersion will

approach the behavior of an ideal non-Brownian suspension. However, the math-

ematically singular nature of the limit Pe → ∞, due to the singular nature of the

lubrication forces, means that Pe → ∞ is not the same as Pe = ∞ (see, for exam-

ple [42]). For this reason, the role of nanoscale surface forces becomes critical in

determining the limiting high shear rheological behavior of colloidal dispersions [40,

43]. Effects such as surface roughness, the molecular nature of the solvent, surface

charges, and adsorbed species will cut off the shrinkage of this boundary layer and

lead to a limiting high shear viscosity, as shown in Chapters 3 and 4.
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Figure 8.10. Scaled shear viscosity as a func-

tion of Péclet number for increasing range

of interparticle repulsion (after Bergenholtz

[40]).

Bergenholtz et al. [40] studied the effects of short-range surface forces by con-

structing a simplified model potential (excluded volume). The results of their calcu-

lations are shown in Figure 8.10. The model has exact hydrodynamics and Brownian

motion, as well as an additional short-range repulsive force acting to prevent parti-

cles from coming into close proximity. The range of this infinitely repulsive force is

given by b/a, where a value of unity is the hard sphere limit. As seen, increasing b/a

to only 1.1 is nearly sufficient to eliminate shear thickening. That is, a repulsion that

can prevent particle surfaces from approaching to within 20% of their radius (10%

exclusion from each particle) can suppress shear thickening. Examination of Figure

8.9 confirms that when h ≈ 0.2a the lubrication hydrodynamic force has decreased

substantially in magnitude and no longer has a strong dependence on separation

distance. It has been long established by molecular [28] and Brownian dynamic [44]

simulations that no shear thickening is observed in the absence of the lubrication

hydrodynamics, confirming the critical importance of the latter. Creating a potential

that can mitigate or eliminate shear thickening can be achieved in practice by the

addition of a suitable polymer layer [45, 46] or by sufficiently strong electrostatic

repulsion [47]. Notice how the addition of a repulsive interaction also pushes the

onset of shear thickening to higher shear rates. This is because greater shear forces

are necessary to bring particles into close enough proximity for the lubrication

hydrodynamics to dominate the particle behavior. The effect is well documented

experimentally [47, 48] and examples of such behavior have been shown in Chapters

3 and 4.

Although the very mild shear thickening calculated for dilute colloidal disper-

sions may seem of purely academic interest, the results can be obtained with great

precision and confidence because only two particle interactions need be considered.

These results have significant practical implications, as follows. The analysis demon-

strates that shear thickening is governed by hydrodynamic interactions; therefore,

the changes in formulation required to modify the high shear rheology of colloidal

dispersions will differ from those used to control the low shear rheology. Chapters 3

and 4 have shown how Brownian motion and interparticle forces dominate parti-

cle motion and microstructure, and how they contribute to the rheology for small

to intermediate Pe. Chapter 2 covers the hydrodynamic contributions to suspen-

sion rheology. Understanding and controlling shear thickening colloidal suspensions

require all these effects to be considered. Some consequences of this are:
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Figure 8.11. (a) Relative viscosity of a 20% dispersion of colloidal silica in organic suspending

medium as a function of Péclet number ([49]). (b) Scattering patterns obtained from small angle

neutron scattering measurements under flow in the 1–2 plane of shear ([49]).

� Shear thickening rheology will be proportional to the suspending medium viscosity

and will scale, as for suspensions, with the thermal properties of the medium.
� The onset of shear thickening for hard sphere suspensions will scale inversely with

the particle volume; that is, larger particles will shear thicken at a rate that scales

as a−3 [47, 48]. This scaling arises because hydrodynamic interactions govern the

shear thickening rheology.
� Surface forces that prevent particles from approaching sufficiently close to couple

through lubrication hydrodynamic forces can mitigate and even suppress shear

thickening. These forces need to act at distance of the order of 10% of the particle

radius.
� Shear thickening will be very sensitive to nanoscale surface forces. The develop-

ment and structure of the boundary layer at high Pe will depend significantly on

all deviations from ideal hard sphere behavior.

Direct experimental validation of these calculations and predictions for dilute

dispersions is lacking, in part because of the small size of the effect under consid-

eration. Recent results for the relative viscosity and microstructure of moderately

concentrated near hard sphere dispersions (60 nm silica particles in poly(ethylene

glycol)) are shown in Figure 8.11 [49]. Figure 8.11(a) shows that the viscosity exhibits

mild shear thickening (observable on a semi-log plot) for Pe ∼ 30 and above, in semi-

quantitative agreement with expectations for truly dilute dispersions. Figure 8.11(b)
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Figure 8.12. Illustration of the connection between colloidal microstructure and shear viscosity.

The dark particles represent hydroclusters.

shows small angle neutron scattering patterns obtained for this dispersion under

shear flow, using specialized instrumentation [50]. Without delving into the details

of the scattering, it suffices to observe that the patterns become anisotropic with a

microstructure very similar to that of Figure 3.11 for shear thickening at Pe ≫ 1. The

development of highly asymmetric profiles in the scattering patterns is a direct reflec-

tion of the corresponding anisotropies in the microstructure that results when the

lubrication hydrodynamics forces become significant in determining particle motion.

8.3.2 Concentrated dispersions

Figure 3.1 shows that increasing particle concentration affects both the low shear

and high shear rheology of colloidal dispersions, but in different manners. While

colloidal interactions lead to increasing low shear viscosity, and eventually a yield

stress, application of shear flow leads to shear thinning as the distortion of the

equilibrium structure by flow results in fewer particle interactions (one can think

of collisions). This microstructural change is shown in Figures 3.22 and 8.11 and

illustrated in Figure 8.12, where the particles adopt an organization that permits flow

with fewer interparticle encounters (one can think of the particles flowing roughly

in lanes, like automobiles on a highway). However, when the shear forces become

sufficient, particle motion becomes highly correlated, as particles are pushed into

close proximity, and shear thickening results.

These new correlated groupings of particles are known as hydrodynamic clus-

ters [26], or “hydroclusters” [48] for short. This self-organized or flow-organized

microstructure is the result of the lubrication hydrodynamic interactions discussed

for dilute dispersions. With increasing concentration, local concentrations of parti-

cles are created and destroyed in the flow field. It is critically important to note that

hydroclusters are not aggregates or coalesced particles, but rather local transient
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Figure 8.13. (a) Simulations of colloidal dispersions under shear flow at Pe = 3000. Each snapshot

is separated by one strain unit, and only particles under high stress conditions are shown. (Used

with permission from Melrose and Ball [51].) (b) Accelerated Stokesian dynamics simulations

for Brownian hard sphere dispersion at � = 0.45, showing hydrodynamic and thermodynamic

contributions to the total viscosity (after Banchio and Brady [52]).

fluctuations in particle density. Not only are hydroclusters more densely packed

than the average dispersion, but they are anisotropic and have very high stresses.

Experimental evidence for hydrocluster formation can be found in the increase in

suspension turbidity and scattering dichroism observed in rheo-optic experiments

[36–38], as well as in extensive measurements by small angle neutron scattering

[28–35, 38]. Analysis of the scattering results shows that the hydroclusters are very

broadly distributed and strongly correlated in spatial distribution [30].

Stokesian dynamics simulations can provide direct visualization of these clusters

and their dynamics. Figure 8.13(a) shows snapshots of particle configurations under

shear flow, in which only particles in locally denser regions of the flow are shown [51].

The authors note: “The density variations are dynamic with particles leaving and

joining, they are not rigid rotating units,” and this behavior can be seen from a com-

parison of the four configurations, each separated by one unit of strain. Figure 3.21

shows another representation of this, plotting the pair distribution function g(2a) at

contact, which rises rapidly upon shear thickening. Figure 8.7 shows how the cluster

distribution is very broad in the shear thickening regime, as confirmed by scattering

experiments [30]. Thus, hydroclusters are transient local density fluctuations, which

explains why shear thickening does not, in general, show thixotropy or any significant

hysteresis. With hard spheres, the samples relax instantaneously upon flow cessation

and there is minimal hysteresis [38, 39, 47]. If the stress is dominated by hydrodynamic

interactions, then upon cessation of shear flow the hydrodynamic component of the

stress should relax to zero essentially instantaneously (see Chapter 11 for a discus-

sion of the stress-jump method). Brownian motion will then restore the dispersion

to its equilibrium state on a very short time scale, as only slight adjustments in local

particle configuration separate the shear thickened state from equilibrium [36–38].

SD simulations demonstrate that the behavior calculated for dilute dispersions

carries over to more concentrated systems. Advances in computer hardware and the
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development of more efficient algorithms, such as accelerated SD, now enable accu-

rate determination of suspension properties [52]. Results are shown in Figure 8.13(b)

(see also Figure 3.21) for a concentration of 0.45, where it can be seen that the shear

thickening regime commences around Pe ∼ 1 and the viscosity is completely due

to hydrodynamic interactions. Comparison with calculations for dilute dispersions

(Figure 3.10) shows that the primary effect of concentration, beyond amplifying

the thermodynamic (i.e., Brownian) contribution to the low shear viscosity, is to

shift the onset of shear thickening to lower shear rates. Rheo-optical methods [37]

developed to determine the stress components due to thermodynamic (Brownian)

and hydrodynamic forces have been applied to a more concentrated dispersion of

near hard spheres in Figure 8.8 [38]. The experiments confirm that shear thicken-

ing in concentrated colloidal dispersions is driven by hydrodynamic interactions.

The experiments also show that a turbidity increase accompanies shear thickening,

confirming the presence of flow-induced density fluctuations, i.e., hydroclusters, as

predicted in the simulations (see Figure 3.21, showing g(2a)). Note that SD sim-

ulations show that, for continuous shear thickening in concentrated dispersions,

the viscosity increase is nearly logarithmic with shear rate, while experiments often

show a much stronger rise. Again, the details of this increase in the shear thickening

regime depend to some extent on how the singular behavior of the lubrication forces

is handled in the simulation [53]. Indeed, depending on the mathematical form and

range of the short-range force in the simulations (even for hard spheres a short-range

repulsion is needed to prevent singularities), very steep increases in the viscosity can

be realized, and the steepness of this rise depends on the particle concentration.

Figure 3.21 shows the rest of the rheological functions predicted by simulation,

the most notable result being the sign reversal of the first normal stress difference.

As discussed in Chapters 3 and 4, at low Pe Brownian hard sphere and other stable

dispersions show positive first normal stress differences that scale as Pe2. As shown

in Chapter 2, non-Brownian suspensions have negative normal stress differences

(Figure 2.15) that scale with Pe and the medium viscosity. In Figure 3.21 it can be

seen that the first normal stress difference changes from positive to negative around

the onset of shear thickening. Again, this result is consistent with the transition from

a regime dominated by Brownian and interparticle interactions to one dominated

by hydrodynamics. Figure 3.11 and the associated discussion describe how the

evolution of the microstructure and the scaling of the forces with shear rate drive

this transition [54]. The second normal stress difference is predicted to be negative

at all shear rates. Figure 3.6 shows that this behavior is indeed observed: at the onset

of shear thickening the normal stress differences change sign and the second normal

stress differences are negative [55] (see [56] for a discussion). A similar transition

in sign concomitant with shear thickening has been reported for dispersions of

spherical silica particles [49] and for rod-like particles [57].

With increasing particle concentration, the degree of shear thickening increases

until the effect becomes similar to that observed in Figures 8.1 and 8.3, namely,

no matter how much force is applied the suspension will not flow faster. This is

demonstrated for a colloidal silica dispersion in Figure 8.14 [57], where it can be

seen that at low particle concentrations shear thickening is followed by what appears

to be a plateau viscosity at high shear rates. Note that the data in Figure 8.14



268 Shear thickening

Figure 8.14. Viscosity of dispersions of 450 nm silica particles in MW = 200 poly(ethylene glycol)

as a function of particle volume fraction (as labeled), plotted versus shear rate and shear stress

(data courtesy of Dr. Ronald Egres, University of Delaware [57]).

are steady state results obtained in step stress experiments, both ascending and

descending, and are completely reversible. There is a transition in this continuous

shear thickening behavior, however, at high particle concentrations. The first plot

shows that for � ≥ 0.51 the viscosity increases without increase in shear rate when

the sample is subjected to increasing shear stress (the data were acquired on a

stress rheometer, enabling studying this regime). The second plot shows the data

as acquired, where under stress control at high volume fractions and high stress

conditions a limiting shear rate is reached. Experiments conducted using a strain rate-

controlled rheometer on such samples exhibit erratic fluctuations and instabilities

when this critical shear rate is exceeded [12]. This behavior is considered to indicate

the onset of discontinuous shear thickening, as apparent jumps in the viscosity such

as those observed in Figure 8.6 are often encountered when a strain-controlled

instrument is employed.

The shear rate at the onset of shear thickening, termed the critical shear rate

for shear thickening, decreases significantly with increasing particle concentration

for the experiments shown in Figure 8.14. However, the plot versus shear stress

shows that the onset of shear thickening occurs at a nearly constant shear stress.

This is typical, and so shear thickening is conveniently characterized in terms of a

characteristic shear stress. The latter is also important as the shear thickening tran-

sition is hydrodynamic in nature and so the scaling with temperature should follow

the scaling of the suspending medium [46]. Therefore, the relative viscosity in the

shear thickened state and the critical stress for shear thickening are expected to

be independent of temperature. Experimental evidence for such behavior is pro-

vided by Figure 8.15(a), which further validates the hydrocluster mechanism for the

effect.

On the basis of this result, changes in medium viscosity, arising from varying

the molecular weight, for example, might be expected to affect the shear thickening
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Figure 8.15. (a) Relative viscosity versus shear stress for a concentrated shear thickening silica

dispersion (250 nm diameter silica particles in 4-methylcyclohexanol) for various temperatures. The

inset shows the unscaled data, both ascending and descending curves (after Shenoy and Wagner

[46]). (b) Relative viscosity for a 44 vol% dispersion of 450 nm silica particles in phenyl trimethicone

of varying nominal molecular weight. The inset shows the values of critical stress for shear thickening

[46], compared to those for polymerically stabilized dispersions [58].

transition in the same way that temperature does. Figure 8.15(b) shows that, in

general, this is not so simple. With increasing molecular weight of the suspending

medium, shear thickening is observed to shift to higher stresses. This shift is due to

polymer adsorption onto the surface of the particles, which acts to suppress shear

thickening. Note that the relative viscosity is a non-trivial function of the polymer,

owing to the presence of surface charges and adsorption of the polymer onto the

particles. At the highest molecular weight (labeled 1000) the relative viscosity has

increased significantly over that for the intermediate molecular weight (labeled

200), because of the increase in effective particle size. When polymer adsorption

is accounted for through an effective volume fraction (Chapter 4), the critical stress

for shear thickening is observed to be the same for both of the higher molecular

weights (Figure 8.15(b), inset) [46]. However, this critical stress is now observed to

be a strong function of concentration, as is observed for other sterically stabilized

dispersions [58]. The lowest molecular weight suspending medium shows a critical

stress that is more or less independent of particle concentration, as expected. Finally,

note that polymer adsorption greatly mitigates the extent of shear thickening, as

predicted qualitatively by the dilute limiting model.

Early attempts to determine the effects of particle size on the critical shear rate for

shear thickening by correlating many literature reports yielded poor agreement and

dependencies that scaled between a−2 and a−3 [2]. Given the comments above about

the sensitivity of shear thickening to the details of the interparticle interactions, and

the fact that critical stress and not shear rate is the correct indicator for the transition,

the lack of congruence across many different particle sizes is not unexpected. A

scaling of the critical stress for shear thickening as a−3 is observed for concentrated

near hard sphere dispersions across a wide range of volume fractions and particle

sizes, as shown in Figure 8.16 [47, 48].
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(data from [47, 48]).

A question arises as to whether shear thickening can occur when the particle size is

reduced to nanoscale dimensions. Measurements on dispersions of 16 nm radius silica

nanoparticles also show reversible shear thickening at very high shear rates [31]. With

decreasing particle size, the critical stress (and hence shear rate) increase significantly

and may not be accessible experimentally. The limiting particle size may be such

that the molecular nature of the suspending medium invalidates the assumption of

continuum behavior of the suspending medium in the thin lubrication gap between

particles in the hydrocluster. Assuming h ≈ 0.2a as the particle separation distance

where lubrication hydrodynamics is important and that the molecular nature of the

solvent becomes relevant at the nm scale, suggests that shear thickening may be

relevant down to particles of order 5 nm in radius. For such nanoparticles, surface

forces can play a more critical role in suppressing shear thickening.

Interparticle forces that act to stabilize the dispersion, but do not significantly

increase the hydrodynamic interactions, are predicted to delay shear thickening. An

example of this effect is seen in Figure 8.17 for a dispersion of 75 nm silica particles

in index matching solvent, so as to mitigate attractive interactions, where titration

of the surface charges is performed to yield a near hard sphere dispersion [47, 48].

The results show a nearly four-fold increase in the critical stress for the dispersion in

the charge stabilized state. Note that, as expected, for this high packing fraction the

introduction of a surface charge greatly increases the viscosity at low shear rates and
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even leads to a yield stress. However, as the high shear rheology is dominated by

the lubrication hydrodynamics, the viscosities at the onset of shear thickening and in

the shear thickened state are comparable for the two dispersions. This example also

serves to illustrate the trade-off inherent in formulating dispersions to eliminate or

reduce the severity of shear thickening: the addition of a stabilizing interaction to

mitigate shear thickening can often detrimentally increase the low shear viscosity.

Polymer, either adsorbed or grafted, can be used to mitigate shear thickening.

However, the presence of polymer on the particle surface can alter the lubrication

hydrodynamic interactions between particles [59–61], so the effect on shear thick-

ening rheology of adding polymer is more complicated. One consequence of this

effect is that the critical stress for shear thickening can become a strongly increasing

function of the volume fraction [58], as observed in the inset of Figure 8.15(b). As the

polymer brush varies in extent, stiffness, and hydrodynamic porosity with solvent

quality, which in turn changes with temperature, the thermal scaling of the shear

thickening rheology of these systems can be counterintuitive. For example, a higher

temperature can lead to a viscosity increase in the shear thinning regime, but to a

significant reduction in the high shear viscosity due to a delay in the onset of shear

thickening, as observed in Figure 8.18.

The effects of interparticle attractions on shear thickening are complicated by the

presence of a yield stress that can mask the shear thickening transition [62, 63]. Fig-

ure 8.19 illustrates this for a depletion flocculated colloidal dispersion [62]. As seen,

increasing the strength of attraction by the addition of soluble, non-adsorbing poly-

mer leads to dramatic increases in the low shear viscosity and, eventually, to gelation

and a yield stress. When this yield stress exceeds the critical stress for shear thick-

ening, the sample no longer shear thickens. Note that these particles have a grafted

oligomeric surface layer that leads to mild shear thickening and a limiting high shear

viscosity, consistent with the discussion for dilute dispersions with stabilizing forces.

Whether attractive interactions can disrupt more extreme, or discontinuous, shear

thickening has not been established. Although not evident from the data, a mod-

eling analysis shows that weak attractive interactions actually shift the critical rate

for shear thickening to lower shear rates. The modeling, to be discussed later in this

chapter, suggests that attractive interactions facilitate hydrocluster formation, and

therefore shear thickening occurs at lower shear rates with increasing interparticle

attractions.

As noted in Chapters 2 and 3, broadening the particle size distribution or mixing

particles of different sizes can be used to increase the maximum packing fraction

and thereby reduce the suspension viscosity. Continuous shear thickening is gov-

erned by hydrodynamic interactions, so the effects are predicted to scale with the

volume average size of the distribution [38, 64]. As shown in Figure 8.20, bimodal

distributions will shear thicken at the same reduced stress, given by

	red
c =

	c

〈

a3
〉

kBT
,

〈

a3
〉

=
N

∑

i

xi a
3
i , (8.1)

where xi is the number fraction of species i. Maximum viscosity reduction is achieved

at low Pe by mixing in 25 vol% of the smaller particles. However, at high shear
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Figure 8.20. Viscosity and onset of shear thickening for colloidal silica dispersions of 160 nm and

330 nm diameter at � = 0.64, as a function of shear stress and mixing ratio: (a) unscaled data; (b)

data scaled using the viscosity at the onset of shear thickening and the reduced shear stress (after

Bender and Wagner [38]). The volume mixing ratio of 160 nm to 330 nm particles is indicated in

the legend for each data set.
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Figure 8.21. (a) Shear thickening as observed in oscillatory flow (after Raghavan and Khan [75]).

(b) Comparison of the steady and dynamic measurements according to the extended Cox-Merz

rule; data taken at 750% strain as a frequency sweep (after Doraiswamy et al. [77]).

rates in the shear thickening regime, the smaller particles have the lowest viscosity.

Hence, it is not surprising that the rules for formulation differ in the two regimes.

Shear aggregation at high shear rates can accompany shear thickening and can lead

to anomalous behavior [65]. On the other hand, simulations of polydisperse, non-

Brownian suspensions show a viscosity reduction but no shear thickening [66–68].

Hard sphere and polydisperse dispersions do not order under shear, and show

more or less continuous shear thickening until very high packing fractions. Con-

centrated, charge stabilized dispersions can order, both at rest and under flow,

and consequently can show discontinuities, hysteresis, and multivalued flow curves.

Figure 8.6 presents results for a nearly monodisperse dispersion of charge stabilized

latex particles that show shear ordering. These dispersions exhibit large, discontinu-

ous increases in viscosity upon shear thickening. Even more extreme behaviors can

be observed for other charge stabilized dispersions, where the viscosity can have two

different values for a given shear rate as the sample switches from shear ordered

to shear thickening [28, 69–71]. Some experimental issues around this behavior are

discussed in Chapter 9 (see Figure 9.4). Interesting ordered colloidal microstruc-

tures can develop upon relaxation from the shear thickened state for charge sta-

bilized dispersions suggesting that an underlying order persists in the hydrocluster

microstructure [35].

Shear thickening is also evident in dynamic oscillatory measurements at high

strain (or stress) amplitudes [58, 72–76]. Using large amplitude oscillatory measure-

ments (the technique is discussed in Chapter 9), shear thickening has been observed

in fumed silica dispersions (10% fumed silica in poly(propylene glycol)) at high

strain amplitudes [75] as an increase in both the elastic and viscous moduli; see Fig-

ure 8.21(a) [77]. Comparison of the magnitude of the oscillatory viscosity with that

determined by steady shear shows remarkable agreement (Figure 8.21(b)) in this

case, although measurements on near hard sphere dispersions show better agree-

ment between steady and oscillatory viscosities for the onset of shear thickening

when the average or root-mean-square stress from LAOS is compared with the

steady shear value [72]. With oscillatory measurements, the effects of wall slip can

become significant at high amplitudes and frequencies. When wall slip is accounted
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Figure 8.22. Left: shear flow response of a precipitated calcium carbonate dispersion of 7:1 aspect

ratio as a function of shear rate; the line is the limiting behavior according to the elastohydro-

dynamics model. Right: critical volume fraction required for discontinuous shear thickening as a

function of aspect ratio; the horizontal error bars represent the distribution of particle aspect ratios

in the dispersions (data from [79]).

for, the critical strain amplitude required for the onset of shear thickening is observed

to decrease inversely with applied frequency, as

�c =
	c

�c�
. (8.2)

The critical strains can be as low as 10% for concentrated silica dispersions [31], and

it remains an open question whether a minimum critical strain is required to observe

shear thickening in LAOS [74]. Shear thickening is readily apparent in LAOS as a

triangular-shaped stress response curve [73] and a nearly square Lissajous plot [72].

8.3.3 Non-spherical particle dispersions

Historically, it is well known in the coatings industry that clays and precipitated

crystalline dispersions may exhibit shear thickening [23, 2]. There are only a few

model system studies of how particle anisotropy affects shear thickening [78–81].

Precipitated calcium carbonate dispersions of various aspect ratios (an example

is shown in Figure 1.1) show shear thickening that resembles that observed for

spherical particle dispersions; see Figure 8.22 [79]. Rheo-SANS measurements have

demonstrated that the rod-like particles align with the flow direction and that this

flow alignment is maintained in the shear thickening regime [78]. This finding rules

out earlier speculation [81] that shear thickening was associated with some type of

transition from flow-alignment to flow misalignment. Rather, it is due to hydrocluster

formation of flow-aligned particles, with a slight preference for the extensional axis

of the flow [68]. Using this insight, it was shown that the critical stress for shear

thickening follows the behavior for hard sphere dispersions shown in Figure 8.16,

where the minor axis radius of the particle is used. This follows from consideration

of lubrication hydrodynamic interactions of flow-aligned rod-like particles.
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Similar results have been obtained for kaolin clay dispersions, where rheo-

SANS measurements demonstrated that the plate-shaped particles orient under

flow with the short axis along the shear gradient direction [57]. Both continuous and

discontinuous shear thickening were observed, always accompanied by significant

flow alignment. As with ellipsoids, this flow-alignment is maintained during shear

thickening. Simulations of model hard Brownian platelet dispersions are shown in

Figure 8.23; as with spherical particles, shear thickening is a consequence of hydrody-

namic interactions. Indeed, platelets tend to organize in columnar stacks as a result

of the hydrodynamic interactions [82]. Because of the flow alignment and strong

hydrodynamic interactions between aligned platelets, the onset of shear thickening

is observed to occur at lower shear rates than for comparable dispersions of spherical

particles.

Figure 8.22 also shows that the volume fraction required for discontinuous shear

thickening decreases with aspect ratio. Such a response could be achieved with a

dispersion volume fraction of only 0.31 for 7:1 ellipsoidal particles, whereas 0.51

volume fraction was required for spherical particles (Figure 8.14). This change is

substantially larger than the corresponding reduction in the maximum packing frac-

tion (Chapter 5) [79].

8.3.4 Extensional thickening, confinement, and field effects

Shear thickening dispersions and suspensions also exhibit extensional thickening.

Uniaxial extensional flow measurements on model colloidal silica dispersions [83],

fumed silica dispersions [84], and starch suspensions [85] indicate a rate sensitive

thickening. Mild strain hardening is already observed at low extensional rates, evolv-

ing to strong strain hardening at higher extensional rates, as shown in Figure 8.24.

The final values of the Trouton ratio (see Section 1.2.2) comparing extensional and

shear viscosities, at rates where both experiments are in the thickening regime, can

be as large as O(104) for the fumed silica dispersions [84]. These aggregates of

nanoparticles are anisometric in shape, with light scattering measurements showing

alignment into strings along the extensional flow direction. Not only is the mag-

nitude of the extensional viscosity much larger than that observed under shear

flows, but the equivalent shear rate for thickening in uniaxial extensional flows
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Figure 8.24. Left: Extended Cox-Merz plot for 30 wt% fumed silica dispersions, dynamic viscosities

at peak strains (� 0) of 0.5 (◦), 1.0 (�), 3.0 (⋄), 5.0 (�), and 10.0 (△), and steady state viscosities (⋆).

Right: extensional viscosity for 30 wt% fumed silica dispersion in poly(propylene glycol) measured

at various extensional rates (ε̇ = 5, 4, 3, 2, 1 s−1, from left to right) (from Chellamuthu et al. [84],

reproduced by permission of Royal Society of Chemistry).

(given by
√

3ε̇) is substantially lower than that for shear. The stress at the onset

of thickening, however is comparable for both experiments [84]. The stress in an

extensional measurement on suspensions is limited by the capillary stresses that can

maintain the fluid filament, which are given by the ratio of the surface tension to

the particle diameter [83], unlike concentrated polymer solutions and melts where

entanglements maintain connectivity of the fluid. This can be seen in measurements

of the extensional viscosity at filament breakage for aqueous dispersions of starch,

which scale inversely with the extension rate, yielding a nearly constant stress at

breakage that corresponds approximately to the capillary pressure (O(104 Pa)) [85].

Hydrocluster formation during shear thickening leads to a longer length scale in

the dispersion, so it is not surprising that confinement effects are more pronounced

during shear thickening. Gap size effects are evident in experiments, with the onset

of shear thickening occurring at lower shear rates when gap sizes become of the order

of 102 particle diameters [86]. However, the critical stress for shear thickening does

not depend on gap size [48]. This is consistent with the more general observation that

shear thickening is a stress-controlled transition. For discontinuous shear thickening,

strong fluctuations in the shear stress are observed in rate-controlled instruments

[12, 38, 48, 87]. Indeed, experiments show that under such conditions the entire flow

is due to wall slip [48, 87]. Pressure-driven flows of such dispersions in microchannels

can exhibit flow oscillations that are linked to these confinement issues [88]. Simu-

lations, which are necessarily restricted to relatively small sample sizes, also show

strong fluctuations in the shear thickened state, as well as size dependent thickening

[51, 89].

As will be discussed in Chapter 11, the application of electric and magnetic

fields orthogonal to the flow can be used to induce large rheological transitions

with field-responsive particles, in so-called electro-rheological (ER) and magneto-

rheological (MR) fluids. Figure 8.25 illustrates the electric field responsive shear

thickening (E-FiRST) effect, in which the application of an orthogonal electric field
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suppresses discontinuous shear thickening [16]. This unique effect is the opposite

of the standard ER fluid response, in that application of a field orthogonal to the

flow direction leads to a lowering of the viscosity. In the experiment, the electric

field chains particles along the field direction, disrupting hydrocluster formation by

forcing neighboring particles away from the compression axis of the flow towards

the shear gradient direction. In this manner, shear thickening is delayed until shear

forces are sufficient to again drive hydrocluster formation.

8.3.5 Elastohydrodynamic limit of shear thickening

The colloidal particles themselves have a finite modulus, evident in the change from

shear thickening to shear thinning at high shear rates in Figure 8.6. At sufficiently

high stresses, two particles in suspension will elastically deform when they come into

close contact, with a thin lubrication fluid layer between them. This is known as an

elastohydrodynamic deformation with Hertzian contact and has been used to model

pastes that slip at a wall [90, 91]. The stress resulting from the lubrication forces

acting between an elastically deformable particle of radius a, moving with velocity

V relative to a neighboring wall, scales as

	 ∼
(

�mVGp

a

)1/2

, (8.3)

where �m is the medium viscosity and Gp is the shear modulus of the particles

themselves. Translating this to the problem of the near contact of two particles in a

hydrocluster can be done by replacing the relative velocity and particle size by the

shear rate, as

	 ∼
(

V

a

)1/2

(�mGp)1/2 = �̇ 1/2 (�mGp)1/2
, (8.4)

Thus, the stress due to lubrication forces between particles in a hydrocluster is given

by the geometric mean of the particle modulus and the shear stress in the fluid

acting between the particles. It is expected to scale with the square root of the shear

rate (shear viscosity decreases inversely with the square root of shear rate) with an

amplitude that depends on the medium as well as the particle modulus [49]. Thus, the

viscosity is expected to show another shear thinning behavior after strong or even
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Figure 8.26. Shear viscosity of PMMA lat-

ices in poly(ethylene glycol). The line shows

the limiting behavior based on elastohydrody-

namic estimates (after Kalman [49].

discontinuous shear thickening leads to very high forces acting between particles

in the hydroclusters. Evidence for this second shear thinning regime at high shear

rates can be observed in Figures 3.1, 8.6, 8.21, and 8.24, which are all concerned with

suspensions of comparatively soft particles. Hard silica and mineral dispersions can

also show this behavior under extreme forcing [92], but not in a typical laboratory

rheometer (see Figures 8.4 and 8.14, for example). Indeed, dispersions of deformable

particles, including starch [93] and stabilized microemulsions [94], show a similar

limiting behavior, and sufficient particle softness, such as with agar microgels, can

eliminate shear thickening [95].

The data suggest that the limiting shear thinning behavior is not caused by wall

slip, as shown by studies on model dispersions of relatively soft, micrometer-sized

PMMA particles in poly(ethylene glycol) [49]. Tests with roughened plates and dif-

ferent geometries show that the second shear thinning region for the PMMA disper-

sion is not wall slip and is indeed a property of the dispersion; see Figure 8.26. In this

figure the shear thickening behavior of these dispersions is also compared with the

limiting behavior predicted by the elastohydrodynamic model. The shear thickening

and subsequent shear thinning is reversible, as seen from the nearly complete over-

lap of the ascending and descending stress sweeps. The elastohydrodynamic model

is expected to give an upper bound for the limiting viscosity, because the PMMA

particles were likely plasticized as a result of the synthesis method and therefore

their bulk modulus is overestimated. Furthermore, only a fraction of the particles is

involved in shear thickening (see Figure 8.13). A less extreme but similar behavior

is observed for dispersions of calcium carbonate particles, as shown in Figure 8.22,

where the elastohydrodynamic limit is not exceeded. For the silica dispersions of

Figure 8.14, the model predicts that the stresses attained in the rheometer are signif-

icantly lower than those required to reach this elastohydrodynamic limit. However,

particle softness effects can be observed at stresses achieved in split Hopkinson

pressure bar measurements [92].

8.3.6 Models for predicting the onset of shear thickening

In the formulation of dispersions for specific applications, there is a significant advan-

tage in being able to estimate the onset of shear thickening and its dependence on
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the properties of the particles and the suspending medium. Some models are based

on the critical role of lubrication hydrodynamic forces in determining the disper-

sion microstructure. A mechanistic model was proposed by Hoffman [25], based

on a transition from a flow-ordered structure to a disordered structure as a conse-

quence of lubrication hydrodynamic interactions. Other models focus on hydroclus-

ter formation as the onset of shear thickening. The important role of lubrication

hydrodynamic interactions in creating hydroclusters is captured by determining the

shearing forces required to convect particles into a close approach such that lubrica-

tion hydrodynamics become significant [23, 38, 96]. The shearing forces are opposed

by interparticle (e.g., Brownian motion, electrostatic, and polymeric) forces. Using

the interparticle potential, the balance between forces at a given surface-to-surface

separation hc in the hydrocluster can be expressed as [23, 29, 38, 47, 48, 96]

4	ca2 = −
d (�(r))

d (r)

∣

∣

∣

∣

r=2a+hc

. (8.5)

The force of the flow acting on a particle pair in the suspension is given by the critical

stress times the cross-sectional area for the interaction, which scales as the square

of the particle diameter [38, 53]. Equation (8.5) provides a relationship between this

stress and the interparticle force (Eq. (1.7)) acting at the separation distance r = 2a +
hc within the hydrocluster. As this distance is unknown, additional microstructural

information is required in order for the stress to be predicted. Assumptions about

the colloidal microstructure have been made in order to enable the use of Eq. (8.5)

to predict the onset of shear thickening [38, 62, 96].

A predictive model can be derived by recognizing that hydrocluster formation

also requires that the lifetime of a hydrocluster exceed the characteristic time of the

flow convecting particles apart [97–99]. An estimate for the characteristic lifetime

of a hydrocluster is given by the ratio of the hydrodynamic resistance coefficient

to the effective “spring constant” of the thermodynamic force, which is given by

the second derivative of the potential. Hydrocluster formation is possible when the

characteristic lifetime of a hydrocluster exceeds the characteristic time of flow (thus

defining a Deborah number for shear thickening), as

�̇�(h)

G(h)

∣

∣

∣

∣

h=hm

≥ 1, �(h) =
3��ma2

2h
, G(h) =

d2�

dr2
. (8.6)

Following the mean-field argument of [100], in order to develop a model applicable to

concentrated dispersions, the dilute limiting stress �m�̇ appropriate for two particles

is replaced by the suspension stress 	. Thus the critical stress for shear thickening is

related to the second derivative of the interparticle potential by

3�	ca2

2h

∣

∣

∣

∣

h=hc

=
d2�(r)

dr2

∣

∣

∣

∣

r=2a+hc

. (8.7)

This stress is determined by simultaneous solution of Eqs. (8.5) and (8.7) (see [45,

48] for further derivations and comments). As the critical stress is determined by

the first and second derivatives of the interparticle potential, it is very sensitive to

the strength and the shape of the potential, as seen from the experimental results

presented in this chapter.
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The scaling with particle size of the critical stress for the onset of shear thickening

depends directly on the effect of particle size on the potential of interaction. The

critical stress has been predicted for Brownian hard sphere dispersions [98, 100, 101]

by using the equilibrium fluid structure. On the basis of that theory, an accurate

correlation of the experimental data for model hard sphere dispersions could be

achieved with the following semi-empirical expression [45]:

	hs
c a3

kBT
= 0.1e�/0.153. (8.8)

Note that the model predicts the inverse volumetric (cube of particle size) depen-

dence observed experimentally (Figure 8.16) for hard sphere dispersions. For charge

stabilized dispersions, the following result provides a robust prediction for the onset

of shear thickening in terms of the surface potential and the screening length (see

Section 1.1.3):

	ca3

kBT
=

(

4e−1.8

3�

)

(�a) (a/lb) tanh
(

�2
s /4

)

. (8.9)

The solution yields �hc = 1.8 for the characteristic distance between particles in the

hydroclusters, and calculations show the expected a−2 scaling for the critical stress

if �a is relatively constant (Figure 8.16). Slightly different forms of this expression

can be derived, depending on the form of the electrostatic interactions [48].

Further predictions and comparisons with experiments [45] and simulations [53]

are available for polymer stabilized particles. For such cases, the lubrication hydro-

dynamics must be modified to account for the additional resistance to squeeze flow

due to the drag on the suspending medium by the polymer brush in the lubrication

gap [60]. The critical stresses for polymer coated particles are significantly larger

than those expected for hard spherical particles, even if an effective hard sphere

size accounting for the brush is used [45]. For particles with constant polymer brush

properties, the predictions also show that the critical stress scales with a−2, in agree-

ment with experiment. This scaling arises because surface forces are the dominant

forces resisting hydrocluster formation. Modeling also shows that weak interparticle

attractions will enhance hydrocluster formation, so the onset of shear thickening will

occur at lower shear rates [62].

The modeling predicts that shear thickening is governed by a critical stress

required to create hydroclusters, and it successfully predicts the dependence on

particle size, volume fraction, surface charge, screening length, and polymer brush

properties and interparticle attractions, to within the accuracy to which these prop-

erties are known. Figure 8.27 plots the measured critical stress against the predicted

values for hard sphere dispersions [47], charge stabilized dispersions [24, 48, 96, 102,

103], and polymer stabilized dispersions [45, 64] across a broad range of properties,

including simulation results [52]. As shown, this simple approach to hydrocluster for-

mation provides a robust prediction of the effects. The results are within expected

deviations arising from simplifications in the model, the presence of surface rough-

ness, and other nanoscale forces that are not accounted for, as well as uncertainty in

the colloidal interaction parameters. It is also to be noted that in the experimental
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Figure 8.27. Correlation plot of measured

critical stresses for shear thickening against

predicted values: SD simulations (⋆) [52];

hard spheres (•) [47]; charge stabilized (◦)

[48], (�)[102], (�)[103], (�) [96], (�) [24];

polymer stabilized (∗) [45].

data the minimum in the viscosity before the onset of shear thickening is typically

identified as the transition. Simulations and experiments in this chapter show, how-

ever, that hydrocluster formation can occur significantly before the total viscosity

begins to increase; therefore the model is expected to underestimate the point at

which the total viscosity begins to increase.

In addition to the order-disorder model [25], in which lubrication hydrodynam-

ics is an essential component in the triggering of shear thickening, other models

have been proposed in which lubrication hydrodynamics are not included. A phe-

nomenological approach predicts the formation of clusters along the compression

axis in shear flow due to shear forces driving particles sufficiently close to overcome a

repulsive energy barrier. Shear thickening is presumed to be a temporary aggregation

in a short-range attraction due to London-van der Waals forces [104, 105]. Mode-

coupling approaches that include a phenomenological dependence of the relaxation

time on shear rate also predict shear thickening flow curves and discontinuous shear

thickening related to glass formation and jamming [106, 107].

8.4 Dilatancy and shear thickening in suspensions

For suspensions, shear thickening can also occur through inertial effects [5–7]. This

is confirmed by lattice Boltzmann simulations, which indicate that large suspension

pressures also induce shear thickening [108]. Particle inertia breaks the fore-aft

symmetry of particle motion expected for Stokes flow (Chapter 2) and leads to very

complex trajectories. Figure 8.28 shows simulation results for the relative viscosity,

where shear thickening occurs at particle Reynolds numbers (Eq. (2.11)) based on

the particle density (similar to the Stokes number defined in Section 2.6.2) of the

order of 0.1 in a 0.3 volume fraction dispersion. For most colloidal dispersions, even

at shear rates on the order of 103 in a low viscosity medium such as water, Rep is on

the order of 10−3 or less.

Particle inertia leads to large particle pressures and dilatancy [56, 108]. As the

particle phase expands, the suspension is constrained by capillary pressure, given

by the surface tension divided by the particle size. Unless confined, the suspension
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Figure 8.28. Relative viscosity of suspensions at

finite Reynolds numbers (data from [108]).

will exhibit a rough interface as particles are pushed out of the fluid [20]. Colloidal

dispersions can also exhibit dilatancy at very high volume fractions during shear

thickening. Stress jump measurements (discussed in Chapter 9) show that strongly

shear thickened colloidal silica dispersions show similar surface instabilities, and

the sample tears in a rotational rheometer (see [39]). This is accompanied by large

elastic stresses, presumably due to the surface area created by the dilatancy of

the particle phase. As shear thickening in colloidal dispersions is accompanied by

hydrocluster formation, one possible source of dilatancy is that the particle Reynolds

number for the hydroclustered state becomes sufficient for particle inertial effects

to become significant. The particle Reynolds number scales as the characteristic

particle or cluster size squared. SD simulations show that cell-spanning clusters

lead to large fluctuations in the stresses [51, 109, 110]. Measurements of wall slip

show that discontinuous shear thickening in silica suspensions can be interpreted in

terms of slip lengths comparable to the size of the sample [47]. SD simulations of

non-Brownian spheres suggest that in the absence of short-range stabilizing forces

or Brownian motion, suspensions of hard spherical particles will eventually jam

[110]. Under such conditions dilatancy may be the only method by which particles

can continue to shear, as observed for dense, dry granular packing (Figure 8.2).

Recent work identifies similarities in behavior between dilatant suspensions and

discontinuous shear thickening colloidal dispersions [63].

Alternatively, this discontinuous shear thickening behavior can be considered a

type of jamming in which the particle concentration is sufficiently large for a stress

induced glass to be formed [109, 111, 112]. A micromechanical model incorporat-

ing hydrodynamic interactions predicts “log-jamming” of hydroclusters, resulting in

discontinuous shear thickening, for particle concentrations well below random close

packing. A number of continuum models for shear thickening predict multivalued,

S-shaped flow curves, as in Figure 8.29, which result in instabilities and discontinuous

shear thickening. Mode-coupling theory is extended by postulating a shear-induced

increase in the relaxation time. This leads to shear banding and to flow curves with

multiple branches, resulting in discontinuous shear thickening. Figure 8.29 shows

model calculations in which increasing the parameter that define the proximity to

the glassy state at rest progressively changes the flow curves from continuous to

discontinuous (S-shaped) and to discontinuous with jamming (the upper branch

has a finite stress at zero shear rate) [107]. Shear-induced solidification or jamming
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Figure 8.29. Flow curves predicted from non-

equilibrium mode-coupling theory, showing

continuous shear thickening (⋄), discontinuous

shear thickening (�), and discontinuous shear

thickening with jamming (◦) (after Cates et al.

[107]).

is thought to result in dilatant behavior and granulation, i.e., the break-up of the

material into wet granules held together by surface tension. The current theory and

prospects for improvements are reviewed in [106]. Recent results for the effects of

capillary forces on suspension rheology can be found in [113].

Summary

Reversible shear thickening in colloidal dispersions can be understood as a tran-

sition at higher Péclet numbers to a microstructure and rheology dominated by

lubrication hydrodynamics. The microstructural signature is the formation of shear-

induced transient fluctuations in local particle concentration, termed hydroclusters.

As hydrodynamic interactions dominate the particle motion, the normal force dif-

ferences are negative and stress relaxes rapidly upon flow cessation or reversal. On

the basis of this micromechanical understanding, simple models are derived and

validated to predict the onset of shear thickening and its dependence on particle

size, interparticle forces, temperature, properties of the suspending medium, and

the presence of grafted polymer. Shear-induced ordering, typically observed for

monodisperse, electrostatically stabilized dispersions, can amplify the shear thick-

ening transition, and anisotropic particles can decrease the concentration required

to achieve discontinuous shear thickening. At high concentrations and Pe, the effec-

tive volume of the hydroclusters becomes large. Discontinuous shear thickening can

then occur, in which, despite the imposed stress, a limiting shear rate is achieved

and the sample exhibits significant slip and “jamming.” The particle modulus ulti-

mately limits the shear stress in the shear thickened state, which can be understood

from elastohydrodynamic theory. Dispersions exhibiting discontinuous shear thick-

ening can also exhibit dilatancy, in which the particle phase expands beyond the

volume of the suspending medium. Here, elastic stresses become evident and are

limited by the capillary pressure, which depends on the particle size and suspend-

ing medium surface tension. Suspensions can also exhibit a different type of shear

thickening for Rep ∼O(0.1) and above, due to particle inertia. Connections between

dilatancy in shear thickened suspensions and flow-induced jamming, as well as gran-

ular flows, are being explored through mode-coupling theory. The extreme stresses
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in shear thickening fluids can also lead to shear-induced aggregation, wall slip, and

other complexities that necessitate careful attention to rheological measurement

techniques. Some of these issues are addressed in the following chapter.

Chapter notation

Gp shear modulus of the particles [N m−2]

G(h) effective spring constant, defined in Eq. (8.6) [N m−1]

Greek symbols

�(h) hydrodynamic resistance, defined in Eq. (8.6) [Nm−1 s−1]

	red
c critical shear stress for polydisperse systems [N m−2]

Subscripts

c critical condition for shear thickening
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9 Rheometry of suspensions

9.1 Introduction

The rheological characterization of suspensions can be challenging because of the

need for suitable hardware as well as measurement procedures and data analyses

specific for suspensions. These issues are discussed in the present chapter. This

chapter aims to elucidate some basic measurement problems encountered by the

suspension rheologist as well as to establish basic measurement protocols for col-

loidal suspensions. It is not a comprehensive review of rheological measurement

equipment, techniques, or interpretation; for that we refer the reader to one of

the many books dedicated to the subject (e.g., [1, 2]). Furthermore, it is not pos-

sible to cover all the technical aspects of rheological measurements of colloidal

suspensions in such a limited space. Rather, we intend to provide the reader

with a guide to measurement issues underlying the phenomena discussed in this

book, as well as to provide a starting point for the student or beginning colloid

rheologist.

9.2 Basic measurement geometries

Various geometries can be used to generate a simple shear flow in which only the

shear rate �̇ is non-zero. Measurement geometries can be divided into two groups.

In the first, the motion is caused by moving one of the walls, which drags the fluid

along, i.e., “drag flow.” In the second group, the sample is forced through a channel,

cylindrical pipe, or slit by means of pressure. Rotational rheometers are based on

drag flows and are the most popular devices for suspensions. Ideally, one would like

the device to create a simple shear flow in which the flow field is laminar and the

shear rate is constant throughout the sample. The kinematics of the flow are set by

the device, independent of the sample’s rheology. Then, measurement of the forces

and torques acting on the geometry yields the stresses, and the ratio of the shear

stress to the shear rate gives the viscosity. Various geometries can be used on a

rotational instrument to create a viscometric or nearly viscometric flow. These are

briefly reviewed here (see Figure 9.1).
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Figure 9.1. Geometries of rotational rheometers: (a) cone and plate; (b) parallel disks; (c) coaxial

cylinders (Couette).

9.2.1 Cone and plate

In this arrangement (see Figure 9.1(a)), when the cone angle � is sufficiently small,

e.g., ≤0.1 rad, the shear rate at each point in the sample follows from the local

tangential velocity v�(r) of the rotating element and the local distance h(r) between

cone and plate:

�̇(r) =
v�(r)

h(r)
=

�r

r tg�
=

�

tg�
∼=

�

�
, (9.1)

where � is the rotational speed in rad s−1. The equation shows that the shear rate

is the same throughout the sample, independent of radius as well as of angular and

azimuthal position. The more shear thinning the sample, the smaller the angle should

be to ensure a constant shear rate [3]. The shear stress can be calculated from the

torque T on the cone and plate and their radius R:

	 = 3T/2�R3. (9.2)

Measurement of the thrust or normal force FN acting on the plate provides a direct

measure of the first normal stress difference N1:

N1 =
FN

�R2
. (9.3)

This geometry can also be used to perform oscillatory measurements. In addition to

viscometric flow, advantages are that only a small sample is required and that shear

fracture is minimized because of the small free surface. This geometry is also easy

to clean and fill and, when used with a Peltier lower plate, can be used with rapid

heating and cooling rates.

9.2.2 Parallel disks

Under the assumption of laminar flow, parallel disks (Figure 9.1(b)), often referred

to as parallel plates, produce a linearly varying shear rate from zero at the center to

a maximum at the edge:

�̇ (r) =
v� (r)

h
=

�r

h
. (9.4)
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Hence, the shear stress will also vary in the radial direction. For non-Newtonian

fluids, this variation will depend on the specific rheology of the fluid. As a result

the stress corresponding to a specific shear rate cannot be directly calculated from

a single measurement. The following equation provides the shear stress at the edge

(r = R):

	 (R) =
T

2�R3

(

3 +
d ln T

d ln �̇(R)

)

. (9.5)

This requires torque measurements at various rotational speeds in order to make a

plot of T versus �̇(R). The corresponding value for the shear rate at the edge can be

computed from Eq. (9.4), with r = R.

Note that, in practice, most rotational rheological instruments report an apparent

viscosity based on a Newtonian fluid model, i.e., �a [�̇ (R)] = 2Th/��R4, the ratio

of an apparent Newtonian shear stress 	a [�̇(R)] = 2T/�R3 to the shear rate �̇(R) =

R�/h at the edge. For power law fluids, a single point viscosity correction can be

made that has been demonstrated to be accurate to within ∼2%. Carvalho et al. [4]

show that the apparent viscosity can be evaluated by taking the reported viscosity

to be that of the power law fluid at ∼0.76�̇(R) (equivalently, �(	) = �a (	a) at

	 ≈ 0.76	a).

In this geometry, the thrust yields the difference between the primary and sec-

ondary normal stress differences, as

N1 − N2 =
FN

�R2

(

2 +
d ln FN

d ln �̇R

)

. (9.6)

Here again, single point corrections are possible for power law fluids.

An advantage of the parallel-disk geometry is that the gap height can easily

be changed, even without reloading the sample. Therefore it finds application in

the determination of wall slip (see Section 9.4.1). This geometry is also convenient

for loading very viscous samples. However, as the shear rate varies throughout the

sample between the plates, the shear history differs at each radial location, making

this geometry unsuitable for transient experiments. In oscillatory measurements, the

strain will vary linearly with r, which limits this geometry to the linear region for

dynamic oscillatory measurements.

9.2.3 Coaxial cylinders

In the annular gap between coaxial cylinders (see Figure 9.1(c)), known as the

Couette cell [5, 6], the stress distribution is fixed and results from the torque

balance:

	 (r) =
T

2�Lr2
, (9.7)

where L is the length of the cylinders (or the effective length after correction for end

effects). The shear stress varies as r−2 in the gap. As with the parallel disk tooling,

the shear rate depends on the radial position, and changes with the rheology of the
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sample. Only when the ratio of the radius Rb of the bob to the radius Rc of the

cup is close to unity (e.g., Rb/Rc > 0.99) can an average value for the shear rate be

used:

�̇av =
�Rav

Rc − Rb

, (9.8)

where Rav is the average radius, (Rc+Rb)/2.

The large surface area of the Couette geometry improves sensitivity when mea-

suring samples with low viscosity, and double-gap Couette cells are specially made

for such cases. Generally, excellent thermal control is possible, and, when this geom-

etry is used in conjunction with solvent traps, sample evaporation can be minimized.

However, Couette cells require greater sample volumes, and variations in shear rate

and shear stress over the gap are often a concern when the thin-gap requirement

is not met. Problems can also arise with very viscous samples and in studying rapid

temperature ramps. Normal stress measurements are not generally considered in this

geometry, and the comparatively high inertia of the tooling can limit high frequency

oscillatory experiments.

9.2.4 Capillary flow

As a result of the force balance, the stresses in well-developed pipe or capillary flow

vary linearly in the radial direction:

	 (r) =
�Pr

8L
, (9.9)

where �P is the pressure drop over a capillary with length L. An additional pressure

drop due to entrance effects can be corrected for by adding an effective entrance

length to the value of L (Bagley correction) [7]. This is deduced from measurements

on capillaries with various lengths.

Calculation of the shear rate at the wall presents similar problems to those

encountered in the determination of �̇(R) for parallel plates. A procedure employing

capillaries of various radii is used to correct for this effect:

�̇(R) =
Q

�R3

(

3 +
d ln Q

d ln 	(R)

)

, (9.10)

where Q is the flow rate through the capillary. This equation, known as the

Rabinowitsch-Mooney correction, corrects the shear rate at the wall with respect

to the Newtonian value (4Q/�R3).

We note that numerous other specialized geometries exist for probing suspen-

sions, from vanes and impellers to tools for probing materials with substantial yield

stresses, to falling-ball and active-probe microrheology for studying very weak gels

and dilute suspensions. These will be discussed below, within the context of the

measurement challenge they were engineered to surmount.
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Figure 9.2. Assumed and real velocity profiles for the case of

wall slip.

9.3 Measurement problems and basic procedures

In this section, general measurement problems associated with suspensions are

reviewed, along with the basic procedures for eliminating or reducing them. Specific

procedures for handling slip, yielding, and thixotropy are tackled in the next section.

It should be pointed out that the general precautions required by the physical or

chemical nature of the sample also apply to colloidal suspensions. This can be illus-

trated by the viscous heating that occurs when measuring very viscous samples at

high shear rates. Evaporation of solvents and chemical changes (e.g., degradation)

during measurements also belong to this category, as well as problems associated

with contamination or slip due to the construction materials of the tooling.

9.3.1 Measurement problems

As noted above, a rheological measurement requires that a viscometric flow field be

established. Hence, numerous measurement problems arise in colloidal suspensions

in the form of violations of the assumed flow kinematics for a specific geometry.

These violations include slip, shear banding, and secondary flows.

In planar flow, wall slip, illustrated in Figure 9.2, causes the real shear rate �̇real

experienced by the bulk of the sample to be lower than the apparent shear rate �̇app, as

calculated from the plate motion. Wall slip is characterized by the slip velocity vs or,

alternatively, by the slip length ls . Given that the particle concentration in the vicinity

of the wall must necessarily be different from that in the bulk of the suspension as

a result of geometric constraints, in suspension rheology one can always expect slip

lengths on the order of the particle size. For large, non-colloidal particles, particle

migration or sedimentation might contribute to slip layer formation.

A similar effect is shear banding. As the name implies, this refers to the coexis-

tence of macroscopic layers (“bands”) with different viscosities, either in the gradient

or in the vorticity direction [8, 9]. It occurs in various complex fluids, including some

polymers, surfactant micelles, pastes, and suspensions [9]. A signature of shear band-

ing is an apparent stress plateau, where the shear stress becomes nearly independent

of shear rate or possibly even decreases with increasing shear rate. The resulting
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Figure 9.3. Shear fracture (or edge fracture) showing distortion of

the free surface during flow.

mechanical instability leads to shear banding. Furthermore, banding can occur in

either the gradient or the vorticity direction, with either leading to a loss of visco-

metric flow and invalidation of the stress measurement.

Particles are not necessarily neutrally buoyant. Non-porous inorganic particles

are normally denser than the suspending fluid, the latter being either water or an

organic fluid. When the particles are small enough, Brownian motion dominates

sedimentation. For larger particles, sedimentation causes a vertical concentration

gradient. The top layer contains fewer particles and will act as a slip layer, which

reduces the apparent viscosity.

As noted in earlier chapters, suspensions can display a time-dependent rheo-

logical response (thixotropy is one such example). This is often a consequence of

flow-induced changes in microstructure that require a finite time to develop. All

transient behavior requires suitable experimental protocols, as will be discussed in

Section 9.4.4. For non-colloidal suspensions, particle migration can be the cause of

an apparent time dependence. Additional time effects can come from irreversible

changes in the suspension itself. For example, if the particles in the agglomerate

are not fully wetted by the suspending liquid, shearing during measurement can

drive liquid into pores, and force the break-up and dispersion of the agglomer-

ates. On the other hand, flocs or aggregates might be compacted during shear and

become less breakable, which will alter the effective volume fraction and hydro-

dynamic particle size, leading to changes in suspension rheology. Shear forces can

also induce colloidal aggregation. These irreversible changes in suspension rheol-

ogy can greatly complicate measurement protocols, and are often referred to in

practice as “shear sensitivity.” Such structural rearrangements may evolve slowly

and lead to phenomena such as aging. Finally, the experimentalist should always

be aware of possible chemical changes in the sample, or interactions of the sample

with the tooling or environment, which necessitate special handling or measurement

geometries.

Other measurement artifacts can interfere with apparent shear and/or time

effects. Viscous heating can cause a reversible decrease of torque reading, and

may go undetected if the tool temperature rather than the sample temperature is

determined. A second source of measurement error is shear fracture or edge fracture.

This is illustrated in Figure 9.3 for the cone-and-plate geometry as a disturbance of

the free surface of the sample. It leads to expulsion of liquid from the gap, and thus
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to a reduction in the shearing cross-section of the fluid. The net result is a gradual

drop in the apparent viscosity over time, to a lower level. The phenomenon is well

known in the case of polymers [1], but also occurs frequently in colloidal suspensions,

especially those that are either flocculated or display extreme shear thickening. It

is often overlooked and has to be detected visually, which is not always easy. The

phenomenon limits the upper shear rate at which reliable steady state values can

be measured. Sometimes a more or less constant reading is obtained initially, which

afterwards starts to drop. The quasi-constant value is then taken to represent the

real steady state.

9.3.2 Selection of measurement geometry

An early choice to be made when planning rheological measurements is the measure-

ment geometry, assuming a selection of geometries is available. Relevant parameters

include sample volume, particle size, desired shear rates or shear stresses, possible

sedimentation problems, temperature control, and solvent evaporation.

In practice, a cone and plate with a small cone angle is often preferred. This

provides the best guarantee of a homogeneous shear rate throughout the sample,

an essential factor in transient measurements. The small free surface reduces the

chance for shear fracture. When the radii of the tools are kept small, only a small

sample is required, which often makes this geometry a necessity. However, proper

alignment becomes more important and more difficult with small cone angles. Mea-

suring suspensions with large particle size can be problematic with this geometry

because of the small gap near the axis, even when the cone is truncated. Indeed, as

discussed in Chapter 1, considering a suspension as a continuum is only meaningful

over length scales that are sufficiently larger than the length scale of the particles or

the aggregates. Hence, the ratio of gap size to particle or aggregate size should be

sufficiently large. Often minimum ratios of 10 or 20 are used, although a value of 50

has also been suggested [6]. For rods and fibers, the gap size should be several times

their length. When these conditions are not met in the center of the cone and plate,

parallel disks offer a reasonable alternative.

With parallel disks the sample size can also be relatively small, depending on

the radius of the disks. However, the shear rate is not uniform in this geometry, but

varies linearly in the radial direction. This complicates the calculation of viscosity,

as discussed in Section 9.2. More importantly, it causes a variable shear history in

the sample, so that different parts of the sample experience different strain histories,

which complicates the interpretation of transient measurements. On the other hand,

the shear rate can be changed by varying the rotational speed as well as by changing

the gap, which makes it easier to characterize wall slip (see below).

As noted, the parallel-disk geometry is more suitable than plate-and-cone for

large particles. Both geometries, however, become unsuitable when sedimentation

occurs. Even with minor settling, the top platen would rotate in an essentially pure

liquid phase. In this case, coaxial cylinders are indicated. A settling distance that

would cause substantial error in the other geometries would only cause a local

effect near the top of the cylinders. A disadvantage is that the shear rate is only

constant across the gap when the latter is quite small. Furthermore, loading a very

viscous material in a Couette is more difficult than in other rotational geometries.
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Figure 9.4. Flow curve for a shear thickening sample as measured in a stress-controlled device [13]:

(a) viscosity plotted versus shear rate; (b) viscosity plotted versus shear stress. (Data from Laun

et al. [12].)

Many rheometers have functionality to control the loading rates and/or forces when

gapping parallel-plate or cone-and-plate geometries.

Measurements on rotational instruments are performed in either a stress-

controlled or a strain-controlled mode, although most stress rheometers are

equipped with control systems to operate in pseudo-strain-controlled mode. Stress

control is preferred for studying gels and materials with a yield stress, as it is possible

to study the material properties without exceeding the yield stress, for example. On

the other hand, strain-controlled devices are generally more intuitive to use. Strain

control is preferred for strongly shear thinning and possibly shear banding materials,

as small increases in stress can result in extremely large changes in shear rate. Strain-

controlled devices are also preferred for transient measurements. It should be noted

that the material response to stepwise changes in shear rate or strain is physically

different from that in stepwise changes in stress. In addition, the greater instrument

inertia in stress-controlled devices can severely limit transient measurements. When

the stress is suddenly decreased (in stress-controlled mode) to zero or to a low value,

the subsequent motion of the sample can be driven by instrument inertia unless

properly compensated. Similarly, when a stress is suddenly applied to a gel, inertia

will cause the superposition of a damped vibration on the stepwise deformation: gel

ringing, the result of the interaction between instrument inertia and gel elasticity

This can actually be used to determine the elasticity of the gel [10, 11].

Another important distinction between the two types of instruments appears for

the case of shear thickening samples. Discontinuous shear thickening, illustrated in

Figure 9.4, is stress-controlled and exhibits a viscosity curve that is multivalued in

shear rate (a) but nearly continuous in shear stress (b). When the stress through the

shear thickening transition is gradually increased, a significant increase is observed

in viscosity, and a commensurate drop in shear rate. An erratic signal for the shear

rate is observed at higher stresses. When the shear stress is decreased, the smooth

curve is rejoined at a somewhat lower stress level. Controlling stress allows one to

move systematically through the transition, whereas in a strain-controlled device

the discontinuous shear thickening region is generally not accessible, as the sample

becomes unstable and will jump between states of low and extremely high stresses

upon passing through the shear thickening transition.
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Very high shear rates can be reached in capillary rheometry, and very viscous

and paste-like samples can also be handled in this manner. The large variation in

shear rate, from zero at the centerline to a maximum at the wall, can complicate data

reduction, as with parallel disks. Slip can often be a problem in capillary flow, and is

difficult to determine as it requires the use of capillaries of multiple diameters and

lengths. Capillary rheology generally requires larger amounts of sample, and neither

transient, oscillatory, nor normal stress measurements are possible in traditional

capillary devices.

9.3.3 General measurement procedures

The sample should normally be well mixed and homogeneous prior to being loaded

in the rheometer. Trapped air bubbles can be eliminated by weak centrifugation of

the sample prior to loading, but care should be taken not to introduce concentration

gradients in the suspension. It remains difficult to eliminate air bubbles from gels.

Shearing can liquefy gelled materials, which makes loading and gap setting easier.

Many rheometers now include a loading protocol for setting the gap at a specified

rate or applied force to help standardize sample loading and to define a loading

history. Loading amounts should follow those prescribed by the manufacturer for

the specific tool, to avoid measurement errors associated with the free surface (i.e.,

excess sample or under-filling of the tooling), which may require trimming the sample

or using a calibrated syringe.

Often a pre-shear is applied, to set the initial state of the sample. This is especially

important for thixotropic materials and those exhibiting a yield stress. For new sam-

ples, a preliminary rate or stress sweep is often performed to determine the shear

rate at which shear fracture sets in. The latter can also be detected during measure-

ments as a drift to lower viscosities upon the application of a steady, high shear rate.

The value reached before the decrease starts is often an approximate indication of

the viscosity without shear fracture. Shear fracture often leads to expulsion of part

of the sample, causing an irreversible decrease in viscosity. Very high rotation rates

can also lead to ejection of sample from the tooling, with a similar effect.

Steady state measurements are normally performed by increasing the shear rate

at a given rate (rate sweep or ramp test). In principle the same viscosities should be

generated when the experiment is repeated with a decreasing shear rate. Hysteresis

might be caused by intrinsic time effects in the material or by apparent effects

resulting from one of the phenomena discussed above. As an alternative to a ramp

test, the shear rate (or stress) can be changed in steps, with the shear stress measured

after a specified time at each step, or until the rate of change of the stress is below

a certain limit; in this way, discrete values of viscosity over a range of applied shear

rate (or stress) are generated. This method is also preferred for determining normal

stress differences.

Reversibility is a serious issue with many suspensions, and this and reproducibil-

ity should be checked carefully. Often the sample is sheared at the beginning at

the highest possible or relevant shear rate (avoiding shear fracture), to eliminate a

variable shear history during loading and gap setting. Such shearing can often set

the basic sample microstructure in thixotropic suspensions if shearing breaks down
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or disperses flocs or aggregates, for example. A subsequent rest period can be intro-

duced to allow the sample to recover to some extent. In a step rate (or stress) test,

sufficient equilibration time should be allowed at each shear rate (or stress) to reach

the steady state. Especially at low shear rates (or stresses) this can take a long time,

even hours. It is useful to verify that the steady state value is the same, irrespec-

tive of pre-shearing at shear rates higher or lower than those of the measurement.

Artifacts such as sedimentation will cause a decrease of viscosity in time, even if the

sample is at rest. Shear-induced migration, on the other hand, will lead to a viscosity

decrease only during shearing. It is also recommended that viscosities be confirmed

with different tool geometries. Some phenomena require specific procedures; these

are discussed in the next section.

Capillaries (and slits) are not considered in detail here, as pressure-driven flows

are not used for characterizing suspensions as often as rotational devices. However,

these geometries may find use in process measurements and in practical applications.

Extrusion of concentrated suspensions through the contraction at the entrance to a

capillary can cause problems. For example, the liquid phase can flow faster than the

particles, causing obstructions and at any rate invalidating the measurements. Slip

can be taken into account, as discussed below. Shear migration can be an issue as well,

causing a dependence on the length of the capillary that is similar to entrance effects.

9.4 Specific measurement procedures

Methods for resolving the major problems arising from the use of disperse systems

are discussed here: wall slip, yield stresses in shear and in compression, and the

measurement of thixotropy.

9.4.1 Wall slip

In a concentrated suspension or in a gelled system with an apparent yield stress,

flow may be totally the result of slip. Procedures exist with the various geometries to

correct the data, based on the simple idea that the slip velocity depends only on the

stress. Variation of device geometry and obtaining data at constant wall stress then

enables the construction of plots to determine the wall slip velocity as well as the

true shear rate at the wall. Herein, we consider the most common measuring devices,

i.e., capillary flow, parallel disks, and cone and plate; vane geometry and roughened

plates are also discussed. Note that slip is an adhesive failure that depends on both

the suspension and the tool’s geometry and construction materials. Shear banding,

on the other hand, is a cohesive failure of the material with itself, and is therefore a

property of the material.

9.4.1.1 Capillaries

For flow with wall slip, the measured flow rate Q consists of two parts: a plug flow

moving with the wall slip velocity vs plus the flow (Qfl) corresponding to the spatially

varying velocity field:

Q = Q f l + �R2vs (9.11)
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(see Figure 9.5). Only Qfl should be used in Eq. (9.10) to calculate the shear rate

at the wall. A procedure to deduce Qfl has been proposed by Mooney [13]. It is

based on the assumption that the slip velocity depends on wall shear stress but not

on radius. Dividing both sides of Eq. (9.11) by �R3, one obtains

Q

�R3
=

Q f l

�R3
+

vs

R
. (9.12)

The first term on the right-hand side corresponds to the apparent Newtonian shear

rate at the wall. At constant wall shear stress it does not depend on R. Plotting Q/�R3

versus 1/R (a so-called Mooney plot), for values of Q obtained with capillaries of

different diameters but at the same wall shear stress, would give a straight line; see

Figure 9.6. Its slope is the slip velocity vs :

vs =
d

(

Q/�R3
)

d (1/R)
. (9.13)

With data points for two capillaries with different R, vs can be derived from

�(Q/�R3)/�(1/R).

This analysis suggests a practical procedure for determining an accurate viscosity

in the presence of slip. First, the entrance effect is identified by plotting the pressure

drop versus L/R for a series of measurements conducted at the same flow rate in
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capillaries with the same diameter but different length. From this Bagley plot [7],

the effective capillary length can be calculated. From a series of measurements at

the same value of 	(R), in capillaries with various diameters, a Mooney plot will

give the value of Qfl. With this as the flow rate in Eq. (9.10), the value of the shear

rate �̇(R) corresponding to 	(R) can be determined, providing a data point of the

flow curve.

The previous procedure is based on the assumption that the Mooney plot pro-

duces a straight line, i.e., that vs does not depend on the radius. This is not always the

case; see, e.g., [14, 15]. Note that this procedure has to be done in addition to the mea-

surements required to reconstruct the true viscosity flow curve for non-Newtonian

fluids and, as such, is very tedious. Alternative methods have been proposed to

extract the slip and true flow curve from sets of experimental data on various capil-

lary diameters, lengths, and pressure drops without the need for the aforementioned

plots. These numerical methods handle the ill-posed nature of the mathematical

problem, as well as experimental noise, by applying regularization methods to deter-

mine the flow curve from a large set of experiments. Numerical procedures have been

proposed for capillary flow measurements using Tikhonov regularization (e.g., [16–

18]). Even these methods can fail, however, especially for concentrated suspensions

[15, 19].

9.4.1.2 Coaxial cylinders

Slip has also been considered by Mooney for this geometry [13]; see Figure 9.7.

This procedure is based on data for three sets of cylinders (i = 1, 2, 3) with radii

Ric and Rib for cup and bob, respectively, satisfying the conditions R1b = R3b, R1c =

R2b, R2c = R3c. A more practical modification has been proposed by Yoshimura

and Prud’homme [20], based on two sets of cylinders with the same ratio � (=

R1c/R1b = R2c/R2b). Measurements on the two sets of cylinders are compared at the

same stress values. This requires comparing results for torques that satisfy

T1

T2
=

R2
1b

R2
2b

. (9.14)



9.4 Specific measurement procedures 303

105

104

103

Rough

Smooth

102

101

100

10-1

10-1 100

σ (Pa)

η
(P

a
 s

)

101

10-2

Figure 9.8. Comparison of flow curves obtained

with rough and smooth inner cylinders, for a

latex suspension of acrylic copolymer particles

(after Buscall et al. [63]).

To calculate the viscosity, one uses the mean stress 	m between cup and bob

[13, 20]:

	m =
	b

2

(

�2
+ 1

�2

)

. (9.15)

For a narrow gap, the viscosity at this stress level is given by [13, 20]

�(�̇m) =
	m

� f l

(

�2
− 1

�2 + 1

)

, (9.16)

where � f l is the rotational speed of the cup responsible for the actual shear flow in

the fluid, i.e., after correction for slip (for larger gaps, reference is made to the original

papers). This speed can be derived from measurements in the two geometries, in

which the rotational speeds have been adjusted to produce the same mean stress

(see Eq. (9.15)):

� f l (	m) =
Rb2�2 − Rb1�1

Rb2 − Rb1
. (9.17)

The slip velocity is calculated from

vs (	∗) =

(

�

� + 1

) [

�1 (	m) − �2 (	m)

1/Rb1 − 1/Rb2

]

, (9.18)

in which

	∗
= 	m

2
(

�3
+ 1

)

(�2 + 1) (� + 1)
. (9.19)

As with capillaries, the Tikhonov regularization can be used here [21]. The require-

ment that the two sets of cylinders have the same � can then be dropped.

Rough walls are often used to reduce or postpone wall slip, as shown in Figure 9.8.

The suspension appears to yield at a much lower applied shear stress in the smooth

geometry than in the rough geometry. Very high viscosities measured at low shear

rates are often unreliable and could involve wall slip. The wall roughness should

generally be larger than the particle diameter. Although this can often eliminate

wall slip, there is a trade-off in measurement accuracy, as the gap is not well defined

for substantial wall roughness.
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Figure 9.9. Velocity profile between parallel

plates with wall slip.
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9.4.1.3 Parallel disks

The parallel-disk geometry is particularly well suited for slip measurements because

the gap size can be changed while the sample remains in the rheometer. Using

Eq. (9.4) in the case of slip results in an apparent shear rate �̇app (see Figure 9.2),

which still has to be corrected for slip:

�̇app (R) =
�R

h
. (9.20)

Assuming a slip velocity vs at both disks, the real shear rate �̇real at the rim is

calculated as

�̇real (R) = �̇app (R) −
2vs	 (R)

h
. (9.21)

Hence, the slope of a plot of �̇app (R) versus 1/h, for data at the same value of rim

shear stress 	(R), gives twice the slip velocity at that stress. The intercept is the real

shear rate.

Alternatively, the real shear rate at the rim can also be derived from torque

measurements for two different gap sizes but the same shear stress:

�̇real (R) =
h1�̇app,1 (R) − h2�̇app,2 (R)

h1 − h2

∣

∣

∣

∣

	(R)

. (9.22)

With this equation and Eq. (9.5), a flow curve can be constructed. The result of

applying this procedure is illustrated in Figure 9.10. The same data can be used to
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directly calculate a value for the slip velocity:

vs =
�̇app,1 (R) − �̇app,2 (R)

2 (1/h1 − 1/h2)

∣

∣

∣

∣

	(R)

. (9.23)

Again, numerical methods using Tikhonov regularization have been employed. As

with coaxial cylinders, roughened disks can reduce or postpone wall slip. For the

materials on which comparative measurements have been performed in different

geometries, similar relations between slip velocity and stress were found in each

case [22, 23].

9.4.2 Yield stress (shear)

As noted in Chapter 1, the concept of yield stress is somewhat ambiguous, and

depends on the experiment and its duration (or the patience of the experimenter!

An extreme case is discussed in the following framed story.) [24]. In principle, yield

stress is defined as the critical stress below which the material does not flow, and

should therefore be a well-defined material characteristic. In reality, the transition

to flow can be more complicated and often cannot be characterized by a unique,

well-defined stress value. Various types of yield stresses have been proposed and

used. From the theory of glasses and similar systems, an ideal yield stress has been

defined as the stress required to have flow in the absence of any barrier hopping by

thermal motion [25, 26]. It would apply to fast observations. The dynamic yield stress

	d
y would then be related to a specific observation time and would be smaller than

the ideal one. A static yield stress 	s
y is often defined as the lowest stress required

to generate flow after longtimes, sometimes also as the onset of irreversible creep

[27]. A dynamic yield stress is obtained as the limiting stress at low shear rates if

such a limit exists. These definitions are, however, not unique. The static yield stress

has also been associated with the onset of nonlinearities. Often correlations are

found between yield stresses measured in different ways. From the more general

perspective required here, it is important always to consider measured or calculated

values for yield stresses within the context of the technique and the data analysis

procedures used in each case.

Although the existence of a yield stress has been questioned (see the framed

story, To yield or not to yield, in Chapter 6), there seems to be a consensus to

accept the “engineering reality” and practical usefulness of the concept. It involves

estimating whether the material flows significantly over the relevant time scale of

the problem at hand.

Rheology and The Guinness Book of World Records

A material can react as a solid or as liquid, depending on the ratio of the charac-

teristic time of the material to the time of the experiment. Rocky materials, for

instance, seem very solid but can nevertheless flow at ambient temperature when

observed on geological time scales. Similar apparently solid materials which flow

on long time scales are glass and tar pitch. The latter material, or rather class of

materials as their composition is quite variable, was investigated in some detail
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in the early 1900s. Most prominent is the work of F. Trouton [28]. He calculated,

and confirmed experimentally, that the ratio of extensional to shear viscosity

is 3 for Newtonian fluids. This ratio, which can have quite divergent values for

other fluids, is therefore rightfully named after him. Trouton also pointed out

that his sample of pitch was non-Newtonian, and he even observed viscoelastic

phenomena such as retardation and recoil in extensional flow. He was clearly

one of the early rheologists, well before the word was even coined. In 1927,

T. Parnell set up a demonstration experiment at the University of Queensland

in which a glass funnel was filled with pitch, which was then allowed to pour

through by gravity at ambient temperature. This experiment is still going on (see

www.physics.uq.edu.au/pitchdrop/pitchdrop.shtml). Since the start, eight drops

have fallen from the funnel (nobody has ever seen a drop fall). The viscosity of

the pitch at ambient temperature, which is not controlled, is estimated to be on

the order of 108 Pa s, or 1011 times that of water. This is considered to be the

longest-running laboratory experiment in the world, and as such figures in The

Guinness Book of World Records.

When comparing yield stresses it is essential that the measurement conditions be

kept in mind. Although in most cases different geometries produce similar values,

the construction materials may be relevant, owing to the confounding issue of slip,

as discussed above. Near the apparent yield stress, slip or localized shear zones can

appear, especially if the shear stress is not constant throughout the sample (such as

for coaxial cylinders) [19]. Furthermore, it should be remembered that the structure

of a colloidal sample, and hence its transient yield stress measurement, can vary

with the sample’s history. Especially close to the gel point, the shear history can

be important, as discussed in Chapter 7 for thixotropic systems. For reproducible

results, samples should be sheared at the same pre-shear rate and then held at rest

for the same time prior to measurement. Similarly, the timing of the measurement

can be important, as the sample will continue to age. The effect of time on creep

measurements will be considered below.

A number of techniques will be discussed. They include:

� dynamic (apparent) yield stress measurements, based on the steady state flow

curve
� overshoot measurements in start-up flows
� stress relaxation
� oscillatory measurements (LAOS)
� yield stress measurements based on creep, and possibly recovery, experiments

(Figure 7.4.).

All these techniques involve shear flow and essentially determine a shear yield stress.

One can also define a yield stress in compression flows, which is very important in a

number of industrial processes, and will be discussed thereafter.

9.4.2.1 Methods based on the steady state flow curve

A first series of tests is based on the steady state viscosity curve, Figure 9.11(a). In

principle the shear history should not be relevant here. In practice, however, it can
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take a very long time, e.g., many hours, to reach steady state at low shear rates.

A � − log t curve should be used to verify this. There are two ways to extract a

yield stress from steady state data. When the log 	 − log �̇ curve has a horizontal

asymptote at the lowest shear rates, its value is considered to be the yield stress. It is

then assumed that the measurement results can be extrapolated to the unreachable

zero shear limit. The result will be a dynamic yield stress, also called the apparent

yield stress. This is an “apparent” value because it is always possible that at still

lower shear rates the stress will drop below the plateau value or even produce a

high viscosity Newtonian region (Figure 9.8). It was mentioned above that slip could

give rise to apparent viscous flow below the yield stress. If there is a real Newtonian

plateau at low shear rates but with a sufficiently high viscosity, the plateau stress

might still be a useful practical value to be used for the yield stress.

A true stress plateau at low shear rates is seldom observed, so the value of the

apparent yield stress will depend on the method of extrapolation. The Bingham,

Herschel-Bulkley, or Casson model (Section 1.2.2) is often used to extrapolate and

determine a yield stress. These extrapolated values can be identical with the asymp-

totic value of the stress discussed in the previous paragraph, but that is not always

the case. The yield stress derived from fitting a model is a parameter that describes,

or rather approximates, the flow curve between the highest and lowest shear rates

used for fitting. As such, it often depends on the range explored. Such a case is

illustrated in Figure 9.12. The graph shows a global fit on a linear scale; the inset

demonstrates that, upon closer inspection, the sample does not exhibit a yield stress.

The determination of a Bingham or Herschel-Bulkley yield stress (	B
y , 	 H

y ) does

not necessarily imply that the material has a real yield stress.

9.4.2.2 Overshoot stress in start-up flow

As illustrated in Figure 9.11(b), a constant, low shear rate is applied and the tran-

sient stress recorded. Below the yield stress a gelled material should display elastic

behavior. At short times, where the total strain is still small, the stress could be pro-

portional to the strain and a linear shear modulus can be determined. Because the

material is actually viscoelastic rather than purely elastic, the initial modulus could
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depend on the shear rate. At longer times, corresponding to higher strains, the stress

starts to increase less than proportionally to the strain. In principle this could reflect

a nonlinear elastic response but is more often associated with plasticity leading to

viscoelastic flow. Therefore the onset of nonlinearity has been associated with the

static yield stress 	s
y as measured in the stress-controlled mode (see below and, e.g.,

refs [29, 30]). When the gel completely yields the stress will start to decrease and tend

towards a constant value, representative of a viscous fluid. The peak or overshoot

stress is then considered a measure of the yield stress.

This explanation of the figure is oversimplified. First of all, the work associated

with initial shear stress is not necessarily dissipated by breaking interparticle bonds

in the gel. As there is a constant shear rate, a hydrodynamic stress component will

also dissipate energy. When repeating the experiment at systematically smaller shear

rates, one can often observe a decrease in overshoot stress; see Figure 9.13. When

the shear rate is further decreased, however, the overshoot stress can rise again.

This increase cannot be attributed to hydrodynamic effects, which should decrease

with decreasing shear rate. Rather, it is breaking and reforming interparticle bonds.

During slower motions more bonds can reform; thus, strenthening the structure

occurs during ageing. In such measurements the minimum peak stress is considered

the “real” yield stress.

For thixotropic samples, or for samples that are not reversible, the shear

history of the sample is very important. Overshoot measurements can actually
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be used to track aging or recovery of samples at rest after shearing (see also

Chapter 7). Note that viscoelastic samples will generally show a stress overshoot, so

one has to be careful not to misinterpret overshoots as a yield stress in the absence

of other evidence (such as creep and recovery tests, to be discussed next).

In principle, all geometries that ensure a constant shear rate throughout the sam-

ple can be used for stress overshoot measurements. Slip should be taken into account

properly, as it can be significant near the yield stress. Unfortunately, the structure

may not necessarily yield homogeneously. Heterogeneities in shear rate, such as

internal slip layers or shear banding, are often observed. Applying a colored line on

the free surface and carefully observing the flow can help detect these anomalies.

Then, either roughened surfaces or a vane geometry may help.

The vane geometry [29, 31, 32] was first used in soil mechanics to determine the

shear strength of soil. A 4–8-bladed vane rotates in a cylindrical cup (Figure 9.14).

Although the real stress and strain distribution is quite complex, it turns out that for

yielding samples, the vane defines an approximate cylindrical bob as it traps solid

material between the blades. When sheared, the material now yields on a cylindrical

surface described by the outer edges of the blades. Failure at the surface between

this effective inner bob and the rest of the sample is cohesive failure and therefore a

material property. The actual shear surface can be a few percent larger, depending

on the sample. This effect is most often neglected.

In the classical set-up, the various dimensions satisfy the following conditions:

1.0 < Hv/Dv < 3.5, DT/Dv > 2.0, H1/Dv > 1.0, H2/Dv > 0.5. The results are not

very sensitive to the geometry. The measured torque Ty at the moment of yielding

is caused by the yield stress on the cylindrical surface described by the sides of the

blades, and the torque on the upper and lower sides of this cylinder:

Ty = 	y (�Dv Hv)
Dv

2
+ 2

∫

2�r2	(r)dr . (9.24)
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The contribution of the upper and lower ends of the cylinder requires the stress

distribution 	 (r) on these surfaces to be known. The problem can be circum-

vented by performing a series of measurements with vanes of the same diameter

and different lengths. The intercept of the Ty(Hv) line then provides the contribu-

tion from both ends. It is normally assumed, rather arbitrarily, that the shear stress

on the end surfaces varies with radial position according to the power law relation

	(r)/	y = (2r/Dv)m. This results in the following relation between Ty and 	y:

Ty =
�D3

v

2

(

Hv

Dv

+
1

m + 3

)

	y. (9.25)

Equation (9.25) suggests that a plot of 2Ty/�D3
v versus Hv/Dv should produce a

straight line. This has been shown to be a reasonable approximation, with m appar-

ently close to zero [31]. To avoid multiple measurements, m is therefore normally

assumed to be zero. Often, the upper end of the blades is aligned with the free

surface of the liquid, thus avoiding stress on that part. The end correction term has

to be correspondingly reduced to 1/6 [33]. The results for a series of emulsions were

found to compare well with the zero shear stress in a Couette device.

9.4.2.3 Use of oscillatory flow

Instead of deforming the sample at a constant rate, one could use an oscillatory

motion with an increasing peak strain (large amplitude oscillatory shearing or

LAOS), as illustrated in Figure 9.11(d), to determine a dynamic oscillatory yield

stress. This is less commonly used but growing in popularity, especially with colloidal

glasses. In principle, yielding could be associated with the onset of nonlinearities, or

as the maximum elastic stress that can be achieved [34, 35]; see Figure 9.15. The data

also provide a corresponding yield strain, which can be used to characterize the onset

of yielding. This is preferred by some authors as being a more reliable characteristic

than yield stress (e.g., [36]). On the basis of the behavior of glassy suspensions, the

yield stress in LAOS has been associated with the absolute yield stress [25], because

it is the result of a fast measurement in which rearrangements induced by thermal

motion or stress can be avoided.

The oscillatory method can be used in a stress-controlled as well as a strain-

controlled mode. In some cases, reasonable agreement has been found with the
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other yield stress measurements [30, 34, 35]. The shear history is, however, quite

different for this experiment. In LAOS there is a repeated periodic motion and a

stepwise increase in peak strain according to a given time scheme. This can result in

quite different values for systems that are sensitive to shear history.

The cross-over of G′ and G′′ [37] provides another measure of the oscillatory

dynamic yield stress (see Figure 9.11(d)). This condition is often considered as

indicating a solid-liquid transition, or shear melting, at the frequency of the exper-

iment. Some caution is needed, however: following the critical gel approach (see

Chapter 6), the gel transition should not necessarily occur at G′
= G′′. Also, one is

dealing here with nonlinear data, and the resulting moduli only describe the response

at the fundamental frequency, ignoring contributions from higher harmonics (see

Chapter 11). Yielding has also been associated with the maximum in the G′′(� 0)

curve. At this strain amplitude, irreversible rearrangements in structure occur [38],

as discussed previously in terms of cage-melting (Chapter 3). The occurrence of two

maxima in G′′(� 0) is characteristic for attractive driven glasses; these are associated

with a two-step yielding or shear-melting of these materials [39] (Chapter 4).

9.4.2.4 Creep and recovery

Applying a constant stress and noting the lowest stress level at which creep, i.e.,

slow viscous flow, occurs would in principle determine the “real” or static yield stress

(Figure 9.11(e)). In Chapter 6 it was demonstrated that the solid-liquid transition is

in reality more complex. The shear history prior to and during measurements can

affect structure and yield stress. Often there is also the factor of measurement time

to be considered: the longer the stress is applied, the more likely that a possible

slow creeping motion can be detected. In addition, the creep curves at longer times

are not simply horizontal (for elastic solids) or with finite constant slope (viscous

liquid). Often one observes at low stresses a progressively lower rate of strain with

time, which is characteristic of aging. The stress region between no (or very small)

creep and clear viscous flow often includes an intermediate region of delayed flow

(see Figure 7.7). The delay time increases with decreasing stress; extrapolation to

infinite delay time is normally not attempted. Hence, again the time factor enters the

picture. As discussed in Chapter 7, delayed flow suggests a gradual rearrangement of

structure during creep. While the usual aging reflects the development of a stronger

structure, delayed flow is caused by structure weakening or coarsening.

At the end of a creep experiment, the stress can be released and the recovery of

the strain on the sample measured (Figure 9.11(e)). In the special case that the entire

deformation developed during creep is recovered, the sample behaves as an ideal

elastic solid [27, 40]. Any plastic deformation and flow of the sample during creep will

not be recovered. Uhlherr et al. [36] found that for some concentrated dispersions

the ratio of recovered strain over applied strain was a function only of the applied

strain, not of stress or time. A plot of this ratio versus the logarithm of total applied

strain produced a straight line, as shown in Figure 9.16. This line can be considered

to mark the transition region between the onset of yielding and complete yielding.

In this simple case, with a unique relation between stress and strain, the strain levels

can be associated with stress levels, as also indicated in the figure. For more dilute

flocculated systems, such simple one-to-one relations cannot be expected to hold.
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Figure 9.16. Strain recovery after creep

flow and corresponding stress levels (51%

kaolin in water). Stresses and strains at the

onset of yielding and at complete yielding

are indicated (after Uhlherr et al. [36]).

Of course, slip will also lead to incomplete recovery, and therefore must be handled

properly.

The yield stress under creeping flow has also been measured with a somewhat

different flow geometry, i.e., a device consisting of two parallel plates which are

squeezed together with a constant force [41]. The latter can easily be generated

by applying a weight on horizontally positioned plates. The resulting squeeze flow

produces a complex three-dimensional velocity distribution. When the height h

between the plates is much smaller than the plate diameter D, and there is little

or no slip at the plates, the flow is mainly shear flow in the radial direction. A

radial pressure profile develops and causes a parabolic velocity profile in the ver-

tical direction. At the plates the liquid velocity is zero, if no slip occurs. Squeeze

flow of Newtonian fluids is governed by the so-called Stefan or Stefan-Reynolds

equation,

FN =
3��D4

32h3

dh

dt
, (9.26)

where FN is the applied normal force. Equation (9.26) shows that, for a Newtonian

fluid under a constant force, the squeezing rate dh/dt decreases significantly when

the distance between the plates becomes small. For Bingham or Herschel-Bulkley

materials, the squeezing rate becomes zero (assuming h/D ≪ 1) when [41]

FN =
�D3	y

12h
. (9.27)

Not only are there shear stresses acting on the platens, but also normal stresses

governed by a pressure gradient that decreases from the center to the edge. The

variable normal stress makes it more difficult to take possible slip into account. It is

usually assumed that the shear stress at the plates is a fixed fraction m of the yield

stress. When mD ≫ h, one finds that

FN =
�D3m	y

12h
. (9.28)

On the basis of Eqs. (9.27) and (9.28), one would expect that logarithmic plots of

FN/D3 versus h should have a linear region with slope −1 and that the curves for

different plate diameters should coincide. These results have indeed been confirmed
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experimentally, with some deviations at small h [41]. The values of yield stress

obtained in this manner also compared well with the results obtained with a vane. In

some cases, however, the squeeze flow gave a lower value, suggesting slip at the plate

surfaces. Deviations at small h are attributed to heterogeneities in the samples. The

unknown parameter m represents a serious limitation on the use of squeeze flow. A

numerical solution procedure has been proposed for the inverse problem caused by

slip using a combination of squeeze flow and capillary flow data [17].

9.4.2.5 Stress relaxation method

By definition, a yield stress material can sustain stresses below the yield stress without

flowing. If a flowing suspension is suddenly arrested, the stress should not fully relax,

but only drop to the level of the yield stress (Figure 9.11(c)). Hence, stress relaxation

measurements could be used to measure yield stresses. Nguyen and Boger [42]

reported that the results compared well with the vane method for concentrated red

mud, although only over a limited concentration range. Scatter in the results at

lower concentrations was attributed to settling of the coarser particles. At higher

concentrations, slip was a problem. It should be pointed out that this technique will

only result in accurate results if there are no shear history effects. In thixotropic

suspensions, the relaxation method can give a very significant underestimate of the

yield stress.

9.4.3 Compressive yield stress

The squeeze flow from the previous section could be considered a “compressive”

flow, but the suspension is predominantly undergoing shear flow for thin gaps without

slip. In compressive flows, one applies pressure to the particulate network in the

suspension, but not to the liquid phase. This requires that fluid can flow out of the

particle network under compression. This flow condition arises in applications such

as sedimentation, filtration, and consolidation. The compressive yield stress, Py, is

the pressure at which a particulate network yields, resulting in a consolidation of the

network. The dynamics of such behavior can be called compressional rheology [43].

Here we only consider static behavior, i.e., the limiting stress at which yielding sets in.

The compressive yield stress is related to its counterpart in shear, but is much larger.

Here, a brief overview of the basic techniques is given. Details and comparisons can

be found in several reviews ([44–46]). Basically, three techniques have been used:

sedimentation, centrifugation, and pressure filtration.

Sedimentation under gravity can be used to directly determine the compressive

yield stress. Once the sediment layer is fully developed, the particles at a given

distance below the sedimentation surface will carry the net weight of the particulate

layer above that level. If the volume fraction of the suspension at the start of the

sedimentation is �0 and the surface level is H0, the pressure in the bottom layer after

sedimentation is

P (0) = ��gH0�0, (9.29)
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where g is the gravitational constant and �� expresses the difference in density

between particles and suspending medium. If P(0) < Py, the bottom layer will com-

pact until P (0) = Py [� (0)]. The same applies to any level above the bottom for

which the local pressure is higher than the compressive yield stress. The particle

volume fraction � (0) at the bottom is, however, not automatically known. The

pressures at different heights h will differ and therefore so will the volume fractions.

This can be resolved in different ways [45].

The sedimentation method is limited in that gravitational settling can generate

only relatively small pressures, but this can be surmounted using mechanical cen-

trifugation. The method then consists in consolidating a sample at a given rotational

speed � until equilibrium is reached, which can take quite a long time. For sedimen-

tation, the equilibrium pressure on the particle network at each level z above the

bottom of the sample is given by the weight of the particles above this level:

P(z) =

∫ Heq

z

��g(z)�(z)dz, (9.30)

where Heq is the thickness of the particle layer at equilibrium. The equation for

centrifugation is similar, except that the body force g(z) depends on position, which

is now measured in the radial direction:

g(z) = �2 (Rbs − z) = gbs (Rbs) (1 − z/Rbs), (9.31)

where Rbs is the distance between the rotor axis and the outer side of the sample

and gbs is the acceleration at z = Rbs .

At positions z sufficiently far below the surface of the particle layer, the local

pressure can be larger than Py, and the layer will be compacted until

P (z) = Py [� (z)] . (9.32)

Two procedures are available to deduce the function Py [� (z)] from centrifuga-

tion experiments [45]. From a measurement of the concentration profile � (z), the

compressive yield stresses at each level z can be calculated from Eq. (9.30). The

concentration profile can be measured using a radiation technique. The alternative

is to scrape off the particle cake, layer by layer, and determine the solids content

by drying. To evaluate Eq. (9.30) accurately, the measured profiles are fitted to a

suitable analytical expression [44]. The concentration measurements can, however,

be avoided. In the multiple speed method, the equilibrium height Heq is measured at

consecutively larger rotational speeds [46]. The derivation of the compressive yield

stresses is rather involved and requires an iterative numerical procedure [44, 46].

Green et al. [46] have shown that in most practical cases a mean value approxima-

tion for the volume fraction can be used. The pressure at the bottom of the sample

at each acceleration is then given by

P (0, gbs) = ��gbs�0 H0 (1 − Heq/2Rbs) . (9.33)

The corresponding volume fraction is

� (0, gbs) =

�0 H0

[

1 −
1

2Rbs

(

Heq + gbs
dHeq

dgbs

)]

[(

Heq + gbs
dHeq

dgbs

) (

1 −
Heq

Rbs

)

+
H2

eq

2Rbs

] . (9.34)
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This still requires that the derivative dHeq/dgbs be calculated. Again the data are

first fitted to an analytical equation to achieve a higher accuracy. The various ways of

measuring and calculating compressive yield stresses produce quite similar results, at

least for the non-dilute systems for which comparisons have been made; see, e.g., [45].

Among the two more commonly used methods, pressure filtration is the easiest

one. Here, a suspension is compressed, e.g., by a piston in a cylindrical chamber,

at constant pressure against a filter membrane that is permeable for the liquid

phase. When an equilibrium level of consolidation is achieved, the pressure should

equal the compressive yield stress in the filter cake. Unlike with sedimentation,

pressure and volume are now constant throughout the sample. One only needs to

determine the volume fraction in the filter cake. This can be done, starting from the

original concentration and measuring the change in volume of the suspension during

compression. A somewhat more accurate method [44] consists in determining the

solids fraction by drying the cake. When separate experiments are performed at

different pressures, or by a stepwise increase in pressure, the Py versus �(0) relation

can be determined.

9.4.4 Thixotropy

In Chapter 7, thixotropy was described as a consequence of shear rate and time-

dependent structure. Rheologists need measurement protocols in order to handle

this complexity.

Some common measurements that can be used to probe thixotropy are illus-

trated in Figure 9.17. These tests have already been considered in Section 7.4, and

provide a practical guide to the experimental protocols used in conjunction with the

modeling of thixotropic dispersions. All measurement problems discussed earlier in

this chapter can be encountered when working with thixotropic systems. In addition,

the strong effect of shear history should be taken into account. One consequence is

that regaining the initial condition in subsequent experiments is not always trivial,

especially at low shear rates or after rest periods. In addition, at lower shear rates the

possibility increases that the sample becomes permanently trapped in a metastable

condition determined by the previous shear history (see also Section 7.2). Nanocom-

posites are particularly prone to this phenomenon. To determine the steady state

viscosity, it is then imperative to repeat measurements at a given shear rate not only

after shearing previously at a higher rate, but after lower shear rates. In this manner

it can be determined whether a real steady state condition can be achieved.

In principle, applying a small amplitude oscillation (Figure 9.17(d)) provides

a non-destructive probe of structure recovery after flow is arrested. It should be

noted that the linearity limit decreases with increasing structure, and therefore with

increasing time, during a recovery measurement. This can result in a gradual interfer-

ence of the oscillatory motion with the rate of structure recovery. This interference

is subtle, and does not necessarily show up as a nonlinear effect. It can be detected

by comparing recovery measurements at two amplitudes or by comparing data dur-

ing continuous application of oscillations with data for which oscillations are only

applied intermittently for brief periods. The recovery curve can also depend on the

previous shear rate. However, curves for different initial conditions should all tend to
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Figure 9.17. Test protocols for measuring thixotropy: (a) hysteresis method, (b) stepwise change

in shear rate (or shear stress), (c) intermittent shear flow, (d) oscillations after cessation of flow.

the same final value, the equilibrium rest state. As mentioned earlier, the possibility

of metastable states should be considered. A complete characterization requires that

the recovery be measured at various frequencies, as the modulus-frequency curve

can evolve with time.

Normally, flow-induced structure breakdown is achieved by means of steady

state shear flow. A large amplitude oscillatory shear can also result in structure

breakdown. For some systems the two types of flow produce similar viscosities,

resulting in a modified Cox-Merz rule (see the next section). In thixotropic systems,

differences from results obtained by steady state shearing have been reported [47].

The large amplitude response of the sample can be analyzed to follow the changes

in structure during the oscillations (see the next section). This has only rarely been

used for thixotropic systems [48].

9.4.5 Large amplitude oscillatory shear flow (LAOS)

Whereas ordinary polymeric fluids display a linear response in oscillatory flow up

to strains of O(1), many suspensions start to react nonlinearly at strains of O(10−2)
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or even lower. Although LAOS measurements were already being performed on

complex dispersions in the 1960s [49, 50], the lack of suitable nonlinear models and

of easy data handling procedures hampered a wider application of the technique.

The method is now becoming more prevalent, given fast digital data acquisition

methods and fast Fourier transform analyses [51]. There is also a growing theoretical

insight in the meaning of the harmonics [52]. Unlike viscoelastic polymer solutions

and melts, viscoelastic colloidal suspensions seldom obey the Cox-Merz rule, �(�̇) =

�∗ (�)
∣

∣

�=�̇
. Rather, considerations of thixotropy and slow structure recovery relative

to the probing frequency leads to a correlation of the steady shear viscosity with the

complex viscosity at comparable maximum shear rates during oscillatory flow. This

is the so-called Rutgers-Delaware rule (see also Figure 8.21) [53],

�∗ (�o�) = �(�̇)
∣

∣

�̇=�o�
. (9.35)

This is the extreme limit of a spectrum of behaviors that spans the two phenomeno-

logical relationships, depending on the relative rate of structure breakdown and

recovery. Equation (9.35) then corresponds to the case where breakdown at the

peak strain rate cannot recover during the intermediate periods of lower strain.

There are two common ways to present and use nonlinear oscillatory data. The

first is based on a Fourier analysis of the output signal, which decomposes

the non-sinusoidal output into a series of sinusoidal waves. Their frequencies are

the fundamental frequency of the input signal and higher odd harmonics (multiples)

of this frequency. In most cases only the first term, at the fundamental frequency, is

used. On this basis, values of G′

1 (�) and G′′

1 (�) are determined, the higher harmonic

content of the material response being ignored. Although the higher harmonics also

have a phase angle associated with them, the corresponding moduli G′

i (�) and G′′

i (�)

do not have the same meaning as the storage and loss moduli at the fundamental

frequency. In particular, both in-phase and out-of-phase moduli for the higher odd

harmonics express nonlinear elasticity; they do not contribute to the energy dissipa-

tion [50]. In principle, the coefficients of the higher harmonics could be compared to

calculations based on a microstructural theory [54].

The classical way to analyze nonlinear oscillations is by means of Lissajous-

Bowditch plots [55] of stress versus strain. A linear response results in an elliptical

plot, which can be used to determine the dynamic moduli. A nonlinear response

leads to a more complex shape (Figure 9.18), which itself is a characterization of the

nonlinear viscoelasticity of the suspension [55].

Attempts have been made to associate the nonlinear response with physical phe-

nomena such as slip, shear thinning, and shear thickening using physically motivated

trial functions and Fourier decomposition of the nonlinear response [52]. Indeed,

such analyses enable determination of the dominant response from single-point,

nonlinear oscillatory tests and, as such, may find use in the tracking of thixotropic

suspensions. Alternatively, a method based on separation of the LAOS response

into unique elastic and viscous components has been proposed [56]. An expansion

of these functions in Chebyshev polynomials of the first kind permits identification of

a number of physically meaningful metrics of the elastic and viscous characteristics of

materials under LAOS. Furthermore, the analysis permits construction of a “Pipkin
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Figure 9.18. Lissajous plot for a colloidal glass:

61% PMMA particles in octodecene, � = 1 Hz

and �0 = 0.2 (after [53]).

diagram” (strain amplitude versus Deborah number) that provides a “rheological

fingerprint” of the material. For a review of the method see [57].

Appendix: Characterization of wall slip

To fully describe the flow of fluids that display wall slippage, the rheological consti-

tutive equation should be supplemented with a relation that describes the slip. The

simplest slip law is a linear relation between slip velocity and wall shear stress:

vs = �s,N	 (R) . (9.A1)

This relation, proposed by Navier [58], dates back to the origins of viscometry. This

linear relation defines a single characteristic, �s,N, called Navier’s slip coefficient. It

is not a pure material characteristic, as it also depends on the nature and roughness

of the wall [35, 59]. A constant �s,N is not always a satisfactory representation of the

slip data for suspensions (e.g., [17, 23, 60]). Often the slip velocity increases more

than proportionally with the wall stress, and can be described by a power law:

vs = �s,p	 (R)n
. (9.A2)

With yield stress materials, the situation is even more complex. Benbow and Bridg-

water [61] suggested replacing 	 by 	(R)−	y in Eq. (9.A2). This assumes that no

slip occurs at the bulk yield stress, which is not necessarily the case [22, 33]. Slippage

near the yield stress can be quite a complex phenomenon, involving time effects [19].

Below the bulk yield stress, velocity differences are concentrated near the wall and

the sample itself moves in plug flow [33, 62]. For pastes of soft solids in this stress

region, the following fitting equation has been proposed [58, 61]:

vs

vs,y

=

[

(	 − 	s,0)

(	 − 	y)

]n

, (9.A3)

with n ∼ 2, where vs,y is the slip at the yield stress and 	s,0 the stress level at which

the slip becomes zero. Especially in such complicated cases, direct observation of the

velocity profile can be very useful [19, 62]. Several techniques are available [63]. They

include applying a thin line on the free surface across the gap, but also microscopic

particle tracking and magnetic resonance imaging (MRI).
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Instead of slip velocity, some authors characterize slippage by means of a slip

layer with finite thickness �s (see Figure 9.2) [22, 23, 63, 65]. Reiner [66] presented

such an analysis in the same year that the Mooney analysis was published (for a

discussion of the early historical references on slip, see [6]). To calculate �s from vs,

one has to assume a viscosity in the slip layer, for which the medium viscosity has

been used. Assuming the stress to be equal to the wall shear stress in the thin slip

layer, one then finds

�s = �s,p�m. (9.A4)

For geometries in which the shear rate is constant, one could also characterize

slip by means of the slip length, ls. This is obtained by extrapolating the velocity

profile in the wall and noting the distance from the wall/liquid interface at which the

extrapolated velocity profile reaches zero value:

ls = vs �̇ . (9.A5)

The slip length has been used mainly for polymers [67, 68], and in suspensions

is of the order of a particle diameter. A discussion of some critical issues related

specifically to slip in dispersions can be found in [69].

Chapter notation

be extrapolation length [m]

DT diameter of cup (for vane) [m]

FN normal thrust on plane [N]

gbs acceleration constant at bottom of sample in centrifugation experiment

[m s−2]

G′

i in-phase dynamic modulus of harmonic i [Pa]

h thickness of sample (height or gap width) [m]

Heq sediment height modulus of harmonic i [Pa]

G′′

i out-of-phase at equilibrium in sedimentation experiment [m]

H0 liquid level [m]

H1, H2 height above (1) and below (2) vane [m]

ls slip length [m]

P(0) pressure at the bottom of the reservoir in sedimentation experiment [Pa]

Py pressure at yielding [Pa]

�P pressure drop over capillary [Pa]

Q volumetric flow rate [m3 s−1]

Qfl volumetric flow rate corrected for wall slip [m3 s−1]

r radial coordinate [m]

R radius of the sample [m]

Rbs distance between rotor axis and bottom of sample in centrifugation

experiment [m]

T torque [N m]

vs slip velocity [m s−1]
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Greek symbols

� cone angle [rad]

�s,N Navier’s slip coefficient [m3 N−1 s−1]

�s,p slip coefficient, Eq. (9.A2) [m2n+1 N−n s−1]

�̇m shear rate at stress 	m [s−1]

�s thickness of slip layer [m]

� Rc/Rb [-]

�� difference in density between particle and suspending medium [kg m−3]

	s,0 stress level at which the slip velocity becomes zero [Pa]

	a
y apparent yield stress (Pa)

	do
y dynamic oscillatory yield stress [Pa]

	s
y static yield stress [Pa]

	∗ stress, defined by Eq. (9.19) [Pa]

�0 volume fraction of particles at time zero [-]

� f l rotational speed corrected for wall slip [rad s−1]

Subscripts

a value assuming Newtonian behavior

app apparent value, not corrected for slip

av average value

b bob

c cup

m mean value

real value after correction for slip

R value at edge (r = R)

s slip

v vane
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10 Suspensions in viscoelastic media

10.1 Introduction

In the previous chapters it was assumed, explicitly or implicitly, that the suspending

medium was Newtonian, which is typical for small molecule solvents. For a suspend-

ing medium containing a polymer, it was assumed that the only effects were on the

interparticle forces. However, the consequences of having a viscoelastic medium

were not considered. In many technological suspensions the suspending medium is

viscoelastic. Examples can be found in coatings, inks, food products, detergents, cos-

metics, pharmaceuticals, filled polymers, and composites, including nanocomposites.

The source of viscoelasticity is most often the presence of polymers, either in solution

or as a melt, which serve as binder or thickener. Detergents containing worm-like

micelles are also viscoelastic, and suspensions in such fluids will display behavior

similar to those for polymers. Some products contain vesicles, liquid crystals, or

other mesophases that impart viscoelasticity.

The non-Newtonian nature of the suspending medium will affect the hydrody-

namics. As has been shown (Chapter 2), for a shearing suspension in a Newtonian

fluid the local flow around and between particles is much more complicated than

the bulk, laminar shear flow. The constant viscosity of the suspending medium, how-

ever, ensures that there is universality in the flow behavior. This does not hold for

suspensions in shear thinning fluids, making their analysis more involved. Neverthe-

less, this problem was tackled early on, as discussed in [1]. With viscoelastic media

the situation becomes even more complex. Even during globally steady shearing

flow the fluid elements near the particles are subjected to a transient motion (i.e.,

their motion is unsteady in a Lagrangian sense). Therefore, the time dependence

of viscoelastic fluids will affect the local flow, destroying, for instance, the fore-aft

symmetry of purely laminar flow around a sphere. In addition, the normal force

differences in the fluid phase will affect the stress distribution on the particles, and

hence their motion. Finally, seemingly anomalous behaviors occur for suspensions

in viscoelastic media because the flow between particles is not simple shear flow, but

includes extensional components.

The net effect of the viscoelasticity of the suspending medium is not only a

loss of universal behavior, but also new particle dynamics and suspension mechan-

ics. Whereas for Newtonian fluids the rheological nonlinearities and the associated

effects on particle motion came from inertia (Chapter 2), in viscoelastic media the

properties of the suspending fluid itself introduce such complications. As a result,
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Figure 10.1. Migration of polystyrene spheres (a = 65 �m) suspended in a PAA solution towards

the outer cylinder of a Couette geometry; the data are for different rotational velocities (after

Karnis and Mason [5]).

changes in particle rotation and migration can occur in inertialess flows. It remains

to be seen whether it is possible to make general statements about the rheological

behavior of suspensions in viscoelastic media. The same applies to empirical scaling

laws. Similarly, the results of numerical simulations will only be valid for suspending

media that obey the specific constitutive equations assumed in the analysis. Simu-

lations become much more difficult for viscoelastic media, and are often based on

quite restrictive simplifications. Only recently have significant results of this nature

become available.

Herein, we introduce the dominant effects of suspending non-Brownian particles

in a non-Newtonian medium, in particular where the latter is viscoelastic (for an

overview that includes inelastic media, see [2]). Less well understood are dispersions

of Brownian particles in non-Newtonian media [3]. These are discussed within the

framework of nanocomposites, here and in the Chapter 11 section on colloidal

microrheology.

10.2 Landmark observations

It was realized early on that the non-Newtonian nature of the medium affected the

motion of the suspended particles (e.g., [1, 4, 5]). Particles were found to display

an unusual migration behavior, often opposite to the effect of inertia in Newtonian

media. The results were not always consistent, but migration transverse to the flow

could be clearly detected in Couette geometry, as well as a gradual shift in orbit for

non-spherical particles. This is illustrated in Figure 10.1 with data from Karnis and

Mason [5]. More systematic data will be discussed below.

Highgate and Whorlow [6] presented the first systematic rheological measure-

ments on suspensions of spheres in viscoelastic media. They found the viscosity

curves of the suspensions to be similar in shape to those of the suspending medium

itself. Notwithstanding this similarity, the logarithmic �(�̇) curves could not be
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Figure 10.2. Relative fluidities of suspensions in a viscoelastic medium, PMMA spheres (a = 50 �m)

in a PIB solution, compared at (a) constant stress, (b) constant shear rate; the values in (b) vary

with shear rate at low shear rates (after Highate and Whorlow [6]).

superimposed by a simple vertical shift: with increasing numbers of particles, the

onset of shear thinning shifted to lower shear rates. The values for relative viscosity,

defined as the ratio of suspension viscosity to medium viscosity at the same shear rate,

were smaller in the power law region than on the Newtonian plateau. However, in

comparisons of suspension and medium viscosity at the same shear stress, the values

turned out to be independent of shear rate or shear stress. Highgate and Whorlow

actually used relative fluidities, which are the inverse of relative viscosities. Some of

their results are shown in Figure 10.2. Kataoka et al. [7] later provided support for

this scaling procedure using polymer melts.

Highgate and Whorlow also measured the first normal stress difference N1. On

the basis of their limited data, they suggested that the effect of particle volume

fraction on N1 could be expressed by the ratio of the shear rate in the suspension to

the shear rate in the medium at the same N1. The shift would be a constant for a given

volume fraction. A subsequent, more complete data set by Mewis and de Bleyser [8]

led to the conclusion that logarithmic N1 (	) curves for different volume fractions

are parallel, at least at high shear rates where colloidal effects can be ignored; see

Figure 10.3. In this range, the shear rate dependence of both viscosities and normal

stresses can be described by power law relations. The power law indices do not

change when particles are added. The values of N1 for equal values of the shear

stress decrease with increasing volume fraction. By contrast, at constant shear rate

the values of N1 increase with increasing �.

There are very few data reported for N2 on suspensions [9, 10]. Available results

suggest that N2 is negative for suspensions in viscoelastic media, as it is for pure poly-

mer media. As with N1, its dependence on shear stress can be described by a power

law index that is independent of volume fraction; see Figure 10.4. The magnitude of

N2, however, increases with increasing volume fraction, when compared at constant

shear stress, and by the same amount that N1 decreases [9].

From the experiments discussed so far it can be concluded that the rheological

curves for the suspensions can be superimposed on those for the medium by a simple

scaling. Deviations occur at low shear rates, where colloidal phenomena become

important (Figure 10.3). The material response often resembles that of flocculated
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Figure 10.4. Magnitude of the second normal stress difference (glass beads in a viscoelastic silicone

oil); the data fall along parallel lines (after Mall-Gleissle et al. [9]).

suspensions (Chapter 6). This includes additional shear thinning at low shear rates

or even the appearance of a yield stress. Particle-controlled phenomena such as

particle inertia can also occur in viscoelastic media. An illustration is provided by

the data of Aral and Kalyon [11] for suspensions of glass beads (12 �m diameter) in a

weakly elastic oil. At volume fractions above 30%, these authors found negative first

normal stress differences, as described earlier for suspensions in Newtonian media

(Chapter 2).

The extensional response of viscoelastic fluids can differ substantially from that

in shear flow. In particular, the viscosity can grow more strongly at larger stretching

rates than at smaller ones This phenomenon is called strain hardening. The impact

on extensional flow of adding non-colloidal spheres to a polymer melt is illustrated in

Figure 10.5 [12]. A comparison of data for the suspension at low stretching rates with
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Figure 10.5. Transient extensional viscosities for a filled polyisobutylene melt (particles: � = 0.15,

a = 1.5 �m); the bottom line presents low strain rate data for the unfilled polymer (after Le Meins

et al. [52]).

those for the pure polymer (lower solid line) shows that the ratio of their instanta-

neous values is independent of time. The increase with volume fraction of this ratio,

the relative extensional viscosity, is equal to that for shear flow, within measurement

accuracy. Hence, the Trouton ratio (see Chapter 2) retains the Newtonian value of 3

under these conditions. As is the case for the pure polymer, the dispersion displays

strain hardening, although to a lesser extent (see Section 10.5.4). The two results,

i.e., the time-independent Trouton ratio at low strain rates and the reduction in

strain hardening, are consistent with other results for spherical inclusions; see, e.g.,

respectively [12] and [13].

The extensional flow data in Figure 10.5 refer to moderately concentrated suspen-

sions of relatively large spheres. They reflect the hydrodynamic effects of spherical

inclusions in such flows. Increasing the particle concentration or reducing the par-

ticle size will cause deviations similar to those in shear flow, including strain rate

thinning at low stretching rates and even yield stresses.

Another special phenomenon in polymer media belongs to the realm of nanopar-

ticles and nanocomposites. Figure 10.6 shows viscosity data from Mackay et al. [14]

for a model nanocomposite. The systems consist of either small or large polystyrene

(PS) particles in a melt of the same polymer. Results for the dilute suspensions with

larger, non-colloidal particles (a = 1.6 �m) are roughly consistent with those for

Newtonian media. The melts with nanometer-sized particles, however, have sub-

stantially lower viscosities than predicted by the Einstein relation.

10.3 Particle motion

Chapter 2 presented the rheology of non-Brownian suspensions, where the hydro-

dynamic effects of the suspending Newtonian medium dominated. Here we extend

those results to viscoelastic media. As in Chapter 2, we start by reviewing the motion
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Figure 10.6. Deviation from the Einstein law

(line; Eq. (2.9)) for the viscosity of polystyrene

nanoparticles (filled symbols: a = 3 − 5 nm) in a

polymer medium (PS); similar but larger parti-

cles (open squares: a = 1.6 �m) show Einstein-

like behavior (after Mackay et al. [14]).

of individual particles before tackling the rheological behavior. The first element

to be discussed is the flow around particles. Even at low Reynolds numbers, no

universal velocity profiles exist for non-Newtonian fluids. Various causes for the

deviations were identified in the previous section. First, fluid elements are subject

to a time-dependent flow when they move around a particle. When the flow is fast

enough, the time required becomes comparable with or shorter than the character-

istic time of the viscoelastic fluid. Thus, the flow profiles depend on the geometry

and the Deborah number De or Weissenberg number Wi, defined in Section 1.2.4

as the ratio of the characteristic time of the fluid to that of the flow. A low De or

Wi implies that the fluid should be Newtonian-like, in that the flow is very slow

compared to the relaxation time of the fluid, i.e., the fluid maintains its equilibrium

structure and viscoelastic effects are negligible. For moderate or higher Wi, the flow

distorts the microstructure of the fluid (e.g., by the stretching of polymer chains) and

viscoelasticity becomes important. In this case the response of the medium will no

longer be proportional to the instantaneous shear rate. The velocity profile around

particles will be distorted, destroying its fore-aft symmetry.

The significant distortion of the flow around a sphere caused by viscoelasticity of

the medium has been demonstrated by Fabris et al. [15]. They report particle image

velocimetry measurements for low Reynolds number flows around a sphere falling

in a Newtonian fluid (glycerin) and in a viscoelastic one (high molecular weight

polystyrene in tricresyl phosphate). To isolate elastic effects from shear thinning in

such experiments, it is possible to use fluids with constant viscosity and constant

normal stress coefficients, called Boger fluids [16]. For constant-viscosity fluids, the

degree of elasticity can be expressed by the dimensionless Deborah number De (see

Chapter 1). As a measure of the characteristic time of the process one takes the time

required to flow a distance equal to the particle diameter, V/2a (sometimes the radius

is used). The Deborah number is then defined as De = 
 V/2a. A high degree of

elasticity with constant rheological coefficients can be achieved with dilute solutions

of high molecular weight polymers in viscous solvents. Figure 10.7 illustrates the

significant distortion of the vertical velocity profile for motion in a viscoelastic fluid.

In a Newtonian fluid, the flow around the sphere exhibits the fore-aft symmetry

observed in Figure 2.6 when viewed in the frame where the ball is stationary. High

elasticity causes a significant extension of the streamlines following the ball, and

the development of a long tail in the velocity profile. Note that, as a Boger fluid is
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Figure 10.7. Velocity profiles for flow around a sedimenting sphere: (a) Newtonian fluid;

(b) non-Newtonian fluid. (Reprinted with permission from Fabris et al. [15], American Institute of

Physics.)

employed, there is no shear thinning of the suspending medium, and the effect is

purely a consequence of the elasticity of the fluid.

Viscous drag illustrates the effect of the flow distortion in viscoelastic media, as

shown in Figure 10.8. The viscous drag exerted on a sphere moving with a relative

velocity V through a fluid is normally defined by a drag coefficient CD, a dimension-

less expression for the force F exerted by the fluid on the sphere:

CD = 2F/�a2� V2. (10.1)

For slow laminar flow (Stokes flow) in Newtonian liquids (F = 6��Va) one finds

CD = 24/Re. This value is used to scale the data for non-Newtonian fluids.

The data shown in Figure 10.8 are for the scaled drag coefficient CD in Boger

fluids, plotted against velocity as expressed by the Deborah number (= �Vt/a),

where Vt is the translational velocity of the sphere and a is the radius of the probe

sphere [17]. The figure demonstrates that, even for this apparently simple class of

viscoelastic fluids, the drag can increase or decrease with the degree of elasticity,

and even display minima and maxima. Early calculations of perturbations around

the Newtonian limit predicted a decrease of CD in viscoelastic fluids. An increase,

as seen in these experiments, has been associated with extensibility of the polymer

molecules, which for constant-viscosity fluids is not uniquely determined by viscosity

and average relaxation time [17, 18].
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Figure 10.8. Drag resistance of spheres in two Boger fluids, scaled with data for Newtonian fluids

(after Solomon and Muller [17]).

In shear flow, particles rotate as well as translate. Elasticity has been found, in

simulations [19] and experiments [20], to slow down rotation in viscoelastic fluids,

both constant-viscosity and shear thinning. Simulations indicate that the reduction

in rotational speed is a complex function of the fluid rheology [21]. Nevertheless,

plotting the ratio of rotational velocity to shear rate versus a shear rate depen-

dent Weissenberg number, Wi = N1(�̇)/	(�̇), superimposes the data quite well,

and brings simulation results based on different rheological models close together

[20].

“Anomalously normal” rolling of spheres [22, 23]

When a solid sphere (such as a rubber ball in air) rolls without slipping down

an inclined plane under the influence of gravity, its direction of rotation is con-

sidered “normal;” see Figure 10.9(a). However, when the plane and sphere are

immersed in a liquid, hydrodynamic forces come into play and surprising behavior

is observed. For example, a sphere immersed in a Newtonian fluid close to, but not

touching, a wall shows an “anomalous” rotation as it settles; see Figure 10.9(b).

An observer watching the sedimenting sphere will see rotation consistent with

the sphere climbing a dry wall! This “anomalous” behavior can be understood

by considering the flow around the sphere as it settles. Fluid cannot easily flow

between the sphere and the wall, so there is more drag on the side of the sphere

away from the wall, causing the sphere to slip and rotate “anomalously.” Hence,

this rotation is actually normal hydrodynamic rotation. However, a remarkable

difference is observed between a sphere settling in a Newtonian fluid and one

settling in a viscoelastic fluid. In a Newtonian fluid the sphere drifts away from

the wall while settling. In a viscoelastic fluid, there is still anomalous rotation but

the sphere now moves closer to the wall, for sedimentation at finite values of

Deborah number.
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Figure 10.9. Rolling of sheres along planes: (a)

normal (dry) rolling; (b) anomalous (hydrody-

namic) rolling.

The situation becomes more complex when the wall is tilted away from vertical.

For a sphere dropped above an inclined plane, gravity pushes the sphere closer

to the wall and therefore reduces slip. In Newtonian liquids, the rolling remains

“anomalous” (i.e., hydrodynamic) as long as the angle of the wall with the vertical

is smaller than a critical value that depends on the particle Reynolds number. At

large angles, the rotation becomes “normal,” as on a dry surface, because gravity

draws the sphere into contact with the plane and surface friction, roughness,

and dry rolling dominate; at intermediate angles, there is a variable amount of

slippage. In viscoelastic fluids spheres might be expected to be attracted to inclined

planes, giving rise to less slippage and therefore an earlier transition to “normal”

(i.e., dry) rolling. It turns out that they are “anomalous” again, shifting to normal

rolling only for large inclination angles, i.e., when the plane is nearly horizontal.

As with the drag force, the results might depend on subtle differences between

viscoelastic fluids – even Boger fluids, as absence of migration has been reported

for a Boger fluid.

In addition to translation and rotation, a third aspect of particle motion is migra-

tion. The literature on this subject is confusing and often apparently contradictory.

Normal force differences are considered to be a key factor in this respect, as orig-

inally proposed by Ho and Leal on the basis of a perturbation analysis around the

Newtonian limit [24]. Simulations [25] and experiments [26] indicate that particles

in viscoelastic media, with or without shear thinning, migrate to the nearest wall in

planar Couette flow (constant shear rate between parallel plates). This is in contrast

to Newtonian fluids, in which inertia causes particles to drift away from the wall. In

viscoelastic media the drift towards the wall is amplified by shear thinning and for

larger particles. Both steady state and oscillatory flow display this type of migration,

although oscillatory flow can give rise to additional effects [26]. In some experiments

with Boger fluids, no drift could be detected [27].

In pipe (Poiseuille) flow, the shear rate distribution can interfere with migration

[4]. In such flows the shear rate decreases from a maximum value at the wall to zero

in the center. Elasticity has been reported to generally move particles towards the
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central axis, both in experiments [28, 29] and in simulations [30, 31]. In non-dilute

systems, elasticity causes deviations from the Segré-Silberberg effect for suspensions

Newtonian fluids (Chapter 2). Because viscoelasticity shifts the particles towards the

centerline (a phenomenon amplified by shear thinning [31]), the particle-free zone

in the center that is observed for suspensions in Newtonian fluids is not observed

here. In fact, according to simulations based on the Oldroyd-B model, large particle

sizes might even cause migration in the opposite direction [30, 31]. Particle volume

fraction can be a factor here. Experimentally, it has been found that migration

towards the centerline decreases drastically once the volume fraction there reaches

30% [29].

In flowing suspensions, an additional migration phenomenon can be observed

that is not governed by the presence of walls but by the other particles.

Hydrodynamic interactions between particles can change their relative positions

in comparison with those for particles in Newtonian media. A simple example is two

identical particles settling parallel to each other. At sufficiently small separations the

normal stress distribution will cause an attraction between them in viscoelastic media

and move them closer together [32–34]. Furthermore, a horizontal configuration is

not always stable. A minor perturbation will cause them to rotate until they align in

a vertical doublet, except at high velocities where a horizontal doublet is stable [32,

33]. This result is consistent with the stable orientation of ellipsoidal objects, with

their long axis in the vertical direction (see below).

For spheres suspended in a viscoelastic medium under shear, experiments show

that the particles will form chains aligned along the flow direction, as demonstrated

first by Michele et al. [35]. Calculations for particles in a shearing second-order

fluid (SOF; to be discussed in detail below) show that the effects of suspending

medium viscoelasticity are, in general, to create forces that cause particles to chain

along the direction of the imposed flow [32]. This happens in linear as well as

rotational shear geometries, including pipe flow [26, 28, 33, 35, 36], and is thought

to be a consequence of normal stress differences. In earlier work, the onset of chain

formation was associated with a critical Weissenberg number of 10 [35, 37]. Later,

the critical Weissenberg number was found to depend on the specific rheology of

the fluid used [38]. For Boger fluids, particle chaining could not be achieved even at

Weissenberg numbers of 50 [38, 39]. Such experiments, showing that chaining does

not occur in a Boger fluid, demonstrate that the elasticity of the suspending medium

alone cannot lead to particle chaining under flow [38].

Shearing suspensions of bidisperse particles suspended in a viscoelastic medium

sometimes lead to the formation of separate chains [36]. In more concentrated

systems the chains do not organize in single lines of particles but in aggregated

clusters oriented in the flow direction [37, 38]. In rotational measurement geometries

such as Couette, parallel plate, or cone-and-plate, the clusters can develop into

rings [40–42]. The rings have been reported to migrate outward [43]. All these

changes in particle organization are important in rheometry, e.g., chains can cause a

decrease in the shear stress [37] and might affect structure and final properties during

processing.

The motion of non-spherical particles in viscoelastic media is expected to be even

more complex than that of spheres. Calculations for the shear flow of an ellipsoid
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in a second-order fluid show that viscoelasticity has the opposite effect to inertial

forces on particle motion, as was the case for spheres [44]. Major effects of elasticity

are a slowing down of the particles’ rotation in their Jeffery orbits (Chapter 5) and

a drifting away from these orbits. Long, slender particles tend to orient parallel to

the vorticity (neutral) axis in simple shear flow, and rotate around their long axis

(“log-rolling”). Less slender particles drift to an equilibrium orbit at a finite angle

with respect to the vorticity axis, while flat disks move to an angle of 90◦. In strongly

elastic fluids, long, slender particles re-orient in the flow direction at high velocities

[45].

For colloidal particles at lower speeds, the randomizing effect of Brownian

motion will cause a distribution in orientation directions. Hence, the rotational

Péclet number must be taken into account in addition to the Weissenberg number.

At higher speeds, inertia can interfere with the elasticity.

Theoretical results for non-spherical particles are only available in limiting cases.

For long, slender bodies, the global evolution of orientation and rotation with shear

is qualitatively predicted by theories based on small perturbations around the New-

tonian limit [46]. Fiber orientation in the vorticity direction is also predicted [47].

These results are for rather dilute suspensions. The situation changes at higher con-

centrations, with a tendency to orient in the flow direction, as observed in Newtonian

fluids [48].

10.4 Rheological behaviour of dilute suspensions

In the zero shear limit, any viscoelastic liquid reduces to Newtonian behavior. In this

limit, the Einstein relation should describe the relative viscosity of dilute suspensions

of spheres. The first deviation from Newtonian behavior is described by the so-called

second-order fluid (SOF). The constitutive equation for SOFs expresses viscoelastic

effects in the limit of slow and slowly varying flow, by means of three parameters.

The extra stress tensor is given by

	 = 2�0D + �0A + �0D
2, (10.2)

where

A = 2
(

D
.

+ D · ∇v + ∇v · D

)

(10.3)

(for a definition of the kinematic terms, see Section 1.2). This fluid has a constant

viscosity �0 and constant normal stress coefficients �1 = −2�0 and �2 = 2�0 + �0/4.

Its characteristic time is given by the ratio −�0/�0 (note that �0 is negative).

Analytical treatments are available for dilute suspensions of spheres in SOFs [49,

50]. The one that seems to be consistent with numerical results ([49]) is

	12(�) = �0(0)(1 + 2.5�)�̇ ,

N1(�) = −2�0(1 + 2.5�)�̇ 2, (10.4)

N2(�) =

[

2�0(1 + 2.5�) +
�0

4

(

1 +
10 − 15�0/�0

7

)

�

]

�̇ 2.
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Equations (10.4) include a constant suspension viscosity and therefore follow the

Einstein relation to first order in �. When compared at the same shear rate, the

relative increase of the first normal stress difference with volume fraction is identical

to that for the shear stress. N1 has the same sign as that for the pure polymer, in

contrast to the particle contribution for Newtonian suspending media, as discussed

in Chapter 2. A similar result has been obtained for the 2D case, where the linear

term in � is 2� rather than 2.5� [51]. The absolute growth of N1 with volume fraction

depends on the fluid; it is linear in the material parameter �0. N2 is negative, as

in the suspending fluid, and depends in a more complex fashion on the viscoelastic

parameters of the suspending medium. If the normal stress differences are expressed

as functions of shear stress rather than shear rate, the relative effect of particle

volume fraction is different:

N1 = −2
�0

�2
0

(1 − 2.5�) 	2
12,

N2 = 2
�0

�2
0

(

1 +
�0

8�0
−

155 + 25�0/�0

56

)

	2
12. (10.5)

Equation (10.5) shows that the relative first normal stress difference, compared

at constant shear stress, decreases with increasing volume fraction. The second

normal stress difference remains negative. Its magnitude increases when particles

are added. In the SOF approximation, the uniaxial extensional viscosity �ext of a

dilute suspension in viscoelastic media has also been calculated:

�ext (�)/�0 = 3 (1 + 2.5�) + 3

[

�0 +
�0

4
+

5

28
(11�0 + 2�0) �

]

�̇11. (10.6)

At zero strain rate, the limiting extensional viscosity is three times the zero

shear viscosity, as with Newtonian liquids. According to Eq. (10.6), the relative zero

shear viscosity in uniaxial extensional flow changes with volume fraction in the same

manner as the shear viscosity. This has been experimentally confirmed for particles

with only hydrodynamic interactions, but outside the linear concentration range

[52]. At low stretching rates, the transient extensional viscosities �+
ext (�̇11, t) for

the suspensions are proportional to those of the suspending medium. This is again

consistent with the linear viscoelastic behavior (see Section 10.5.2) of suspensions in

viscoelastic media. Equation (10.6) predicts a change of extensional viscosity with

strain rate that should depend on the material parameters but remains close to that

of the suspending medium. There are no suitable experiments on dilute systems

available for the direct evaluation of this result, and there is no general agreement

yet on the method to be followed [50].

10.5 Rheological behavior of concentrated suspensions

Various reviews are available of the extensive body of experimental work on the

rheology of filled polymers [53–57]. Unfortunately, only a small fraction of these

data refers to well-characterized model systems that could provide detailed and

quantitative insight into the role of the various parameters. Until recently, adequate
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theoretical and simulation results were not available either. This is not surprising,

considering the complexity of viscoelastic fluids and the fact that even the simulation

of suspensions in Newtonian media is already challenging. In this section, the various

types of flow will be reviewed for suspensions with spherical particles. The emphasis

will be on hydrodynamic effects, to highlight the influence of the viscoelasticity of

the medium. In the following section, the main differences for non-spherical, more

specifically fiber-like particles will be discussed. The final section will deal with

specific features of filled polymers and polymer nanocomposites.

10.5.1 Steady state shear flow

In a viscoelastic fluid, the viscosity and normal stress coefficients of the suspending

medium normally depend on the shear rate. Relative rheological properties for

suspensions in such fluids can be defined in different ways. A common choice is the

ratio of the property for the suspension to that for the suspending medium at the

same shear rate. As mentioned in Section 10.2, it is also possible to compare these

values at the same shear stress. Both types of relative properties are considered here.

Extrapolations from existing data at higher volume fractions in non-second-order

fluids are qualitatively consistent with the predictions of Eq. (10.4). When compared

at the same shear stress, the values of N1 decrease with increasing volume fraction

[8, 9, 58]. Such a reduction has been reported even for irregular particles [53].

Available data for N2 suggest that adding particles indeed makes it more negative,

as suggested by the theoretical results [9]. At low concentrations, N1 and � evolve

similarly, consistent with Eq. (10.4) [8]. Experimentally it has been found that the

magnitude of N2 increases by the same amount as N1 decreases when particles are

added [9]. This might not seem consistent with Eq. (10.4). Considering the accuracy

of the measurements, no quantitative conclusions can be drawn.

For fluids that are more than marginally elastic, as well as for more concen-

trated suspensions, only experimental information is available (see reviews, e.g.,

[53–56]). A general pattern emerges for those systems where hydrodynamic effects

dominate. In that case the shape of the viscosity curves is similar to that for the

suspending medium, and the critical shear rate for the onset of non-Newtonian

behavior decreases with increasing volume fraction. The critical shear stress, how-

ever, remains nearly constant. As a result, the logarithmic curves of viscosity versus

shear stress for the suspensions superimpose on that of the pure polymer by vertical

shifting [59, 60], as illustrated in Figure 10.10. A possible exception is provided by

liquid crystalline polymers, for which it has been reported that the critical shear rate

remains constant when particles are added [61].

Even for real fillers that do not have a perfectly spherical shape, the same

shifting procedure applies [53]. It has been formalized by Gleissle and collabora-

tors ([59, 60]), who used an “effective shear rate” to express the concentration

dependence:

B =
�̇ (� = 0)

�̇ (�)

∣

∣

∣

∣

	=ct

=
�(�)

�(� = 0)

∣

∣

∣

∣

	=ct

. (10.7)
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Figure 10.10. Curves of viscosity versus shear rate for various volume fractions, using 15 �m glass

spheres in a polymer melt: (a) viscosity versus shear rate; (b) �/�0 versus shear stress (data from

Poslinski et al. [62], after Barnes [53]).

The shift factor B(�) can be used to superimpose logarithmic shear stress-shear

rate curves (shifting parallel to the shear rate axis) or viscosity-shear stress curves

(shifting parallel to the viscosity axis). The concept of effective shear rate can be

rationalized on a physical basis: because of the presence of solid particles, the real

average shear rate in the liquid phase has to be greater than the nominal bulk shear

rate (see also Section 1.2). This argument explains the shift of the onset of shear

thinning to lower shear rates with increasing volume fractions. It will be reconsidered

following the discussion of normal stress differences (see below).

The evolution of viscosity with particle volume fraction for spheres in viscoelastic

media is similar to that for suspensions in Newtonian fluids [10] (Chapter 2). Quan-

titatively, the behavior of �0 (�) can deviate considerably because of differences in

maximum packing caused by shape and size distribution. When the experimental

value for the maximum packing is used to fit the data, the curves coincide more

closely (e.g., [53, 55, 62]). The values reported for �max are often lower in polymer

media than in Newtonian suspending media. Possible factors are particle aggrega-

tion and increased effective volume because of polymer adsorption. Other particle

interactions can be involved as well, as will be discussed below.

In some cases qualitative deviations from the shifting procedure can occur. For

low shear rates, small particle sizes, and/or high volume fractions, colloidal interpar-

ticle forces appear, giving rise to flocculation, as discussed in Chapter 6. Even at high

shear rates, deviations have been reported. The power law index n is then found to

decrease with increasing volume fraction [54]. Particle migration might be involved

but to date this has not been investigated systematically. Another deviation is illus-

trated in Figure 10.11 for suspensions in a Boger fluid [63]. Note that the suspension

exhibits weak shear thinning followed by mild shear thickening at higher stresses,

whereas the Boger fluid has a constant viscosity. The shear thickening seen here is

not accompanied by structural rearrangements, such as the hydrocluster formation

discussed in Chapter 8. Rather, it is thought to be a consequence of the strain hard-

ening of the extensional viscosity of the suspending Boger fluid. Apparent shear

thickening can be the result of flow instability, although these results do not follow

the scaling rules for such instabilities.
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Figure 10.11. Viscosity and first normal stress difference for a suspension (a = 1.3 �m, � = (•) 0%,

(◦) 6.8%, (�) 15%, (△) 27% (�) 47%) in a Boger fluid (polyisobutene in low MW polybutadiene)

(after Scirocco et al. [63]).

In Figure 10.11, the first normal stress difference is of opposite sign and signifi-

cantly larger than what one would expect for a suspension in a Newtonian medium.

It has the same sign as that for the suspending Boger fluid, which clearly is the dom-

inating factor [63]. This is another example of how viscoelastic hydrodynamics can

lead to fundamental, qualitative differences in suspension rheology.

As is the case for viscosities, when particles are added the qualitative behavior

of the suspension’s normal stress differences follows that of the polymer itself.

Relative values of N1, compared at constant shear stress, decrease with volume

fraction not only in the dilute regime but also at higher volume fractions [8, 58, 60].

The various data sets indicate that a power law relation between normal and shear

stresses, as illustrated in Figure 10.3, is common in polymer media. If the concept

of effective shear rate holds, this single parameter would scale both normal and

shear stresses. This is clearly not the case in practice (see Figure 10.3), which is not

surprising. The concept ignores the complexity of the flow profile between particles.

The microscopic flow is not steady simple shear flow, so the local normal stresses

are not oriented in directions corresponding to the bulk flow. Therefore, in general

the normal stresses on the wall increase less than would be expected on the basis of

the effective shear rate.

The decrease in the ratio N1/	12 when particles are added has important con-

sequences. This ratio, the Weissenberg number Wi, expresses the ratio of elastic

to viscous stresses in steady state shear flow. It is a direct measure of the relative

importance of elastic effects, and controls, for instance, “die swell” or “extrudate

swell,” the swelling of a liquid exiting from a tube or channel. From the previous

discussion it can be concluded that die swell is reduced when particles are added.

This is indeed a general observation in the case of filled polymers [54–56].

For N1, as for �, deviations from the general pattern are encountered frequently.

At low shear rates, colloidal interparticle forces also cause N1 to increase more

with volume fraction than expected on the basis of the hydrodynamic contribution.

At high shear rates, another deviation can develop for concentrated systems in

suspending media that are only weakly elastic. In Chapter 2 it was noted that non-

colloidal particles can induce a negative first normal stress difference. In weakly

elastic media the latter effect can counteract, and possibly dominate the contribution
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Figure 10.12. Effect of particles on the dynamic moduli of viscoelastic fluids. (Reproduced with

permission from Le Meins et al. [68], copyright 2002, American Chemical Society.)

of the medium, resulting in negative values for N1 at high shear rates [10, 11]. A

further deviation occurs in liquid crystalline polymers. Without particles, shear-

induced changes N1 in the orientational distribution of such polymers can give rise

to negative N1 values at intermediate shear rates. Even at small volume fractions,

particles interfere with these orientational effects, eliminating negative N1 values

[61].

Up to now the discussion of normal stress differences has been limited to sus-

pensions with spherical or near-spherical particles. Irregular shapes seem to result

in behavior qualitatively similar to that for spheres, although results for fibers can

be more extreme. Fiber orientation, caused by the flow, can become important, as

well as stiffness. For suspensions of rigid fibers, the N1 vs. 	12 curves seem to increase

with particle volume fraction rather than to decrease, as observed for suspensions

of spheres [64]. Plate-like particles give an intermediate result [65].

10.5.2 Dynamic moduli

The evolution of the linear dynamic moduli for filled viscoelastic fluids is illustrated

in Figure 10.12 for the case where hydrodynamic effects dominate. The logarithmic

modulus-frequency curves for different particle volume fractions are parallel, for

storage as well as loss moduli. The shape of the curves is determined by the sus-

pending medium; the magnitude of the moduli depends on volume fraction. The

relative moduli, determined at equal frequency, are independent of frequency, the

concentration dependencies of G′ and G′′ being similar. These results are consistent

with simulation results [66, 67]. Up to moderate volume fractions, the increase in

relative moduli follows that for the viscosity in Newtonian media [67, 68].

The effects of a viscoelastic medium are most evident at low frequencies [69].

With increasing concentration and decreasing particle size, the low frequency mod-

uli, especially the storage modulus, increase more significantly that those at high

frequencies. The connective aggregate structure that causes the yield stress also

explains the plateau modulus at low frequencies. In such cases the structure is essen-

tially metastable, and the moduli might depend on the previous shear history [68].

Nanocomposites are particularly prone to this phenomenon [65, 70].
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10.5.3 Relaxation function

Linear viscoelastic behavior can also be characterized by means of the relaxation

function G(t) determined from step-strain experiments (see Section 1.2). At larger

strains, the relaxation function G(� ,t) also depends on strain. As could be deduced

from the results for the linear dynamic moduli, G (t) for filled viscoelastic liquids

is identical in shape to that of the pure liquid [11, 68, 71]. Its increase with volume

fraction is similar to that of the dynamic moduli, at least as long as interparticle forces

do not contribute significantly [68]. Under these conditions the nonlinear relaxation

function can be decomposed into the product of the linear time function G(t) and

a strain or “damping” function h (�), i.e., G (�, t) = G (t) h (�) [11, 68]. This time-

strain separability is frequently invoked in the modeling of polymer melt rheology.

It also often applies to filled systems, as long as there is no significant flocculation.

The damping function, expressing the strain dependence, varies with the particle

volume fraction. Logically, the material response becomes more nonlinear at higher

volume fractions [68].

10.5.4 Uniaxial extensional flow

In strongly entangled polymer liquids, the increase with time of transient stress

in uniaxial extensional flow is greater at high strain rates than at low ones (strain

hardening). A similar behavior persists after particles have been added (see Figure

10.5) [52]. This can be quantified by means of the following empirical relation for

the strain hardening parameter �h [72]:

�h =
�+

ext (�̇11, t)

�+
ext (�̇11 → 0, t)

. (10.8)

A plot of log �h against the effective Hencky strain ε* (Hencky strain ε = ε̇t with

ε̇ = �̇xx) is often linear, the latter being defined as

ε
∗

= ε − εc for ε > εc, (10.9)

with εc the strain at which strain hardening starts. Experiments indicate that strain

hardening is usually reduced upon addition of particles [13, 52, 73], as illustrated in

Figure 10.13. Available 2D numerical results point in the same direction [74, 75].

The particles disturb the velocities in the surrounding fluid, thus interfering with

the steady extensional motion and reducing the overall stretching of the polymer

molecules.

The particles and their interactions also cause deviations from affine deformation

in extensional flow. Particles induce a viscosity increase with decreasing stretching

rates, including the possibility of a yield stress due to particle aggregation or floccu-

lation [58].

10.5.5 Fiber suspensions

Chapter 5 documented the increased complexity in suspension rheology due to

non-spherical particle shape. Contributing factors to this rich rheological behavior
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Figure 10.13. Reduction of the strain hardening parameter for various particle volume fractions at

a strain rate of 2 s−1 for polystyrene spheres of 1.4 �m diameter in polyisobutene (after Le Meins

et al. [68]).

are particle orientation and rotation, as well as hydrodynamic interactions between

particles. Viscoelasticity adds another dimension. Here the basic elements for the

important and representative case of long, slender particles and fibers are reviewed

[76, 77].

Some of the phenomena discussed for fiber suspensions in Newtonian media

apply to viscoelastic media as well. Also here, the shear viscosity will normally

increase with increasing aspect ratio (e.g., [54, 77, 78]). Similarly, particle orienta-

tion relative to the flow field is critically important [77]. Dispersed fibers oriented in

the flow direction will have a lower shear viscosity than spherical particles in a com-

parable suspension of spherical particles. As the alignment improves with shear rate,

pronounced shear thinning is often evident. Increasing ordering with increasing par-

ticle volume fractions results in viscosity-concentration curves that are substantially

less dependent on the volume fraction � for fiber suspensions in polymers (e.g., [79]).

Maxima in the �(�) curves have even been reported for fiber-filled polymers [80].

This is explained by a nematic-like ordering of the fibers at higher concentrations,

as is typical for some liquid crystals (Chapter 5).

Fibers can also orient in large amplitude oscillatory flow, which then results in

a decrease of the moduli [81, 82]. The “effective shear rate” concept of Section

10.5.1 applies quite well to fiber suspensions, even for the normal stress difference.

In shear flow, with fibers oriented in the flow direction, the flow pattern of the liquid

in between the particles is less disturbed than with spheres, and approaches the

simple shear pattern that is present without particles. As a result the relative first

normal stress difference, determined at constant shear stress, can actually increase

with volume fraction, contrary to the decrease observed for nearly spherical particles

[64, 77].

Long fibers dispersed in a Newtonian medium orient readily in uniaxial exten-

sional flow [76, 77], but the results are more complex in viscoelastic media. On the
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one hand, the strong viscosity amplification caused by fibers in this type of flow

(Chapter 5) persists. On the other hand, the flow in the fluid elements between fibers

is not purely extensional, which would reduce the strain hardening as it does with

spherical particles. As a result, high Trouton ratios are normally recorded for fiber

suspensions in polymer melts, although not necessarily as high as those expected

for Newtonian media. Similarly, the curves for the transient extensional viscosity

are normally strain rate thinning [83]. In extensional flow experiments, the fiber

orientation at the start is determined by the flow history during sample preparation

(e.g., in rod stretching devices) or can be conditioned by the previous flow (e.g., in

spinning devices). Hence, not surprisingly, the transient rheological response is very

dependent upon the previous flow history.

10.5.6 Filled polymer melts and nanocomposites

In principle, the results for suspensions in viscoelastic media should also apply to

cases in which the latter is a polymer melt. In fact many of the experimental results

presented earlier in this chapter applied to particles dispersed in polymer melts.

Nevertheless, some specific deviations occur when considering polymer composites

and nanocomposites. The fundamental reason for this is specific polymer-particle

interactions that control the degree of particle dispersion and particle interaction

in polymer melts. Good dispersion of the particle phase is very critical in industrial

applications. On the other hand, when the filler is a nanoparticle, dramatic and

unexpected effects on the rheology might arise. In adding small (a < Rg), crosslinked

PS particles to a PS melt, Mackay et al. [14] found that the viscosity decreased rather

than increase as expected for suspensions in Newtonian media, although for larger

particles of the same nature the Einstein relation did apply (Figure 10.6).

Polymer-mediated forces between particles must be reconsidered if the suspend-

ing medium is a polymer melt [84, 85]. For example, the depletion force in melts

differs from that discussed in Chapter 6 for polymer solutions, because there is no

solvent phase. Rather than being determined by the polymer’s radius of gyration,

in a polymer melt the range of the depletion interaction depends on the size of

the monomer unit. Furthermore, because of steric packing effects, the sign of the

depletion force oscillates because of a layering of polymer segments near the par-

ticle surface [85]. Steric stabilization and bridging are quite similar to their analogs

in solution, and these interparticle forces can be expected to produce rheological

phenomena similar to those discussed in Chapter 6.

Molecular dynamics simulations also indicate a long-range effect of the particles

on the surrounding polymer [86], which can itself alter the rheological properties of

the composite. The presence of a solid surface will affect the molecular conformation

of the nearby polymer molecules. Depending on the interaction between particle

and polymer, the latter may expand, contract, or order, each leading to a different

effect on the composite’s viscosity. The surface layer becomes increasingly important

with decreasing particle size because of the increased surface area and the reduced

distance between particle surfaces. Additional effects arise when the size of the

nanoparticles approaches that of the polymer molecules. Theories and simulations

are being developed to study the particulate and molecular microstructure of such
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systems, and these have been discussed in several reviews [87–90]. The general

pattern is that, with increasing interfacial attraction between particle and polymer,

the particle interaction shifts from depletion, over steric stabilization to bridging.

Decreasing particle size favors stability and improves the dispersion quality.

The decrease in viscosity for some dispersions of nanoparticles, as mentioned

above, has been linked to chain expansion of polymer near the surface of the particles

[91]. That the Einstein analysis should not apply in the case of nanoparticles is not

surprising. The size of the polymer molecules is not negligible in comparison with

the particle size; hence, the polymer cannot be considered as a continuum anymore,

which was a basic assumption for Einstein’s relation (Chapter 2). The decrease in

viscosity can be considered a “plasticizing” effect of the small particles. Depending

on the polymer-particle interaction and the size of the particles, they can act as a

solvent or a filler for the polymer.

Grafting particles with polymer is used to disperse particles in a polymer matrix.

Without solvent, the interactions between the tethered and free polymer differ from

those in sterically stabilized suspensions in low molar mass fluids. Graft density and

the relative molar masses of grafted and free polymer are now important parameters.

At low graft densities the free polymer does not wet the brush (allophobic dewetting).

At larger graft densities wetting occurs, but at still higher values it decreases again

(autophobic dewetting). Transitions can sometimes become even more complex (see,

e.g. [92, 93]). The interactions between brush and melt also affect the stability of the

particles, and hence the rheology of the suspensions. The result is that an end-grafted

polymer layer does not necessarily produce steric stabilization in a melt, even if both

consist of the same polymer. When the graft density is increased the suspension

becomes more stable, with a corresponding decrease in low shear viscosity and in

low frequency moduli. This is attributed to a steric stabilization that compensates for

the dispersion forces between particles and corresponds to a wetting regime. When

the graft density is further increased, the dispersion quality decreases again because

of autophobic dewetting, accompanied by a corresponding increase in low shear

viscosity and elasticity; see Figure 10.14. Hence, there is an optimal graft density,

which depends on the molecular weight of the grafted and the free polymer, as

illustrated in the phase diagram presented in Figure 10.15 [94–96]. With identical

free and grafted polymers, wetting depends on their relative molar masses. When

the free polymer is shorter than the grafted one, it readily wets the grafted particle

as it loses less conformational entropy when the two polymers interpenetrate. For

grafted particles, size is also important; sufficiently small radii, e.g., comparable with

the grafted chain size, should facilitate good dispersions as they require shorter

grafted polymers and lower graft densities [97, 98].

In nanocomposites, non-spherical shapes are quite common. Anisometric parti-

cles are known to affect composite properties at lower volume fractions than spher-

ical particles. Prominent cases are systems containing carbon fibers (CNF) [80],

carbon nanotubes (CNT) [99], graphene [100], and polymer/clay [101] nanocom-

posites. They contain small, anisometric particles: fiber- or rod-like particles for the

carbon, plate-like ones for the graphene or clay. If well dispersed, all these particles

can form space-filling structures at very low volume fractions. A particulate network

will cause a low frequency plateau in the moduli and an apparent yield stress in the
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viscosity curve, similar to the flocculated systems discussed in Chapter 6 (e.g., [65,

70, 102, 103]). Flow will break down the network and cause shear thinning. These

phenomena can occur in nanocomposites at very low volume fractions.

The degree of dispersion, the extent to which the individual particles are fully

wetted by the suspending fluid, is critical in polymer melts. A good example is

provided by polymer/clay nanocomposites [65]. The plate-like clay particles occur

normally in multilayered stacks. In order to achieve the full benefit of the added

clay, the stacks should be separated or “exfoliated” into elementary particles. This

turns out to be a non-trivial problem; see, e.g., [101]. Incomplete exfoliation results

in less developed structures, and consequently smaller low shear viscosities and a

higher percolation threshold. The final properties of the solid composite will then not

reach their optimal values. Exfoliation is often facilitated by having small molecules

penetrate between the clay layers in the stack (intercalation) to reduce the attrac-

tive forces between the layers. Work on functionalized graphene sheets dispersed

in polymer melts shows unprecedented enhancement of mechanical properties at

dispersion levels of less than 1% [104]. Excellent dispersion and specific polymer-

nanofiller interactions seem to be required to achieve the levels of performance

anticipated for nanoparticle addition.

Theories and simulations to elucidate the microstructure of nanocomposites con-

taining non-spherical particles are still in their initial stages, especially for polymer

melt matrices [89, 105]. As with spherical particles, depletion and bridging can reduce
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miscibility and limit adequate dispersion in systems of non-spherical particles. These

effects now depend also on shape [89], with disks having the lowest tendency to

demix, and cubes having the lowest global miscibility and stability. For nanorods

with grafted polymer in a melt of the same polymer, the free polymer should be

short enough to ensure stability [106]. For platelets, the width seems to be the domi-

nant dimension, and should be small enough relative to the radius of gyration of the

grafted polymer to generate repulsive interactions [107].

As the particles are anisometric, flow can induce particle orientation, which will

contribute to the shear thinning. Orientation in the flow direction will minimize the

impact of the particles. Considering the small volume fractions used, the properties

will hardly be distinguishable from those of the pure melt. However, the orientation

of flocs or individual particles introduces two other phenomena. First, it gives rise

to anisotropic structures and the associated rheological behavior. The latter can

be detected by means of flow reversal experiments, as discussed in Chapter 6 [70,

103, 108]. Second, changes in orientation, and particularly in floc size, require a

finite amount of time, thus introducing transients with a specific time scale. The

various aspects of transient behavior discussed in Chapter 7 can be detected in

these nanocomposites (e.g., [70, 102, 103, 108, 109]). At rest, the low mobility of the

particles and/or aggregates could cause extremely long recovery times. These might

be responsible for the apparent lack of reversibility of shear-induced structural

changes in these materials [70].

Summary

Introducing viscoelasticity into the suspending medium of a suspension fundamen-

tally changes the particle dynamics and the hydrodynamics in the suspension. The

changes are often opposite to those caused by inertia in Newtonian media. Parti-

cle motion and rotation, including particle migration, can be dramatically affected,

so anisometric particle dispersions in viscoelastic media can exhibit very rich and

sometimes counterintuitive rheological responses. In shear flow, particle chaining is

observed for some viscoelastic media, depending on the rheological behavior of the

fluid phase.

Many of the rheological properties of suspensions in viscoelastic media are qual-

itatively similar to those of the medium. A reduction in complexity can be achieved

by comparing the viscosities of suspension and medium at the same shear stress,

rather than at the same shear rate. Normal stress differences, when compared at

the same shear stress, can decrease with increasing volume fraction, owing to the

complicated internal flows in a shearing suspension.

The interparticle forces in polymer melts can differ from those discussed in

Chapters 4 and 6 for particles in polymer solutions. Steric stabilization in poly-

mer melts requires consideration of brush wetting by the melt. Additional phe-

nomena appear when particle size decreases to the nanometer level, where the

characteristic particle size and/or interparticle spacing becomes comparable to

the radius of gyration of the polymer. The corresponding rheological response to the

addition of particles then depends on the molecular details of the polymer-particle
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interactions as well as the effects of the nanoparticles on the polymer conformation.

In such cases the presence of particles can cause either an increase or a decrease in

viscosity. Nanocomposites containing non-spherical particles are also common and

of technological interest; shape then becomes an additional factor. Consideration of

the degree of dispersion is essential to an understanding of their rheology.

Chapter notation

A kinematic tensor, defined in Eq. (10.3) [s−1]

B Gleissle shift factor for shear rates, defined in Eq. (10.7) [-]

CD drag coefficient of a sphere, Eq. (10.1) [-]

h(�) damping function [-]

Greek symbols

�0 model parameter of a second-order fluid, Eq. (10.2) [Pas]

�0 model parameter of a second-order fluid, Eq. (10.2) [Pas]

ε Hencky strain [-]

ε* effective Hencky strain, defined in Eq. (10.9) [-]

εc critical Hencky strain for the onset of strain hardening [-]

�+
ext transient extensional viscosity during start-up flow [Pas]

�h strain hardening parameter, Eq. (10.8) [-]
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11 Advanced topics

This chapter introduces some advanced methods of colloid rheology that focus pri-

marily on determining fundamental properties of colloidal systems and, in some

cases, on creating new colloidally based materials and devices. The advanced rhe-

ological techniques included here are stress jumps and superposition rheometry.

Furthermore, microrheological techniques are introduced by Eric Furst (University

of Delaware), whereby probes can be used to interrogate materials at the colloidal

level. Such methods open up a rich field of investigation for testing colloidal microme-

chanics, as well as creating new colloid-based devices.

The second part of this chapter provides a first look into the expansive field of

electrorheological and magnetorheological fluids, whereby a second applied field

(electrical or magnetic) is used simultaneously with a flow field to create useful

devices from suspensions. Finally, a brief introduction to colloids at interfaces is pro-

vided by Jan Vermant (Katholieke Universiteit Leuven), in which colloidal forces

specific to surfaces lead to new and useful colloidal structures, which are being

probed by novel surface rheological methods. These vignettes provide an introduc-

tion to a rich and rapidly evolving literature within the context of colloid rheology

as presented in this monograph.

11.1 Special methods for bulk rheometry

11.1.1 Stress jumps

As noted in Chapter 3, separation of the hydrodynamic and thermodynamic con-

tributions to the stresses in a flowing system can be achieved by recognizing that

the hydrodynamic component is directly governed by the instantaneous applied

shear rate and, as such, will drop to zero instantaneously upon cessation of flow.

Meanwhile, the viscoelastic response due to colloidal interactions and structural

changes will gradually evolve to zero (or the static yield stress) on a time scale deter-

mined by the Brownian motion and the thermodynamic forces acting in the system.

The technique of stress jumps can be used to disentangle the two components of

the stresses in flowing suspensions. The method requires careful handling of data

that must be acquired rapidly (on the order of 1 kHz) and by accounting for the

details of instrument response, including switching off filtering of the stress signal

[1, 2].

354
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Figure 11.1. Stress jump measurements on a

concentrated suspension of Brownian hard

spheres. Extrapolation back to zero time pro-

vides the viscous stress; the relaxing part, or

“elastic” stress, reflects the Brownian stress

(after Mackay et al. [1]).

An example of a stress jump experiment is shown for a concentrated colloidal

dispersion in Figure 11.1. Upon cessation of flow the stress decreases, apparently

discontinuously, and then further decays gradually. The elastic and viscous stress

components are extracted by fitting the stress decay to a phenomenological function

and extrapolating back to zero time, as shown in the figure. Flocculated, thixotropic

suspensions have been studied in the same manner [2]. The use of this method is

being facilitated by the advent of commercial rheometers with digital data acqui-

sition and fast sampling rates. It is a useful method for studying shear thickening

(Chapter 8) as well as thixotropy in colloidal dispersions (Chapter 7), as it can pro-

vide direct experimental evidence of the source of the stress in a shearing system

(i.e., hydrodynamic versus thermodynamic in origin). The effect of shear history,

including both shear rate and time, can be mapped out in this manner.

11.1.2 Superposition moduli

Steady state stresses only provide a global integrated picture over the contribu-

tions from the various relaxation modes. As noted in Chapter 1, dynamic oscillatory

measurements at small amplitudes provide a direct measure of the relaxation spec-

trum at equilibrium. One way to obtain information about the spectral content of

the steady state stress under flow is by means of superposition flows. With this tech-

nique, a small amplitude oscillatory flow is superimposed on the steady state shearing

motion. Analyzing the stress-strain relation of the oscillatory mode, as in ordinary

SAOS, provides a superposition modulus that is now a function of both frequency

and the background steady shear rate G∗ (�, �̇).

A distinction must be made between two types of superposition modes. Cone-

and-plate geometry (Figure 11.2(a)) can be used to superimpose a rotational oscil-

latory motion on the rotational steady state shearing. With such a geometry the

velocities of both motions are parallel, hence the name parallel superposition, with

complex moduli G∗
‖ (�, �̇) (see Section 1.2.3). Note that the parallel superposi-

tion moduli are often measured on stress rheometers, so the background flow

is at fixed stress rather than shear rate. Similar experiments can be performed

with coaxial cylinders, with both steady state and oscillatory motions rotational.

However, with a Couette geometry an axial oscillatory motion can also be applied
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Figure 11.2. Parallel (a) and orthogonal (b) superposition modes.
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Figure 11.3. In-phase parallel superposition

moduli of silica particles (a = 115 nm) in

octanol (� = 0.44), coated with poly(butyl

methacrylate) (� = 13 nm). The curves corre-

spond to different levels of steady state stresses

(◦:0 Pa; �:0.8 Pa; �:1.0 Pa; ∇:1.5 Pa; ♦:3.0 Pa);

filled symbols refer to negative values (after

Mewis and Biebaut [4]).

(Figure 11.2(b)) [3]. The velocity of this oscillatory motion is perpendicular to the

steady state rotational motion, hence the name orthogonal superposition, with com-

plex moduli G∗
⊥ (�, �̇) (see Section 1.2.3). Suitable measures should be taken to

avoid a pumping effect of the axial motion in orthogonal superposition, as it can

induce a complex flow in the sample. A double-walled coaxial-cylinder geometry

solves this problem (Figure 11.2(b)). At rest, for an isotropic structure, these two

types moduli are equal.

Experiments on suspensions show that at low frequencies both the parallel and

orthogonal superposition moduli vary strongly with the applied steady shear rate.

However, as discussed in detail in Chapter 4, the shearing flow creates a highly

anisotropic microstructure, with the primary distortion for stable dispersions being

in the plane of flow. Thus, probing in the parallel and orthogonal directions will, in

principle, yield different moduli under flow, as the experiments probe the anisotropic

microstructure from different perspectives. For dispersions, the most significant

effect is the marked decrease in in-phase moduli, G′
‖ (�, �̇), at lower frequencies

under shear, as has been demonstrated experimentally (see Figure 11.3 [4]) and the-

oretically [5]. This is caused by the breakdown of microstructures with longer length

scales, and hence longer relaxation times (Chapter 6). In general the loss moduli are

less affected. Shearing breaks down structure and leads to significant loss of elasticity

at low frequencies, as detected by this method.
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The physical interpretation of superposition moduli is less straightforward than

for ordinary small amplitude oscillatory flow. This is particularly the case for par-

allel superposition, where G′
‖ (�, �̇) can even be negative at low shear rates, as

illustrated in Figure 11.3. Understanding this requires a detailed examination of the

non-equilibrium microstructure that develops under steady shear and the nonlinear

coupling between the superposed oscillation and the steady shearing. Orthogonal

superposition moduli are less affected because the oscillation is not in the same direc-

tion as the applied steady shear, so the steady and oscillatory flows are less coupled.

This technique has been used to study the effect of shear rate on gelation after the

flow in attractive dispersions is arrested [6]. When both modes of superposition flow

experiments are available, one can also measure the anisotropy of structures at rest,

such as induced by previous shearing, via normal SAOS analysis [7]. Measurements

on shear thickening colloidal dispersions show significant increases in the loss mod-

uli in parallel superposition [4]. The increase starts at high frequencies and shifts to

lower frequencies with increasing shear rate. Only when the moduli also increase in

the lower frequency range does shear thickening become evident in the steady state

viscosity. Comparing orthogonal and parallel superposition can be useful for prob-

ing flow-induced anisotropy; however, a quantitative interpretation of the results of

rheological superposition measurements in suspensions is still a challenge for active

research.

11.2 Microrheology

(Eric M. Furst, University of Delaware)

Microrheology has become an area of increasing interest and importance. The term

“microrheology” refers to rheological measurements in which small particles, usu-

ally colloidal in dimensions, are used to characterize the rheological properties of a

surrounding material. Microrheological measurements have gained popularity pri-

marily for the complementary information they provide, as well as for the poten-

tial to access samples that would otherwise be immeasurable in macrorheology.

The sample size requirements for a typical microrheology experiment can be quite

small – only a few microliters in some cases – so rheological characterizations can

be made for materials that are scarce or expensive. Microrheology can be adapted

to provide information on the spatial heterogeneity of a sample. In fact, the idea

of studying small samples or sample heterogeneity using small particles is not very

new at all. The rheology of gelatin, and even of cells, was studied early in the twen-

tieth century by tracking the motion of magnetic particles in response to an applied

magnetic field gradient [8, 9]. This example of active microrheology, as well as one

application – cell rheology – persists to this day.

A major development in recent years has been the way in which microrheology

studies are performed and the tools, techniques, and methods that are now avail-

able. In particular, passive microrheology has dominated recent work. Introduced

by Mason and Weitz [10], passive microrheology extracts rheological information



358 Advanced topics

Figure 11.4. Methods of passive microrheology, including (a) diffusing wave spectroscopy and

(b) image of fluorescently labeled microspheres for particle tracking, and (c) a typical single particle

trajectory from particle tracking.

from the Brownian motion of tracer particles using the generalized Stokes-Einstein

relationship,

G̃ (s) =
kBT

�as
〈

�r̃2 (s)
〉 , (11.1)

which relates the mean square displacement (MSD)
〈

�r̃2 (s)
〉

of the tracers to the

viscoelastic modulus G̃ (s) of the material. Here, the MSD and relaxation modulus

are written in terms of their Laplace transforms. Note that G̃ (s) is related to the fre-

quency dependent viscoelastic moduli by analytic continuation, s = i�. The thermal

motion of the tracers can be measured using video microscopy, a modern version of

Perrin’s studies of particle diffusion described in Chapter 1, or can employ experi-

ments such as dynamic light scattering (DLS). With both methods it is possible to

access an extended range of time scales over which the rheology can be measured by

using a high-speed video camera, for instance, or DLS in highly multiply scattering

samples (a technique known as diffusing wave spectroscopy, or DWS). Examples of

these methods are illustrated in Figure 11.4.

The interest of microrheology to applications in colloid rheology is two-fold. First,

such experiments often inform us about the behavior of colloidal particles dispersed

in complex fluids, such as polymer solutions or gels. This can provide insight relevant

to the engineering of filled materials, particularly with regard to the structure of a

fluid immediately surrounding the particles. Complex fluids consisting of structured

surfactant or polymer solutions are used in many industries to suspend solids. Second,
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Figure 11.5. Passive microrheology (lines)

compared to bulk rheology (symbols) using

diffusing wave spectroscopy for a suspen-

sion of hard spheres. The frequency depen-

dent moduli are calculated from the mean

square displacement shown in the inset using

the generalized Stokes-Einstein relationship

(after Mason and Weitz [10]).

colloidal dispersions provide useful model systems for understanding the capabilities

and limitations of microrheological measurements, because the bulk rheology of

suspensions is well known. Colloidal suspensions have played an important role in

testing new microrheological techniques. Here we will discuss several applications

and issues, ranging from studies of passive microrheology to the recent development

of active microrheology, as they relate to colloidal dispersions.

11.2.1 Passive microrheology

Passive microrheology uses the generalized Stokes-Einstein relationship (GSER)

to relate the mean square displacement of tracer particles to the viscoelastic prop-

erties of the surrounding material. Particle motion can be measured using several

techniques, including light scattering and video microscopy. In diffusing wave spec-

troscopy, a sample is illuminated by a laser source. The multiply-scattered light is

detected in either a back-scattering or transmitted geometry. DWS is especially con-

venient for colloidal suspensions, since they tend to be strong scatterers of light.

Similar to DLS, correlations of the scattered light intensity can be related to the

particle motion in the form of the mean square displacement. The dispersion moduli

are calculated from the MSD via the GSER. In video microscopy, particle motion

is captured and analyzed using particle tracking software. From the trajectories, the

mean square displacement, as well as correlations between particles, can be calcu-

lated. The validity of the GSER – that is, whether the dynamics of the particles

reports the bulk viscoelastic moduli of the material – depends on whether the probe

particle is sufficiently larger than the material microstructure. Local structure, such

as depleted layers in the vicinity of the probe surface, can also have an adverse effect.

The earliest work in passive microrheology focused on colloidal dispersions and

emulsions. In these cases, light is scattered from the suspension particles themselves,

rather than from probe particles. While the GSER should not be valid for suspensions

[11, 12], the results were compelling enough to launch the field. Figure 11.5 shows

measurements using DWS in hard sphere suspensions. The microrheology compares

well to direct rheological measurements of the shear moduli. However, notice that

the light scattering enables measurement of the rheology over nearly six decades
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Figure 11.6. Two common methods of active

microrheology: (a) magnetic tweezers or magnetic

bead microrheology; (b) laser tweezer microrheology.

of frequency. The ability to measure rheology at frequencies far in excess of those

accessible in a bulk rheometer is one of the benefits of passive microrheology,

particularly using DWS.

11.2.2 Active microrheology

As noted previously, active microrheology has been performed for nearly a century.

The method has undergone refinement over the years, but the essential idea remains

the same: magnetic particles are dispersed in a material and their movement is

measured in response to an applied magnetic field. More recently, other methods,

such as laser tweezers, have been used to directly drive probe particle motion. Simple

schematics of both experiments are shown in Figure 11.6.

An active microrheology experiment requires a more complex apparatus than

a typical passive microrheology experiment, whether it is based on magnetic bead

or laser tweezer microrheology. Why would active microrheology be used instead

of passive microrheology? One motivation is to increase the threshold of material

moduli accessible in the experiment. Laser or magnetic tweezers exert maximum

forces, from tens of piconewtons to nanonewtons, on micrometer-diameter colloidal

particles. This is substantially greater than the typical Brownian force, which scales

as kBT/a (approximately 10 fN for a 1 �m diameter particle; see Chapter 1). Thus,

while passive microrheology can typically measure a maximum modulus on the order

of 1 Pa, active microrheology can be extended to materials with moduli up to the

kPa range.

A second reason for using active microrheology comes from another limitation

of passive microrheology. Owing to its reliance upon purely thermal motion of the

probe particles, the rheological properties measured in passive microrheology are

constrained to the linear response regime. Active microrheology enables study of

the rheology of colloidal dispersions beyond the linear regime.
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Figure 11.7. (a) In the active nonlinear microrheology of

colloidal suspensions, a probe particle is pulled through

a quiescent suspension of bath particles (after Sriram et

al. [14]). (b) An illustration of the local perturbation in

the bath particle distribution at various points in the flow

field for two different dimensionless frequencies. Dark

regions correspond to increased particle probability and

light regions to decreased probability, as compared to

equilibrium. (Used with permission from Sriram et al.

[14], copyright 2009, Society of Rheology.)

11.2.3 Nonlinear microrheology

The shear thinning of suspensions with increasing shear rate is a classic example of

nonlinear material rheology. What happens as a probe particle is translated through

an otherwise quiescent suspension? Will the probe experience a drag force that

reflects this viscosity thinning as a function of its speed? If it does, can this be

related to the macroscopic, shear thinning viscosity? Provided the probe particle

is significantly larger than the suspension particles (i.e., the “bath” particles), it

should experience the viscosity of the colloidal dispersion. However, the problem

becomes more complicated with increasing velocity of the probe particle, because

the flow surrounding the probe particle at low Reynolds numbers (Rep ≪ 1) is a

mixture of shear and extensional flows. Furthermore, the flow varies around the

particle and decays with distance from it, as shown in Figure 11.7. This is certainly

not the viscometric flow generated in modern rheometer equipment. Moreover, the

deformation of the colloidal suspension is locally transient, and so it is not clear

if it is comparable to the steady shear rheology of the suspension. As shown in

Figure 11.7(b), the local microstructure varies throughout the suspension during a

steady state active microrheology experiment.

Active probe microrheology measures a locally inhomogeneous suspension

microstructure, and therefore the effective viscosity so measured is defined as a

“microviscosity” to distinguish it from the colloidal suspension viscosity. The micro-

viscosity �� is defined using the measured drag force Fdrag on the probe of radius apr

and Stokes’ law (see Eq. (1.2)):

�� =
Fdrag

6�apr V
. (11.2)

Before comparing the microviscosity to the viscosity measured in a rheometer, we

need to relate the probe velocity V to the rate of shear �̇ in a macroscopic rheometer.

This is accomplished by defining a Péclet number for the microviscosity experiment.

For suspension rheology, the Péclet number is defined as (Eq. (3.2)) Pe = �̇a2
b/Do,b,
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Figure 11.8. The relative microviscosity from nonlinear drag experiments by Meyer and coworkers

[13, 14] (asterisks) and linear oscillatory measurements (open symbols) are compared to the relative

viscosity (closed symbols). (Used with permission from Sriram et al. [14], copyright 2009, Society

of Rheology.)

where Do,b = kBT/6�ab�m is the bath particle self-diffusivity. In microrheology, the

spatially dependent local rate of strain in the vicinity of the probe particle scales as

V/apr , while the bath particles relax by Brownian diffusion on a time scale given by

a2
b/Do,b. This leads to a Péclet number for microrheology:

Pe� =
Va2

b

aprDo,b

. (11.3)

Figure 11.8 compares the relative microviscosity to the suspension viscosity for

colloidal suspensions with volume fractions ranging from 0.16 to 0.33, as reported by

Meyer and coworkers [13, 14]. As shown by this example, despite their fundamental

differences, the microrheology is in close agreement with the measured suspension

viscosity. Also shown in the figure are corresponding active, linear oscillatory mea-

surements on the same suspensions, which exhibit frequency thinning similar to the

shear thinning of the suspension viscosity. Here the non-dimensional frequency for

oscillatory microrheology is given by

� =
�a2

b

Do,b

, (11.4)

where � is the frequency of the oscillating probe. This quantitative disagreement

between the oscillatory and “drag” microrheology is evidence that the Cox-Merz

rule does not hold for suspensions (see Chapter 4).

The probe particle, if sufficiently large, deforms the bath suspension in a man-

ner analogous to a rheology experiment. In both cases there are two primary
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Figure 11.9. Contributions to (a) the suspension viscos-

ity and (b) the microviscosity include (i) Einstein stresses

and (ii) bath particle collisions. A third contribution (iii)

arises in probe microrheology due to direct collisions

between probe and bath particles. (Used with permission

from Squires [16].)
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Figure 11.10. The calculated non-equilibrium

microstructure due to bath-particle collisions at

high Pe. (Used with permission from Squires and Brady

[15].)

contributions to the viscosity: the “Einstein” contribution, which accounts for the

viscous friction on the bath suspension particles, and interactions between bath par-

ticles [15]. These contributions are illustrated in Figure 11.9 for both techniques [16].

However, as the size of the probe particle approaches that of the bath particle, a

third contribution emerges due to the direct collisions between bath particles and

probe. This imparts an additional retarding force to the probe.

The contribution of the direct collisions to the microviscosity is calculated from

the contact distribution of bath particles around the probe. The non-equilibrium bath

suspension microstructure is governed by the Smoluchowski advection-diffusion

equation [15],

Do,b∇2g (r) + V · ∇g (r) = 0, (11.5)

where g (r) is the probability distribution function of the bath particles. Because the

probe particle sets the length scale of the microstructural perturbation in the bath, a

new Péclet number arises when Eq. (11.5) is made non-dimensional:

PeD =
V (apr + ab)

Do,b

. (11.6)

For PeD ≪ 1, the bath microstructure is close to equilibrium. In the limit PeD ≫ 1,

however, the bath microstructure becomes highly anisotropic, with a boundary layer

of bath particles forming on the upstream face of the probe, and a wake depleted of

bath particles trailing it (Figure 11.10).

The existence of this non-equilibrium microstructure was confirmed experimen-

tally using a combination of laser tweezer microrheology and confocal microscopy
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Figure 11.11. The microstructure of the bath particles surrounding a moving probe particle is

visualized using averaged confocal microscopy (left images). The corresponding microviscosity

(right image) thins as the non-equilibrium microstructure develops. (Used with permission from

Sriram et al. [17].)

by translating probe particles through a suspension of nearly identically sized, fluo-

rescent, neutrally buoyant, and refractive index matched poly(methyl methacrylate)

particles; see Figure 11.11 [17]. Interestingly, this microstructural transition produces

a thinning of the apparent microviscosity. As the probe translates through the bath,

it experiences resistance from collisions with the bath particles on the upstream face.

It also experiences an additional drag from the lower osmotic pressure in the region

behind the probe. As shown in Figure 11.11(b), the microviscosity measured for the

PMMA suspension thins and saturates in a direct correlation with the development

of the non-equilibrium microstructure.

It can be noticed that the thinning occurs at unexpectedly large values of PeD;

however, this is a consequence of the volume fraction dependence of the bath dif-

fusivity. Whereas the dilute self-diffusivity of the bath was used in Figure 11.11, the

proper diffusivity is the bath particle collective diffusivity, which must be calculated

from the bath particle concentration.

11.2.4 Concluding remarks

Microrheology can provide additional information about suspension rheology, as

the microviscosity is a property related to but distinct from the suspension viscosity.

Moreover, studies of colloidal suspensions have been instrumental in validating

and understanding new microrheological techniques, from the early development

of passive microrheology to recent work on active, nonlinear microrheology. The

unique benefits of microrheology include a wide range of frequencies, small sample

sizes, and potential to map rheological heterogeneity. Overall, microrheology is

a useful complement to bulk rheological characterization. The small sample size

requirement makes microrheology attractive for rapidly screening materials over a

large composition space, for instance, or for characterizing the spatial heterogeneity

of a material.
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11.3 Field-response systems: Electrorheological and
magnetorheological suspensions

In rheology we are always concerned with the effects of an external field on sus-

pensions, namely those of the flow field. Some suspensions also react to other fields.

Electrical and magnetic fields in particular can be used to control and manipulate

structure and properties of certain dispersions. Superimposing such a field on a flow

field can cause a pronounced, rapid, and reversible change in structure and rhe-

ological properties. These so-called electrorheological (ER) or magnetorheological

(MR) fluids are potentially useful, especially the latter ones, in various electronic

and mechanical devices, including sensors, displays, vibration dampers, clutches, and

brakes [18, 19]. Therefore they are the subject of intensive research, as witnessed by

the extensive specialized literature.

Research on both ER and MR fluids can be traced back to the 1940s, although

some earlier references to the effect of electric fields on structure can be found in

the literature (for historical references see [18]). Winslow was the first to report and

patent an ER fluid (US Patent 2 417 850). Around the same time, Rabinow discussed

a clutch based on MR fluids. The subsequent literature on the subject is too extensive

to be treated here in any detail, and most ER fluids are non-colloidal and therefore

beyond the scope of this book. Consequently, only an introductory overview is given

here, whereas more details can be found in a number of reviews [18 – 23]. In addition

to ER and MR fluids there are also ferrofluids, in which the much smaller particles

(nanoparticles) have permanent magnetic moments [24, 25]. These have been used

in magnetic recording tapes and are used as sealants in bearings. Ferrofluids are also

affected by an external magnetic field, although their MR effect is less pronounced

[24]. They will not be discussed further here.

11.3.1 Electrorheological fluids

The continuous phase of an ER fluid usually consists of an oil with low electri-

cal conductivity, such as a mineral or vegetable oil, a silicone oil, or a chlorinated

hydrocarbon. To be of practical use, additional properties such as stability and high

electric breakdown strength are required. The dispersed phase has to be polarizable

and yet stable. Typical inorganic materials are oxides, silicates, glass, and ceramics.

Among organic particles, cornstarch and flour have been used as well as synthetic

polymers, especially semi-conductive ones. A high polarizability, relative to the con-

tinuous phase, which is needed for the particle to display an ER effect, can arise

from either a high dielectric constant or high conductivity. It can be an inherent

property of the main particle material or induced or enhanced by additional com-

ponents, either dissolved in the major component or present in pores. It can also

be attributed to a polarizable surface layer. Normally, relatively large, non-colloidal

particles are preferred because of their stronger ER effect; however, they can also

entail undesirable properties such as accelerated settling. A larger than theoretically

expected effect (giant electrorheological effect, or GER) has been obtained with urea-

coated nanoparticles of some metal oxides [26]. Homogeneous fluids such as liquid
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Figure 11.12. Schematic of chain formation induced

by an electric field across the two plates: (a) after

application of an electric field; (b–d) effect of sub-

sequent shear: chain deformation (b), chain rupture

(c), and chain reformation (d) (after Klingenberg and

Zukoski [27]).

Figure 11.13. Confocal measurements of

structure evolution after chain formation in

an ER fluid containing monodisperse spheres:

(a) formation of sheets (front view); (b) evo-

lution of sheets into more complex elements

(seen parallel with the field, through an elec-

trode). (Reprinted with permission from Das-

sanayake et al. [28], copyright 2000, American

Institute of Physics.)

crystalline polymers can also be ER active; these fluids are outside the scope of the

present treatment.

11.3.1.1 Mechanism

Application of an electric field to an ER fluid polarizes the particles, which then

tend to form particle chains spanning the electrodes; see Figure 11.12(a) [27]. When

a stress is applied, the chains initially deform (Figure 11.12(b)) but have to rupture

in order for the system to start flowing, which results in a yield stress. Reformation

of the chains at low shear rates (Figure 11.12(c)–(d)) then produces a dynamic yield

stress.

With monodisperse spheres, the chains can gradually evolve into sheets and

columns with internally regular structure; see Figure 11.13 [28]. This can give rise

to complex phase diagrams [29]. Branched and network structures have also been

observed in some systems.

In the simplest model, the electrostatic force between two particles due to the

applied field is calculated by assuming point dipoles in isolated, non-conductive
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Figure 11.14. Interaction between two spheres in an electric field E (vertical arrow) (after

Klingenberg and Zukosli [27]).

spheres. Between particles i and j, separated by a center-to-center distance rij as in

Figure 11.14, an electric field of strength E causes an angular �i j -dependent force

Fij:

F = 12�a2
ε0εm�2

ε
E2 (a/ri j )

4 [(3 cos �i j − 1) er + sin 2�i j e�] . (11.7)

The unit vectors er, e� are oriented along the center-to-center line and orthogonal

to it, respectively. In the above, �ε is the effective polarizability as determined by

the dielectric constants εm and εp of medium and particle, respectively [30]:

�ε =
εp − εm

εp + 2εm

. (11.8)

The force between particles is attractive for particles aligned primarily along the

field and repulsive for particles aligned perpendicular to the field. This dipolar force

model has been validated experimentally in situ using laser tweezer microrheology

(see Section 11.3 above) [31]. These field-induced polarization forces clearly lead

to particle chaining. The force diagram (Figure 11.14) indicates that particles in

adjacent chains should repel one another. Shifting particles into a configuration such

as that shown in Figure 11.13(a), however, leads to a net attraction between chains.

Particles from neighboring chains are attracted by particles above and below in the

reference chain, leading often to a favored body-centered tetragonal (BCT) packing;

see, e.g., [32].

Equation (11.7) is a first-order approximation that explains qualitatively the

effects of dielectric constants and field strength. It is, however, strongly oversimpli-

fied. A major shortcoming is that any conductivity in medium or particle is ignored.

To take these conductivities into account, the complete Maxwell-Wagner model can

be used. It is based on a complex dielectric constant, involving also the conductivi-

ties 	p and 	m of particle and medium, respectively [30]. This results in an effective
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polarizability which varies with frequency:

� (�) =
�2

	 + �2
ε

(�
MW)

1 + (�
MW)2
, (11.9)

with

�	 = (	p − 	m)/(	p + 2	m), 
MW = (εp + 2εm)/(	p + 2	m),

where 
 MW is the Maxwell-Wagner relaxation time. Conductivity polarization

requires movement of charges, which introduces frequency-dependent behavior and

a characteristic relaxation time, similar to the viscoelastic behavior in rheology. Con-

ductivities typically dominate the DC and low frequency response, whereas the real

dielectric constants dominate at high frequencies. The presence of an outer layer

with different dielectric characteristics can dramatically increase the ER effect. The

contribution of a surface layer can be incorporated in an effective dielectric constant;

see, e.g., [33]. A key result is that controlling the water content is critical in many

ER fluids.

Other significant shortcomings of the basic model that have been addressed

are multipole and multibody effects. With highly polarizable particles, higher-order

multipole moments can substantially increase interparticle attraction at short dis-

tances. In addition, the forces Fij are not pairwise additive, giving rise to multibody

effects. Various techniques have been used to incorporate multipole and multibody

effects [34, 35]. Even with these improvements, not all ER features can be described

properly. A systematic deviation is that Eq. (11.7) leads to rheological models that

predict a yield stress increasing with the square of the electric field strength E (see

below). At high field strengths the dependence on E of the force acting between par-

ticles can actually become less than quadratic because of a variety of nonlinear field

effects [36].

A special behavior has been reported with some coated nanoparticles [26]. The

polarization of the molecules coating the surface of the particles has the potential

to be larger than the dielectric polarization of the particles underlying the standard

ER effect, leading to the so-called giant electrorheological (GER) effect. Enhanced

polarization arises from a significant concentration of the field between particles.

11.3.1.2 Rheological behavior

Devices using ER fluids are typically designed around an electric-field induced yield

stress. In the models, a particular structure is assumed, e.g., chains, columns, or BCT

packing. When a low shear rate is applied, this structure is gradually distorted until

it ruptures (Figure 11.12(a)–(c)). Assuming a given polarization model, the stresses

can be calculated as a function of strain. At a particular strain a maximum stress will

be obtained, which is taken to be the static yield stress (see Chapter 9). When, at

these low shear rates, the ruptured elements relax and reattach in a more relaxed

configuration (Figure 11.12(d)), a dynamic yield condition is achieved. The simplest

ER models predict, for the yield stresses,

	y ∝ � ε0εm�2 E2. (11.10)
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The quadratic dependence on E, based on a similar relation for the interparticle

force (see Eq. (11.7)), is consistent with experimental results but only at relatively

low values of E; see Figure 11.15. As was the case for Fij, a lower power index for

the yield stress is typically observed and predicted when nonlinear conduction and

polarization saturation are considered. On this basis, Davis [37] predicted a power

3/2:

	y ∝ ε0εm�E3/2 E1/2
max, (11.11)

where Emax is the maximum field strength in the gap between particles. A power of

2 at low field strengths and a power of 3/2 above a critical value Ec can be fitted by

[38]

	y = cE2

(

tanh
√

E/Ec√
E/Ec

)

. (11.12)

The constant c still depends on parameters such as the particle volume fraction and

�. An application of this scaling is illustrated in Figure 11.15.

Equations (11.10) and (11.11) contain a linear dependence of the yield stress on

volume fraction, as is seen at low volume fractions. At higher particle concentrations,

the field in the suspension is more strongly affected by the presence of the particle

and the yield stress no longer increases linearly. Simulations have suggested that the

optimal yield stress development occurs around 40 vol% particles [34].

It should be pointed out that yield stress measurements in general are prone to

errors (see Chapter 9). Wall effects can be especially pronounced for ER fluids, as the

walls serve as electrodes and are also subject to polarization effects. The dynamic

yield stress can only be observed at sufficiently low shear rates. Above a certain

shear rate, the flow-induced rupture of chains becomes more frequent than the

reattachment rate. With increasing shear rate the structure becomes gradually more

fragmented. At the highest shear rates the particles are even fully disaggregated, as

would be the case in the absence of an applied electric field. These structural changes

result in shear thinning behavior. The viscosity curves of ER fluids are usually fitted

by a Bingham model (Figure 11.16). The curves should then evolve from a dynamic

yield stress at low shear rates, which follows the scaling of Eqs. (11.10)–(11.12), to a

high shear viscosity independent of E.
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On the basis of the given arguments, the viscosity of non-Brownian ER fluids

should be governed by a balance between polarization and shear forces. Hence, the

dimensionless ratio of hydrodynamic to polarization forces should provide a scaling

factor. This ratio is called the Mason number, Mn:

Mn =
�m�̇

2ε0εm�2 E2
. (11.13)

The Mason number can also be considered a shear rate that has been made dimen-

sionless by multiplication with a characteristic time of the system. Starting from the

viscosity function for a Bingham body,

� =
	B

y

�̇
+ � pl, (11.14)

substituting the yield stress from Eq. (11.10), introducing Mn (Eq. (11.13)), and

dividing by �∞ (which here is � pl), one finds

�

�∞
=

K�

Mn

�m

�∞
+ 1 =

K′�

Mn
+ 1, (11.15)

where K and K′ are system constants which do not depend on the field strength.

Equation (11.15) suggests scaling the viscosity as �r (Mn), which has been demon-

strated to apply in some cases, as illustrated in Figure 11.17 [39]. To reach the region

of the dynamic yield stress requires very low values of Mn, e.g., 10−5 or lower.
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The solid-like response of ER fluids in a sufficiently large electric field also

entails a low-frequency plateau in the storage moduli. The values of the plateau

storage moduli are expected to be controlled by the same parameters as the static

yield stress. Indeed, an equation similar to Eq. (11.10) has been proposed for G′
plat .

The factor ε0εm�2 E2 has been used to scale moduli and frequencies, the scaling term

for the latter being similar to the Mason number [40]. Considering the sensitivity

of interparticle forces to interparticle distance, it is not surprising that the dynamic

moduli become nonlinear at low strains, e.g., below 10−3.

Brownian motion requires the introduction of an additional dimensionless num-

ber. A suitable candidate is the ratio of the characteristic electrostatic energy to the

thermal energy,

� =
�ε0εm�2 E2a3

2kBT
. (11.16)

Thermal motion is considered to be non-negligible when � is of the order of 104 or

lower. Field-induced structural transitions have been studied for Brownian systems.

Simulations generate various equilibrium structures, but their occurrence might be

hindered by metastable, frozen-in structures, as in the case of Brownian hard spheres

(Chapter 3). For the rheology, no simple scaling with Mn can be expected anymore.

Halsey and coworkers [41] used, for rather low volume fractions and small Mason

numbers, a droplet model. This assumes that the particles can develop aggregates

in the shape of spheroidal droplets. During flow, the size and orientation of these

droplets can change. This would predict a power law dependence of the viscosity

on the Mason number over a limited range of conditions. The calculated value of

the power was –0.66, whereas experimental values ranged between this and −1, the

latter being the value for non-Brownian particles. Logically, this value is reached at

large values of �.

When prolate ellipsoids are used instead of spherical particles, they will orient

in the electric field. Theoretical and experimental results suggest that the ER effect

can be increased in this manner. This is also the case for other anisotropic particles

such as nanotubes and whiskers [42]. These small, long, slender particles can be

more difficult to orient in an electric field, as they entangle readily. Simultaneously

applying an oscillatory shear can improve the orientation and the formation of

columns, and hence the ER effect.

11.3.1.3 Alternating electric fields

Applying an AC electric field can considerably alter the rheological response. Vari-

ous phenomena can be responsible for the frequency effect, in particular the presence

of a non-zero conductivity will make the effective � dependent on frequency. At low

frequencies, conductivity dominates the polarization and the ER effect, whereas the

high frequency behavior will be controlled by the dielectric constants.

11.3.2 Magnetorheological fluids

Applying a magnetic field to a suspension that contains magnetizable particles will

induce magnetic dipoles in the particles, which will orient along the field lines. When
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magnetic dipoles in particles are aligned with the field they will induce interparti-

cle attraction, leading to chaining and other structures, as observed in ER fluids.

The result is solid-like rheological behavior at low stress levels and shear thinning

flow at higher stresses. The magnetorheological effect can be significantly stronger

than commonly achieved in electrorheological fluids. The MR response time is also

fast; the material response itself is in the ms range, although creating the magnetic

field can take somewhat longer [43]. As MR fluids generate high yield stresses with-

out requiring high voltages, and are often less environmentally sensitive, MR fluids

appeared earlier and more frequently than ER fluids in practical applications. Appli-

cations include clutches, dampers, and actuators [19]. A typical MR fluid consists

of micrometer-sized particles (e.g., carbonyl iron) dispersed in a mineral or silicone

oil, and is often not colloidal. Theoretical work has been based mainly on spheres,

but bimodal distributions and fiber-like particles have been reported to increase the

MR effect [44].

Simple dipole models for the force acting between particles in an MR fluid are

essentially similar to those for ER fluids. The resulting expressions for the inter-

particle stress and the yield stress are similar to Eqs. (11.7) and (11.10), with � and

E being replaced by the magnetic susceptibility �m and the magnetic field H (field

strength in kA m−1) [25]. Hence, the yield stress is expected to be proportional to

H 2. Nonlinearities often result in a less than quadratic dependence of the yield stress

on H. Specific for magnetic fields is that conductivity effects are not important. On

the other hand, concentration of the field in the interparticle contact zone also causes

field saturation. This reduces the field dependence at larger fields, as in ER fluids. At

the highest field strengths, saturation causes the yield stress to reach a limiting value

[45]. The yield stresses then vary with the square of the saturation magnetization.

To scale the viscosity of flowing MR suspensions, a magnetic Mason number

Mnmag is defined, similar to the electrical Mn in Eq. (11.13):

Mnmag =
�m�̇

2�0�m�2
M H2

, �M=
�p − �m

�p + 2�m

, (11.17)

where �0 is the permeability of free space (4� × 10−7 N A−2) and �p and �m are

the relative permeabilities of particle and medium, respectively. Equation (11.17) is

less useful than its ER analog, mainly because of the nonlinearities in the magnetic

systems. Not only is �M a function of the field strength, but the interparticle force will

only be proportional to H 2 at small field strengths. A better scaling over a relatively

wide range of conditions is possible using a Mason number Mnmag(Msusp) directly

based on the suspension magnetization Msusp [46]:

Mnmag(Msusp) =
9

2

�m�̇�2

�0�mM2
susp

. (11.18)

Various models have been proposed for MR fluid viscosities [47]. As with ER fluids,

they are based on the breaking of single chains, or they use ellipsoidal drops or

aggregates consisting of particles. A power law dependence on Mn is predicted, with

a power law index usually varying from −2/3 to −1. Also similar to ER fluids is

the effect of particle geometry: fiber-like particles have been reported to increase
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the MR effect. This increase in yield stress has been modeled by incorporating solid

friction between fibers [48].

11.4 Two-dimensional colloidal suspensions

(Jan Vermant, Katholieke Universiteit Leuven)

Colloidal particles can be trapped at the interface between two liquids or at the

interface of a liquid and a gas as a result of the effects of interfacial tension. The

energy of detachment �Ed required to remove a particle from the interface to

the most wetting phase depends on the fluid-fluid interfacial tension � , the contact

angle �, and the particle radius a, and is given by [49]

�Ed = �a2� (1 − cos �)2
. (11.19)

For particles in the size range between 100 nm and 1 �m, the energy required to

remove a particle from the interface is several thousand to a million times higher than

the thermal energy kBT. Hence the particles are essentially irreversibly trapped at

the interface, and when the interface is planar it creates a (nearly) two-dimensional

suspension. For such a particle monolayer, the structural information in a single plane

suffices to provide a complete description of the suspension microstructure, which

moreover can be obtained with high spatial and temporal resolution. As a result,

monolayers of particles trapped at an interface, often denoted as 2D suspensions,

have been used to study a number of phenomena, including colloidal aggregation

[50] and the effects of flow fields on the microstructure in colloidal crystals and

in flocculated dispersions [51]. Such 2D suspensions have also been used as model

systems with well-characterized microstructures for furthering the understanding of

the rheological properties of colloidal suspensions [52–54].

Suspensions at interfaces can also be used to stabilize interfaces in a variety

of technological applications, some examples of which are shown in Figure 11.18,

such as the so-called Pickering-Ramsden emulsions [55], but also particle stabilized

foams [56] and bi-continuous particle gels [57]. For further applications, we refer

the reader to Binks and Horozov [58]. Possibly the most eye-catching examples are

“liquid marbles” [59] or “armored bubbles” [60].

Overall, several factors contributing to the properties of such particle-laden sys-

tems and their interfaces have been identified. These interfaces form, in particular,

complex two-dimensional fluids whose rheological properties, such as a surface yield

stress, can result in remarkable properties in what are called interfacial composite

materials [60]. Several studies have clearly shown that the rheological properties of

the interface play an important role in changing morphological processes in particle-

covered, multiphase systems [61–64]. More specifically the interfacial viscoelasticity

will affect coalescence, break-up, and even diffusive coarsening of emulsions. The

rheological properties of 2D suspensions, like their counterparts in 3D, need to be

measured and tailored in order to rationally design such materials.

In the next section, the important differences in the colloidal interactions in 2D

suspensions as compared to 3D suspensions will be discussed. Next, the methods to
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Figure 11.18. Applications involving particles trapped at interfaces: (a) particle stabilized droplet

of oil in water using PS particles (a = 1 �m) (image courtesy of Rob Van Hoogthen, Katholieke

Universiteit Leuven); (b) bicontinuous particle gel (“bijel”) created by phase separation of a

mixture of water-lutidine and fluorescently labeled silica particles (scale: image is 616 �m wide)

(image courtesy of Dr. Paul Clegg, University of Edinburgh).

measure the interfacial rheological properties, and the material functions for particle-

laden interfaces, will be reviewed. This discussion will conclude with results on flow

visualization using 2D suspensions, which are particularly insightful for connecting

rheology to microstructure.

11.4.1 Interactions and structure in 2D suspensions

Two-dimensional suspensions display a great variety of structures that sometimes

mimic those of their 3D counterparts; some are displayed in Figure 11.19. The

observed microstructures range from liquid-like to crystalline for stable colloidal

dispersions, with possible fractal-like and heterogeneous structures in dense aggre-

gated suspensions. The structure that develops depends on various parameters,

including the physical properties of the particles (surface characteristics, size, and

density) and their concentration, as well as the nature of the surrounding bulk phases

and their interfacial tension. The microstructures that are displayed in Figure 11.19

control the surface-rheological properties by means of the relative distances and

the strength of interactions between the particles. From a technological perspec-

tive, making particle-laden interfaces with controlled surface rheological properties

should enable the rational design of novel materials.

Since the pioneering work of Pieranski [65], it has been recognized that the

electrostatic interaction between particles pinned at a water-oil interface exhibits a

long-range dipole-dipole interaction, in addition to the screened Coulomb interac-

tion present in bulk systems. The asymmetric counterion distribution between the

polar and non-polar phases results in a dipole normal to the interface. The dipolar

nature of the interaction leads to a repulsion that is long-range, as can be seen from

the large interparticle distance in the crystal of Figure 11.19(a). From the linear
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Figure 11.19. Possible structures in 2D colloids: (a, b) 2D colloidal crystal consisting of charged

PS particles (a = 1.5 �m) at the interface between water and decane at moderate (a) and high

(b) surface coverages; (c) percolating 2D colloidal network of aggregated PS spheres (destabilized

by the addition of salt and surfactant); (d) self-assembled structure of ellipsoidal particles.

Poisson-Boltzmann equation, the repulsive force in the far field is expected to decay

as the fourth power of the separation between the particles [66]:

FDI P = ackBT/r4. (11.20)

The prefactor ac determines the magnitude of the dipole-dipole interaction

(which is still under debate [67]). The effect of electrolyte concentration on the

distribution of the counterions close to the particle surface is more complicated than

in bulk systems, with finite size ion effects possibly playing an important role [68].

This leads to a relatively weak dependence of the strength of the interaction on salt

concentration [69]. It is often easier to alter the wetting properties of the particles

in order to increase or decrease the strength of the dipolar interaction, because of

the effect of the position of the particle at the interface on the asymmetry of the

counterion distribution [69].
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Lateral interaction forces that are present uniquely between particles floating at

interfaces are deformation-mediated capillary forces. Owing to the action of a force

normal to the interface (e.g., gravity or electrostatic pressure) [70] or chemical and

physical heterogeneities on the particle surface [71], the liquid interface close to the

particles will become deformed, and menisci are formed. The lateral capillary inter-

action occurs because of the overlap of the menisci formed around two neighboring

particles. This results in an attractive force for two similar particles attached to a

liquid interface. Furthermore, anisometric particle shapes lead to directionality of

this force, so that charged ellipsoids will self-assemble into triangular structures, as

shown in Figure 11.19(d) [64]. It should be stressed that a small deviation, of the

order of few nanometers, from spherical shape suffices to induce significant capillary

attraction [71].

It can be concluded that the rules for tailoring colloidal interactions are inherently

different when dealing with particles at interfaces. Most importantly, the electrostatic

interactions become stronger and long-range. Also, strong, typically attractive lateral

capillary forces are induced. Balancing the different interactions at interfaces can

nevertheless allow one to obtain colloidal microstructures in 2D which can mimic

those observed in 3D. Moreover, exploiting specific features of the interactions

forces, such as, e.g., the anisotropic shape-induced capillary forces, enables one to

create novel 2D structures such as those in Figure 11.19(d), that are difficult to realize

in 3D.

11.4.2 Interfacial rheometry

Similarly to bulk material functions (Chapter 1), material functions can be defined

for complex fluid interfaces such as 2D colloidal suspensions. Following an approach

originally introduced for Newtonian interfaces by Scriven [72], the interface is treated

as a thin layer, without mass, for which “excess” rheological properties are defined.

The constitutive equation for Newtonian interfaces can be written

�s = (�s − �s) (Is : Ds) Is + 2�sDs, (11.21)

where �s is the extra surface stress tensor, Ds is the 2 × 2 surface velocity gradi-

ent tensor, and Is is the 2 × 2 identity tensor. The material functions are the surface

shear viscosity �s (units Pa s m) and the surface dilatational viscosity �s (units Pa s m).

Whereas the dilatational viscosity in 3D can be ignored because of the incompress-

ibility of suspensions, this is not the case for suspensions at interfaces, which can

easily be forced to change their overall surface area.

Generalizing Eq. (11.21), rheological material functions can be defined along

similar lines to those in Chapter 1 for bulk suspensions. The measurement of these

interfacial rheological properties is challenging, not only because the forces and

torques associated with the deformation of an interface will be small, but also,

and more fundamentally, because the flow and deformation of an interface will be

coupled to the flow and deformation in the surrounding bulk phases. The rheological

properties of the interface that one wants to obtain appear as a boundary condition

in the fluid mechanics problem; hence, knowledge of the entire velocity field, in bulk

and at the interface, is required to ensure that viscometric conditions are satisfied. For
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Figure 11.20. Surface shear rheometry: (a) magnetic rod rheometer; (b) bi-cone geometry;

(c) double-wall-ring device.

shear flow, the ratio of the two components of the drag experienced by a rheological

probe can be written as the dimensionless group [73]

Bo = �s/�subphGl , (11.22)

where Bo is the dimensionless Boussinesq number, �s the surface viscosity (Pa s m),

�subph the viscosity of the subphase, and Gl a characteristic length scale of the

measuring probe, being related to the ratio of the area of the measurement probe to

the perimeter in contact with the interface. When Bo ≫ 1, the drag experienced by

the measuring probe dominates. When Bo is O(1) or smaller, the properties of the

surrounding phases will even dominate the drag force on the measurement probe,

and numerical procedures are required to extract the interface contribution [74].

Several approaches and devices have been proposed to measure the linear and

nonlinear properties in shear flow. Figure 11.20(a) depicts the sensitive magnetic rod

rheometer [74, 75], in which a force is exerted on a magnetic rod by a magnetic field

generated by two Helmholtz coils, and the subsequent deformation is measured opti-

cally. Other geometries, which are less sensitive but can be easily used in combination

with standard rheometers, include the bi-cone or flat disk rheometer depicted in Fig-

ure 11.20(b) [76, 77]. The double-wall-ring geometry shown in Figure 11.20(c) is the

2D equivalent of a double-wall Couette geometry and provides excellent sensitivity,

combined with viscometric flow conditions [78]. Particle tracking microrheology can

also be applied to suspensions at interfaces [79]. Finally, dilational methods have



378 Advanced topics

106 102

101 10–3

G
' 0 

(1
0

3
 N

/m
)

10–1

10–1

5
(Φcp–Φ)–1

15 25

100

105

104

0.06 0.1 0.2 0.3 100 101 102 103

(1–φeff /φmax) aω

b
G

|η
r|

(a) (b)

Figure 11.21. Rheological properties of stable 2D suspensions: (a) Krieger-Dougherty fit of the

modulus of the low frequency complex viscosity versus rescaled concentration (data from Rey-

naert et al. [54]); (b) time-concentration superposition: master curve of the scaled values of G′

(open symbols) and G′ ′ (closed symbols) against the scaled frequency for a monolayer of colloidal

particles; the arrow indicates the direction of increasing surface concentration (data from Cicuta

et al. [53]).

been applied to study the dilational properties of 2D suspensions [80], although such

investigations are still an active area of development.

11.4.3 Rheological properties of 2D suspensions

For stable suspensions, mostly linear viscoelastic properties have been reported. Sus-

pensions of charged micrometer-sized polystyrene spheres at the oil-water interface

have been used as model systems because of their ability to readily form colloidal

crystals and the fact that they can be easily observed by bright field microscopy.

Because of the current sensitivity limits of surface rheometers, data have only been

obtained at areal fractions greater than 0.4 to date. Similarly to 3D systems, the

Krieger-Dougherty equation (Eq. (2.20)) can be expected to describe the divergent

behavior of the material functions as maximum packing is approached. For the norm

of the complex relative viscosity one obtains, e.g.,

∣

∣�∗
s,r

∣

∣ =
(

1 −
�s

�s,max

)−[�s ]′�s,max

, (11.23)

where �s is the surface coverage, �s,max the maximum surface coverage, and [�s]′

the dimensionless intrinsic surface viscosity. Its value for hard spheres in 2D is 2

rather than 2.5 for 3D [81]. The maximum packing fraction for a hexagonal crystal

is calculated to be 0.92 in 2D, as compared to 0.74 in 3D. Figure 11.21(a) shows the

norm of the complex relative viscosity plotted versus the argument of Eq. (11.23)

for a suspension of charged polystyrene spheres [54]. Owing to the rather soft dipo-

lar nature of the electrostatic interaction, equivalent hard sphere behavior is only

expected to be valid over a narrow concentration range near maximum packing.

From fitting the data, a value of 0.907 is found for �s,max, agreeing well with a closest

hexagonal packing of spheres in two dimensions.
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Figure 11.22. (a) Surface coverage dependence of the storage modulus for aggregated spheres (data

from [54]) and ellipsoids with the same properties (data from [64]); (b) sol gel transition of silica

alkoxides at the air-water interface, monitored using rheology and surface pressure. (Reprinted

with permission from [85], copyright 2009, American Chemical Society.)

The concentration and frequency dependences of the linear viscoelastic moduli

show typical features for stable suspensions. In the concentration regime where

colloidal crystals are observed for PS particles at water-oil interfaces (Figure 11.19(a)

and (b)), predominantly elastic behavior is observed at the lowest frequencies [53,

54]. Paramagnetic colloids that form crystals when confined to the air–water interface

have also been reported to display dominant elastic behavior over a wide range of

frequencies [82].

A surprising scaling behavior, similar to results on 3D systems of weakly attractive

colloidal particles by Trappe and Weitz [83], was observed by Cicuta et al. for

stable 2D colloidal crystals [53]. The linear viscoelastic moduli taken at different

concentrations (�s > 0.7) could be superimposed onto a master curve by rescaling

� by a and the moduli by b, as shown in Figure 11.21(b). Monolayers of partially

hydrophobic silica nanoparticles, assumed to interact electrostatically, have been

shown to display a similar scaling behavior when compressed above a few tens of

mg m−2 [84].

Weakly aggregated or flocculated suspensions display a different range of rheo-

logical properties, with solid-like behavior at small strains, the occurrence of yield

stresses, and a strong power law dependence of elastic moduli on concentration as

some of their characteristic features. The linear viscoelastic properties of aggregated

2D suspensions scale in a similar manner to their 3D counterparts. The elastic mod-

ulus shows a power law dependence on the surface coverage, as shown, for example,

in Figure 11.22(a) for PS spheres at the water-air interface, destabilized by the addi-

tion of salt to the aqueous subphase. The values of the power law exponents relating

the moduli to the surface coverage are greater than 10, much higher than the values

reported for 3D systems (Chapter 6). It has been shown that these high exponents

for the 2D case arise mainly from the reduction in dimensionality from 3D to 2D

[53]. This implies that surface flocculation is an effective way to create interfaces with

solid-like rheological properties at a fairly low surface coverage; similar features are

observed for the dilatational properties [61, 62]. Exploiting the specific nature of
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forces at the interface, very strong surface gels can be made by using non-spherical

particles. As was shown in Figure 11.19(d), ellipsoidal particles aggregate strongly

under the effect of shape-induced capillary forces [64]. A monolayer of ellipsoids

exhibits a substantial surface modulus, even at low surface coverage, and can be used

to create even more elastic monolayers than aggregate networks of spheres of the

same size and surface properties.

The sol-gel transition in 2D systems can be accurately monitored using rheolog-

ical measurements [54, 85]. The 2D storage and loss moduli increase with time as

gelation takes place. Figure 11.22(b) shows a plot of tan � versus time at different

frequencies. The cross-over point accurately determines the gelation point for these

silica alkoxides at the air-water interface. Cross-over occurs at the same time for the

various frequencies, suggesting critical gel behavior (see Section 6.6).

Most experiments in the literature have focused on linear viscoelastic properties.

Transient measurements can be difficult to interpret, as the changes in surface rheol-

ogy lead to time-dependent flows in the subphase which become difficult to analyze.

Some data on large amplitude oscillatory shear are available [54, 84], revealing once

again similarities between bulk and interfacial suspensions. However, the area of

nonlinear rheology in shear and dilation remains largely unexplored.

11.4.4 Flow visualization using 2D suspensions

In situ scattering, rheo-optical methods, and confocal microscopy measurements

have been used extensively to obtain insight into the flow-induced structure in 3D

suspensions (see Chapter 6). In 2D suspensions all microstructural information is

contained in a single plane, which facilitates studying flow induced microstructures

with high spatial and temporal resolution.

Several methods have been proposed for generating viscometric surface flows

[86]. Devices that create flows with stagnation lines or points are more suited to

studying the temporal evolution of the microstructure, as one can track the same

material element over time. A homogeneous interfacial shear flow with a stagnation

line can be generated using a parallel band apparatus, as shown in Figure 11.23.

Uniaxial extensional flow (see Section 1.2) can be generated using a four-roll mill

inserted through the interface.

Structural measurements of 2D suspensions have been performed for both shear

and extensional flow fields [52, 87, 88], yielding a state diagram for the effects of

concentration and shear rate. At high concentrations or low shear rates, interparticle

repulsions give rise to crystalline domains that rotate and flow. These polycrystalline

domains transform to a string-like phase at high shear rates. They can also be melted

by oscillatory shearing.

Aggregated suspensions show more intricate microstructural transitions. Under

steady flow, both aggregation and break-up occur continuously [86, 89, 90]. Their

directional dependence causes an anisotropic microstructure [51]. An example of

the effects on the suspension microstructure of increasing the shear rate is shown

in Figure 11.23. Shear rate dependent anisotropic microstructure is also present

in bulk-aggregated suspensions. The yielding of colloidal networks has recently

been visualized in great detail [91]. A cascade of bond break-up events is initiated
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Figure 11.23. Parallel band apparatus (top view), and the anisotropic heterogeneous microstruc-

ture observed during flow for a weakly aggregated suspension of PS spheres, at increasing shear

rates for a surface coverage of 0.45 (image courtesy of K. Masschaele, Katholieke Universiteit

Leuven).

after some affine deformation. Break-up and subsequent re-aggregation leads to a

local compaction and a more heterogeneous structure. The mechanisms that cause

gel compaction and increased heterogeneity will depend on flow history. This may

underlie the thixotropic response for such systems and the necessity of pre-shearing

for reproducibility in gel rheometry. Flow visualization of 2D suspensions is a useful

tool for understanding the rheology of complex colloidal systems.

Chapter notation

Do,b self-diffusivity of bath particles in microrheology [m2 s−1]

ei unit vectors [m]

E electric field strength [V m−1]

Ec critical electric field strength [V m−1]

�Ed energy of detachment, Eq. (11.19) [N m]

FDIP electrostatic far field repulsive force at interfaces, Eq. (11.20) [N]

Fdrag viscous drag on a particle [N]

Fij force between particles i and j [N]

Gl characteristic length scale in interfacial rheology, Eq. (11.22) [m]

G∗
⊥ orthogonal superposition modulus [Pa]
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G′
‖ parallel superposition modulus [Pa]

G′
⊥ perpendicular superposition modulus [Pa]

G̃ Laplace transform of the dynamic modulus [Pa]

H magnetic field strength [A m−1]

K, K′ system constants, Eq. (11.15) [-]

Msusp suspension magnetization [H m−1]

rij center-to-center distance between particles i and j [m]
〈

�r2
〉

quadratic mean square displacement [m2]

s Laplace transformation variable (i�) [rad s−1]

Greek symbols

� non-dimensional frequency for microrheology [-]

� effective polarizability [-]

�ε effective polarizability based on dielectric constants [-]

�	 effective polarizability based on conductivities [-]

�M magnetic susceptibility [-]

�h hydrodynamic layer thickness of the steric stabilizer layer [m]

εi dielectric constant of i [-]

� ratio of characteristic electrostatic to thermal energy, Eq. (11.16) [-]

�s surface viscosity [Pa s m]

�� microviscosity, Eq. (11.2) [Pa s]

�i relative permeability of component i [-]

�s dilational viscosity [Pa s m]

	i conductivity of component i [S m−1]


MW Maxwell-Wagner relaxation time [s]

�s surface coverage [-]

Subscripts

b bath particle in microrheology

pr probe particle in microrheology

r relative

subph subphase
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Index

adhesive hard spheres 197–9, 201, see also sticky

spheres

aging 111, 171, 213, 229, 296

aggregate/aggregation 180, see also flocculation

kinetics 214

orthokinetic 190, 243

perikinetic 184, 190, 242

anisotropy, see microstructure: anisotropy, shape

anisotropy

antithixotropy 230

aspect ratio 155, 163, 173, 274, 275

Asakura-Oosawa, see potential of particle

interaction

attractive driven glass 17, 197–200, 204, 212

Bagley correction 294, 302

Barker-Henderson 143

barrier hopping 185

activated 99, 101, 204

Batchelor 48, 50, 53, 89, 113

Baxter sticky parameter 14, 16, 32, 184, 196, 199,

202

bi-cone rheometer 377

Bingham body 25, 244, 312, 369–70

Bingham yield stress, see yield stress

Bjerrum length 12

body centered cubic lattice (BCC) 137

boehmite 172

Boger fluids 330–2, 334, 338

Boussinesq number 377

Brownian

dynamics 85

diffusion, see diffusion

hard spheres 15, 80–112

motion 4, 81

rotational 157, 162, 163, 174

translational 157

rods 160, 162, 164

brush, see polymer

cage/caging 99, 109, 110

capillary geometry 294

Carnahan-Starling equation 87

Casson model 25

chains/chaining 334, 366, 367, 372, see also string

formation

chemical length exponent 208

clay(s) 171, 181, 208, 256, 257, 275

coagulation, see aggregate/aggregation

coaxial cylinder geometry, see Couette geometry

colloid (definition) 1, 2

colloidal glass, see glass

colloidal crystal, see phase crystal

colloidal interaction, see interactions

colloidal stability, see stability: colloidal

compressibility 87

compressive yield stress, see yield stress:

compressive

cone and plate geometry 292

confocal microscopy 87, 380

coordination number 190, 200

Cox-Merz analogy 30, 316, 362

Couette geometry 293

counterion(s) 8

creep test 213, 236, 311

critical flocculation/coagulation concentration

11

critical gel 206, 379

critical exponent 210

Cross equation 25, 135, 141, 173

crystal, see phase: crystal

crystallization 55, 95, 100, 139, 188

damping function 341

Deborah number 30, 185, 279, 330

Debye (screening) length 9, 10

degree of dispersion 180, 345

delayed sedimentation 201

depletion 6, see also flocculation, force, potential

of particle interaction

dewetting 344

dichroism 259

die swell 339

diffusing wave spectroscopy 358

diffusion 4, 63–7

Brownian 81, 88

coefficient 146

gradient 66

388



Index 389

rotary 168, 174

shear-induced 63

self 63

short time 98, 104

transverse 63

tracer 63

transport 63

diffusion flux model 64

diffusivity, see diffusion

dilatancy 252, 254, 260, 281

dimensional analysis 38, 80

director 169

disks 155, 156, 162

dispersion (definition) 2

dispersion quality, see degree of dispersion

dispersion stability, see stability: colloidal

DLCA 190

DLVO, see potential of particle interaction

Doi-Edwards theory 168, 172

double-wall Couette 377

double layer 8, 128, 172

dynamic arrest 101, 110, 142, 166, 169, 197

dynamic viscosity, see viscosity: dynamic

dynamic yield stress, see yield stress:

dynamic

edge fracture, see shear fracture

effective aspect ratio 155, 161

effective backbone 208

effective layer thickness 138

effective medium 51

effective radius

hard sphere 14, 32, 129, 131, 134, 143, 148

hydrodynamic 135, 138, 203

effective volume fraction 123

hard sphere 126, 131, 134, 148, 172

hydrodynamic 138

effective viscometric volume fraction 203

Einstein 4, 43, 44, 70

Einstein-Smoluchowski equation 4

electric double layer, see double layer

electric field responsive shear thickening 276

electrolyte 8, 9, 11, 82, 132, 375

electrophoretic mobility 9

electrorheological systems 365–71

electrostatic stabilization, see stability:

electrostatic

electrosteric stabilization, see stability:

electrostatic

electroviscous effect 123, 173

first, see primary

primary 123, 127–9, 172

secondary 123

tertiary 123

ellipsoids 376, 379, see also spheroids

excluded volume 133, 168, 173

extensional flow, see flow: extensional

extensional thickening 275

extrudate swell, see die swell

face-centered cubic lattice (FCC) 16, 54, 115, 137

fiber(s) 155–75, 342, 372

field-responsive systems 276, 365

floc(s) 17, 180–201, 215

floc elasticity 192

flocculation 180, see also aggregate/aggregation

bridging 14, 215

depletion 182, 203, 215

rate 17

secondary minimum 181, 191

Flory-Huggins 147

flow

around particles 41, 330

compressional 162

creeping 41, 70, 95, 281

elongational, see extensional

extensional 21, 157, 162, 165, 191, 341, 380

oscillatory 26–9

reversal 61

shear (definition) 21

flow-induced migration, see migration

fluid-liquid transition, see phase: transition

fluid inertia 67–8

fluidity 327

force

attractive 13, 180, 181

Brownian 3, 99

capillary 376

depletion 6, 343

dispersion 6–7, 181

electrostatic 82, 128

gravitational 5

hydrodynamic

London-van der Waals 7

polarization 367

repulsion 12, 262

surface 6

solvation 182

thermodynamic 86, 89

Fourier analysis 317

fractal 183, 189–93, 196, 203

fractal dimension 189

friction 57, 60, 175

gap size effects 276

gel(s) 17, 158, 186, 195–7, 206–11, 236

gel point 186, 187

gel ringing 237, 298

gelation 169

thermal 182, 206

time 206

generalized Newtonian fluid (definition)

24–5

generalized Stokes-Einstein relation 358–9

giant electrorheological effect (GER) 365,

368

glass 15, 158, 169, 238, 281, 282

attractive, see attractive driven glass

repulsive 125



390 Index

glass transition 15, 169, 185, 188, 197

hard sphere 109–12

ideal 96, 110

grafting density, see polymer: graft(ing) density

Hamaker constant 7

hard sphere 14, 85–112, 271, 359, see also

potential of particle interaction

Hartmann number 128, 172

Helmholtz-Smoluchowski equation 131

Herschel-Bulkley model 25, 171, 241, 312

high frequency modulus, see modulus/moduli

high frequency viscosity, see viscosity

high shear viscosity, see viscosity

hopping 196, see also barrier hopping

hydrocluster 258, 277

hydrostatic pressure, see pressure

hysteresis loop 231, 234

instrument inertia 237, 298

integral models 244

interactions 6, see also force, potential of particle

interaction

attractive 181, 202, 271, 279

colloidal 6–15

dispersion 7

electrostatic 9, 132

2D 374

excluded volume 15

hydrodynamic 6, 46–9, 90–1, 103–5, 114–15,

139, 167, 168, 259, 337

polymer-mediated 343

repulsion/repulsive 108, 133, 270

interfacial viscoelasticity 373

intermediate scattering function 109

intermittent flow 232

intrinsic viscosity, see viscosity

inverse plasticity 253

ion mobility 128

ionic Péclet number

ionic strength 124, 130, 132, 147, 173

jamming 95, 98, 195, 281, 282

Jeffery orbits 160, 161, 163

Krieger-Dougherty equation 58, 65, 166, 170, 172,

378

large amplitude oscillatory flow (LAOS) 238, 273,

310, 316–17, 342, 379

latex 257, 259

linearity limit 209, 315

liquid crystal 160, 169

light scattering 109, 192, 214, 275, 358

Lycurgus cup 2

localization length 210

loss angle 28, see also phase: angle

lubrication force/hydrodynamics 258–63, 274, 277,

279

magnetic rod rheometer 377

magnetorheological fluid(s) 371–3

Maron-Krieger-Quemada equation, see Quemada

equation

Maron-Pierce equation 58

Mason number 370

magnetic 372

maximum packing fraction 38, 52, 54, 84, 141, 145,

158, 169–70, 338, see also random close

packing

maximally random jammed state 54

Maxwell model 28, 166, 242

generalized 28, 241

Maxwell-Wagner model 367

MCT, see mode coupling theory

memory function 244

micromechanics/micromechanical theory 90, 104,

109, 113, 168

microrheology 357–64

active 357, 360

laser tweezer method 360

magnetic bead method 360

moduli 359

nonlinear 361

passive 357, 359

microstructure 31, 236, see also phase, radial

distribution function

anisotropy 52, 61, 92–4, 108, 240, 356, 357

Brownian hard spheres 92, 105, 108, 113,

359

electrostatically stabilized 132

flocculated 187–201, 229

non-Brownian 52–4

shear-thickening dispersions 255, 259, 262, 265,

274

two-dimensional dispersions 374, 380

microviscosity 361

migration 63–8, 296, 300, 326

gradient 63

in viscoelastic media 333–4

inertia driven 67

models 64

mobility 113

mode-coupling theory (MCT) 99–101, 197–201,

210, 281, 282

modified Cox-Merz rule 317

modulus/moduli (definition) 26

dynamic 111, 142–6, 166, 206, 207–11, 340

elastic 109, 124

hard sphere 111

high frequency 102, 103, 136, 147, 157, 207

plateau 186, 371

storage 27, 102, 103, 186, 237

surface 379

viscous 27

zero frequency 136

Mooney 71

equation 72

plot 300–5
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nanocomposites 230, 241, 315, 343

nanoparticles 122, 133, 135, 182, 187, 270, 329,

344, 365

Navier’s slip coefficient 318

nearest neighbor distribution 53

Newtonian fluid (definition) 19, 23

normal stress coefficients 29, 60

normal stress difference 29, 60–2, 84, 92–4, 108,

165, 167, 170, 339

first 29, 84, 107, 126, 165, 262, 267, 327, 336, 337

measurement 292, 299

second 29, 84, 107, 165, 267, 327, 336, 337

order-disorder transition 258, 259

orientation 155, 160, 335, 340

orientation distribution 156, 161, 163, 166, 169,

172, 173

orientation tensor 174

osmotic pressure 3, 10, 32, 60, 114–15, 146, 262

hard spheres 86, 92, 115

overshoot stress, see stress: overshoot

parallel disk geometry 292

particle(s)

inertia 36, 45, 68, 95, 328

monolayer 373

motion 43, 90

non-spherical 155–73, 274, 334, 379

Reynolds number, see Reynolds number

roughness 50, 53, 57, 262

shape 155, 162

size 37, 280

size distribution 38, 47, 59, 271

bimodal 58, 271, 334, 372

multimodal 59

Péclet number 30, 81, 83, 105

dressed 81

ion 128

microrheological 362, 363

peak stress, see stress: overshoot

percolation 16, 195–200, 209

percolation threshold 196

phase

angle 28

behavior 15–17, 95, 158, 187–201

crystal 125, 136, 380

diagram, see behavior

separation 16, 17, 195

transition 53, 95, 102, 169

fluid-crystal 15, 16, 87, 96

isotropic-nematic 169

solid-liquid 125, 188

Pickering-Ramsden emulsions 373

plateau modulus, see modulus: plateau

plate-like particles 169, 171, 173, 190

Poisson-Boltzmann equation 8

polyampholyte 147

polydispersity 16, 38, 51, 96, 103, 161, 188, 202,

273

polyelectrolytes 123, 147, 182

polymer 12, 137, 271, 325–46

adsorbed/adsorption 137, 182, 269

associative 182

brush 12–13, 139, 271, 280, 344

filled 241, 343–6

grafted 13, 147

graft(ing) density 137, 344

layer, see brush

liquid crystal 170

melt 343

solubility 182, 201

polymethylmethacrylate particles (PMMA) 87,

98, 103, 107, 111, 126, 139, 144, 201, 278, 364

polystyrene particles 123, 126, 132, 191, 378

potential of particle interaction 144, 279

Asakura-Oosawa 13

adhesive hard sphere, see sticky sphere

depletion 13, 200

DLVO 11, 181, 211

excluded volume, see hard sphere

electrostatic 8, 10, 128

hard sphere 14, 32, 85, 143, 263

sticky sphere 14, 32

square well 14, 32, 187, 193, 202, 205

surface 10, 11, 128

Yukawa 198

zeta 8, 10

power law index 24

pressure 23

hard sphere fluid 86

particle 60, 281

thermodynamic 146

primary minimum 11

PRISM model 201

Quemada equation 58, 170

Rabinowitsch-Mooney correction 294

radial distribution function 53, 85–9, 108, 113,

133, 134, 136, 146, 207, 266

radius of gyration 13, 189, 191

random close packing 16, 53, 54, 95

rapid Brownian flocculation 17

rate equation 242–3

rate of rotation 156, 161

rate of strain 20

RLCA 190

recoil, see recovery

recovery 237, 311

re-entrant behavior 198

regularization methods 302, 303, 305

relative viscosity, see viscosity: relative

relaxation 110

frequency 142, 206

function 341

modulus, see modulus/moduli

time 28, 29, 142, 166, 331

repulsion, see force: repulsion
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Reynolds 260

number 67

particle 45, 67, 95, 281, 282

rheological constitutive equation 19

rheo-optical techniques 256, 257, 266, 267, 380,

see also dichroism

rheopexy 230, 253

rheo-SANS, see SANS

rods 155, 156, 162, 166, 167, 169, 190, 274, see also

fibers

rotational Péclet number 162, 163

rotary diffusivity 162

rotation 155, 335

anomalous 332

roughness, see particle: roughness

Rutgers-Delaware rule, see modified Cox-Merz

rule

SAOS, see small amplitude oscillatory flow

SANS 108, 139, 265, 274

scaling/scaling factors 40, 139, 146, 172, 205–10,

259

Schulze-Hardy rule 12

second order fluid 335

second virial coefficient 32, 146

secondary minimum 11

sedimentation, see settling

Segré-Silberberg effect 67, 334

separation length 129, 172

settling 5, 43, 296, 297, 313, 334

velocity 68

shape anisotropy 158, 376

shear bands 169, 282, 295

shear fracture 296, 299

shear modulus, see modulus/moduli

shear rate (definition) 21

apparent 304

critical 256–7, 268

effective 337

reduced 105

shear rejuvenation 213, 229

shear stress, see stress/stress contributions

shear thickening 24, 82, 94, 108, 252–83, 338, 357

continuous 271

critical strain 274

critical stress 268, 271, 274, 279–80

discontinuous 257, 273, 275, 276, 282, 298

elastohydrodynamic limit 277

field responsive 253

shear thinning 24, 82, 105, 134, 141, 162, 163, 165,

342

silica particles 9, 87, 97, 101, 102, 103, 105, 106,

108, 133, 183, 264, 267

simple shear flow 21

simulation

Brownian dynamics 263

lattice Boltzmann 281

Molecular dynamics 100, 263, 343

Monte Carlo

Stokesian dynamics 55, 96, 98, 107, 130, 172,

203, 258, 266, 282

size effects 297

size ratio 58

slip 19, 44, 103, 273, 277, 278, 282

layer thickness 319

length 282, 319

measurement 300–5

velocity 300, 303, 304

small amplitude oscillatory flow 237

Smoluchowski, see von Smoluchowski

softness 134, 142, 146, 278

sol-gel transition 181

2D 379

solvent quality 13, 137, 201

spheroids 155, see also ellipsoids

oblate 155, 162

prolate 155, 162, 371

square well, see potential of particle interaction

squeeze flow 312

stability

colloidal 7, 17–18, 122

electrostatic 123, 127–37, 273, 280

electrosteric 123, 147

kinetic 11, 122, 181

ratio 18

steric 122, 126, 137–47

thermodynamic 12, 126

stabilization, see stability

stabilizing layer, see also polymer: brush

thickness 145

start-up experiment 232

state diagram 17, 95, 158, 187, 198, 380

Stefan-Reynolds equation 312

step-strain experiments 341

stepwise changes in stress or shear rate 230, 235

steric stabilization, see potential

Stern layer 8

sticky parameter, see Baxter sticky parameter

sticky sphere(s) 16, 187, see also potential of

particle interaction

Stokes 3

Stokes-Einstein-Sutherland equation 4, 203

Stokes flow, see flow: creeping

Stokes number 68

Stokesian Dynamics, see simulation: Stokesian

dynamics

storage modulus, see modulus

strain hardening 275, 328, 341

stress/stress contributions 22, see also force

Brownian 91, 108, 165

characteristic 5

critical 106, 141, 337

deviatoric 23

elastic, see thermodynamic

electrostatic 124

extra 23

extra surface 376

hydrodynamic 36, 47, 91, 98, 108, 165
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normal 22

overshoot 232

reduced 80

shear 22

surface 376

thermodynamic 98

yield, see yield stress

stress-jump measurements 165, 282, 354

stress relaxation 26, 230, 313

string formation 54, 108, 275, 380, see also

chains/chaining

structural heterogeneity 210

structural hysteresis 238

structure factor 67, 87

structure kinetics models 239–43

structure parameter 236

superposition flows 355

orthogonal superposition moduli 356

parallel superposition moduli 355

surface

charge 8, 9, 136, 172, 270

coverage 378

maximum 378

flocculation 379

surfactant 182

suspension balance model 66

suspension temperature, see suspension balance

model

terminal zone 28

thermal energy 2

thixotropy 228

measurement 315–16

transient gels 201

transition, see phase: transition

Trouton ratio 23, 166, 172, 275, 329, 343

tubular pinch 67

two-dimensional dispersions 373–81

uniaxial extensional flow, see extensional flow

vane 309

viscoelasticity 25, 84, 125, 134, 135, 157, 230, 325

viscosity (definition) 19

apparent 23, 24, 293

complex 28

dynamic 28, 103, 157

elongational, see viscosity: extensional

extensional 23, 94, 166, 168, 275, 328, 336

high frequency 29, 56, 91, 101, 124, 130, 134,

148, 166

high shear 82, 83, 91, 105, 140

hydrodynamic 56, 101, 261

intrinsic 44, 70, 96, 138, 173

low shear, see viscosity: zero shear

normal 65

relative 37

surface dilatational 376

surface shear 376

intrinsic 378

complex 378

zero shear 83, 91, 124, 126

electrostatically stabilized 131, 133

electrosterically stabilized 148

flocculated 184

hard sphere 98, 106, 109

nonspherical 163, 170, 172

sterically stabilized 139

viscous resuspension 63

volume fraction (definition) 15

von Smoluchowski 17, 98, 113, 128, 174, 184, 363

wall slip, see slip

Weissenberg number 30, 330, 331, 339

yield strain 143, 209, 310

absolute 209

perturbative 209

yield stress 136, 143, 184–7, 207–11, 240, 241,

368–9, 372

absolute 310

apparent 307

Bingham 25, 143, 211, 241, 244, 307

Casson 307

compressive 187, 208, 211

dynamic 106, 184, 186, 235, 305, 366, 368–9

Herschel-Bulkley 307

ideal 185, 305

measurements 305–15

static 305, 308, 368

surface 373, 379

zero frequency modulus, see also modulus/moduli

zeta potential, see potential of particle interaction:

zeta

Zwanzig-Mountain 144
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