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PREFACE TO THE FIRST EDITION

The Fifth Jerusalem Winter School on the Statistical Mechanics of Membranes
and Surfaces was held from December 28, 1987 to January 6, 1988. The School
focused on the theory of the highly convoluted surface fluctuations which appear
in such diverse condensed matter systems as microemulsions, wetting and growth
interfaces, bulk lyotropic liquid crystals, chalcogenide glasses and sheet polymers.
The delicate interplay between geometry and statistical mechanics in these systems
can be described using tools from the fields of polymer physics, differential geometry,
and critical phenomena. Our theoretical understanding of these problems can be
tested by a wide variety of laboratory experiments, which probe fluctuations ranging
from relatively benign capillary waves at interfaces, to wild undulations in biological
membranes. The School was fortunate to have many lecturers who were outstanding
teachers as well as distinguished scientists: Jürg Fröhlich spoke on the roughening
transition, as well as on his extensive and pioneering work on random surfaces.
Michael Fisher lectured on the wetting transition and on interfacial wandering.
Stanislas Leibler discussed fluctuations in liquid membranes, lyotropic smectics,
and other lipid systems. David Andelman spoke about Langmuir–Blodgett films
and the physics of microemulsions. Yacov Kantor gave a very thorough review of
the theory of polymerized surfaces; I followed with a discussion of the crumpling
transition. Francois David gave a beautiful series of talks on differential geometry,
and its application to liquid and hexatic membranes. Bertrand Duplantier described
important recent work on epsilon expansions for polymerized membranes. Virtually
all the lecturers contributed manuscripts to this volume, which can serve as a useful
introduction for theorists and experimentalists who wish to learn more about this
rapidly developing field. I would in conclusion like to thank Steven Weinberg, who
made this School possible, and Tsvi Piran, who helped make the School a reality.

David Nelson
Cambridge, Massachusetts

December, 1988
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PREFACE TO THE SECOND EDITION

I was very pleased when K. K. Phua at World Scientific Publishing suggested issuing
a second edition of “Statistical Mechanics of Membranes and Surfaces”, a book I
edited (with Tvsi Piran and Steve Weinberg) and contributed to in 1988. Over the
intervening 15 years, I received many compliments on the excellent work described
by Michael E. Fisher, Stanislas Leibler, David Andelman, Yacov Kantor, François
David and Bertrand Duplantier in this account of a Jerusalem Winter School which
took place in 1988. My students still consult this book frequently, and the sales
during the past decade and a half suggest that there is still considerable interest in
the relevant theory and experimental systems.

To capture important additional developments in the statistical mechanics of
membranes and surfaces, I was fortunate to persuade four excellent researchers
to write three new chapters for the second edition. Leo Radzihovsky contributed a
chapter on the fascinating effects which arise when anisotropy and heterogeneity are
incorporated in polymerized membranes. Mark Bowick surveyed the physics of fixed
connectivity membranes in general, including very recent theory and experiments
probing crystalline ground states on curved surfaces. This second edition concludes
with an authoritative survey of triangulated surface models of fluctuating mem-
branes (including studies of liquid and hexatic phases) by Gerhard Gompper and
Dan Kroll.

I am particularly grateful to Betrand Duplantier, who provided a very extensive
update for his chapter on self-avoiding crumpling manifolds. Thanks are also due
to Michael E. Fisher who kindly provided some additional references for Chapter 3.
Although several previous authors took the opportunity of a second edition to revise
or correct their contributions, most of the older chapters should not be viewed as
comprehensive updates. Rather, they are “snapshots” of progress in a field which
was just beginning to emerge and confront real experiments. Nevertheless, I feel
there is a timeless quality about all the early chapters which makes them as relevant
today as when the first edition was published.

David R. Nelson
Cambridge, Massachusetts

November, 2003
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CHAPTER 1

THE STATISTICAL MECHANICS OF
MEMBRANES AND INTERFACES

David R. Nelson

Department of Physics
Harvard University

Cambridge, Massachusetts 02138

An enterprise of considerable current interest in theoretical physics is the study
of interfaces and membranes. In condensed matter physics, an “interface” usu-
ally means a boundary between two phases, whose fluctuations can be studied by
methods adapted from equilibrium critical phenomena. The statistical mechanics
is typically controlled by a surface tension, which insures that such surfaces are
relatively flat. Recently, however, there has been increasing interest in membrane-
like surfaces. “Membranes” are composed of molecules different from the medium
in which they are imbedded, and they need not separate two distinct phases.
Because their microscopic surface tension is small or vanishes altogether, mem-
branes exhibit wild fluctuations. New ideas and new mathematical tools are required
to understand them.

In this Chapter, we first sketch the physics of “flat” interfaces, and then discuss
some issues which arise in the description of crumpled membranes. Although related
problems arise in field theory models of elementary particles,1 most of the models
discussed here have explicit experimental realizations in condensed matter physics.
Much of the vitality of this subject arises because of a delicate interplay between
theory and experiment: theoretical predictions can often be checked by inexpensive
but revealing laboratory experiments in a matter of months. Most of the topics
sketched in this Chapter are discussed in more detail elsewhere in this book.

1. Flat Surfaces

1.1. The Roughening Transition

Interesting problems in statistical mechanics arise even for surfaces constrained by
surface tension to be fairly flat. A particularly well-studied example is the rough-
ening transition of crystalline interfaces.2 As shown in Fig. 1, we imagine a crystal
in equilibrium, with, say, its own vapor. The position of the interface is described
by a height function h(x1, x2). Such a description implicitly ignores “overhangs”
(which cannot be described by a single-valued h(x1, x2)), islands of crystal in the

1
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Fig. 1. Height function h(x1, x2) used to describe the configuration of a crystal–vapor interface.

vapor phase, and islands of vapor in the crystal. These complications are believed to
be irrelevant variables in the long wavelength limit.2 Microscopically, the interface
height is quantized in units of the spacing between the Bragg planes normal to the
h-axis.

At high temperatures, this discreteness is washed out by thermal fluctuations,
and we can describe the free energy of the interface by a surface tension σ. It is
a useful pedagogic exercise to describe this free energy using differential geometry,
which, although inessential here, is often the language of choice for crumpled mem-
branes. For an arbitrary parameterization of the surface �r(ζ1, ζ2), the free energy
is the surface tension times the surface area,

F = σ

∫ √
gd2ζ (1.1)

where g is the determinant of the metric tensor, g = det gij ,

gij =
∂�r

∂ζi
· ∂�r

∂ζi
(1.2)

The formula for the surface area in terms of the metric tensor is derived in many
textbooks.3 For the particular parameterization embodied in Fig. 1, i.e.,

�r(x1, x2) = (x1, x2, h(x1, x2)), (1.3)

we have

gij =

(
1 +

(
∂h
∂x1

)2
,

(
∂h
∂x1

) (
∂h
∂x2

)
(

∂h
∂x1

) (
∂h
∂x2

)
, 1 +

(
∂h
∂x2

)2

)
. (1.4)

With this coordinate system (called the Monge representation in differential geom-
etry), Eq. (1.2) assumes the familiar form

F = σ

∫
d2x

√
1 + |�∇h|2. (1.5)
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At temperatures sufficiently high so that (1.1) is an appropriate description, we
can expand the square root in (1.5),

F ≈ const. +
1
2
σ

∫
d2x|�∇h|2 (1.6)

and calculate, for example the height-height correlation function

〈(h(�y) − h(�0))2〉 =
∫ Dh(�x)|h(�y) − h(�0)|2e−F/kBT∫ Dh(�x)e−F/kBT . (1.7)

The effects of higher order gradients in Eq. (1.6) can be absorbed into a renormalized
surface tension. The Gaussian functional integral is easily carried out in Fourier
space, with the result

〈(h(�y) − h(�0))〉2 =
2kBT

σ

∫
d2q

(2π)2
1
q2 (1 − ei�q·�y)

≈ kBT
πσ

ln(y/a), as y → ∞, (1.8)

where a is a microscopic length. The large y behavior is the signature of a high
temperature rough phase.

At low temperatures, on the other hand, one might expect a “smooth” inter-
face, i.e., one that has become localized at an integral multiple of a, the spacing
between Bragg planes. To see how quantization of the interface height affects the
prediction (1.8), we add a periodic perturbation to Eq. (1.6) which tends to localize
the interface at h = 0, ±a,±2a, . . . , and consider the free energy

F = const. +
1
2

∫
d2x[σ|�∇h|2 + 2y(1 − cos(2πh/a))]. (1.9)

This sine-Gordon model can be solved directly by renormalization group methods,
or by first mapping the problem via a duality transformation onto an XY-model or
the two-dimensional Coulomb gas.2,4 There is a finite temperature roughening tran-
sition which is in the universality class of the Kosterlitz–Thouless vortex unbinding
transitions. At sufficiently high temperatures (T > TR � πσa2/kB), the periodicity
is irrelevant and the interface behaves according to Eq. (1.8). For T < TR, however,
the interface localizes in one of the minima of the periodic potential and the effective
free energy at long wavelengths can be approximated by expanding the cosine

F ≈ const. +
1
2

∫
d2x

[
σ|�∇h|2 +

(
4π2y

a2

)
h2

]
. (1.10)

It is easily shown from Eq. (1.10) that height–height correlation function (1.7) now
tends to constant,

〈(h(�y) − h(�0))2〉 ≈ const., as y → ∞, (1.11)

in contrast to Eq. (1.8).
The analogy with vortex unbinding transitions leads to many detailed predic-

tions about the roughening transition.2 This analogy is only approximate, however,
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so it is important to have rigorous proofs of phase transitions in this and related
models.5 Although Eq. (1.9) is a plausible model of roughening, a more faithful
representation of the microscopic physics is the solid-on-solid model, where inter-
face heights {hi} sit on a lattice of sites {i} and are themselves quantized at all
temperatures, hi = 0, ±a,±2a, . . . ,∀ i. The Hamiltonian is

H = J
∑
〈ij〉

|hi − hj |, (1.12)

where the sum is over nearest neighbor lattice sites and J > 0 is a microscopic sur-
face energy. Equation (1.12) measures directly the increase in interfacial area asso-
ciated with discrete steps in the interface. We call (1.12) a “Hamiltonian” because it
is a microscopic energy, in contrast to “free energies” like (1.9), which are supposed
to be coarse-grained descriptions, embodying both energy and entropy. Rigorous
proofs of phase transitions in, e.g., the solid-on-solid model are particularly valu-
able, because its connection with the more easily solved Eq. (1.9) are not yet clearly
established.

1.2. Wetting Transitions

Interesting transitions in interfacial surfaces also occur in wetting layers.6 Consider,
in particular, the approach to a liquid-gas phase boundary in the presence of a wall
which microscopically prefers to be wet by the liquid, as opposed to the gas. The
interfacial profile is shown in Fig. 2a.

Because the wall prefers the denser liquid, there is a thin layer of liquid present,
even though the chemical potential of the bulk gas is slightly slower than the bulk
liquid. This wetting layer extends a distance l(T, p) into the gas phase, terminating
at a liquid-gas interface whose width is comparable to the correlation length ξ(T, p).

Fig. 2a. Density profile near a wall in the bulk gas phase close to liquid-gas coexistence. The
density starts at a large value ρl appropriate to the nearby liquid phase and drops to a smaller
value ρg appropriate to the gas at distance � from the wall.
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Fig. 2b. Pressure temperature phase diagram with regions of first order and continuous wetting
transitions along the liquid-gas coexistence curve indicated by dashed and solid lines, respectively.
A first order “prewetting” transition terminating in a critical point extends into the gas phase.
The density profile in Fig. 2a corresponds to the situation near a wall at the point x.

Two distinct behaviors are possible as the liquid-gas coexistence curve is
approached from the gas phase (see Fig. 2b). Far from the critical point, �(p, T )
usually remains finite at the liquid-gas coexistence curve (i.e., along the dashed line
in Fig. 2b). Closer to the critical point, however, �(p, T ) diverges (logarithmically, in
simple model calculations) as the coexistence curve is approached (along the solid
line in Fig. 2a). This divergence may be preceded by a first order “prewetting”
transition in the bulk liquid signaled by an upward jump in the liquid density at
the wall. The point at which �(p, T ) diverges to infinity along the coexistence curve,
at T = Tw, locates a wetting transition, which has been the subject of consider-
able theoretical interest recently. This transition can be first order, or it occurs via a
rather exotic second order transition.7 More information about wetting is contained
in the chapters of M.E. Fisher and S. Leibler.

2. Crumpled Membranes

2.1. Experimental Realizations

Membranes can be regarded as two-dimensional generalizations of linear polymer
chains, for which there is a vigorous theoretical and experimental literature.8,9 Flex-
ible membranes should exhibit even more richness and complexity, for two basic
reasons. The first is that important geometric concepts like intrinsic curvature,
orientability and genus, which have no direct analogue in linear polymers, appear
naturally in discussions of membranes: Our understanding of the interplay between
these concepts and the statistical mechanics of membranes is still in its infancy.
The second reason is that surfaces can exist in a variety of different phases. The
possibility of a two-dimensional shear modulus in planar membranes shows that
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we must distinguish between solids and liquids when these objects are allowed to
crumple into three dimensions. We shall argue later that hexatic membranes, with
extended six-fold bond orientational order, are another important possibility. There
are no such sharp distinctions for linear polymer chains.

Figure 3 shows two examples of liquid membranes. Figure 3a is an erythrocyte
or red blood cell. The cell wall is a membrane, composed of a bilayer of amphiphillic
molecules, each with one or more hydrophobic hydrocarbon tails and a polar head
group. The membrane has a spherical topology, as do artificial vesicles formed from
bilayers. Although these membranes could, in principle, crystalize upon cooling,
they exhibit an almost negligible shear modulus at biologically relevant tempera-
tures. The small shear modulus that is observed for erythrocytes may be due to an
additional protein skeleton like spectrin.10

Fig. 3. Examples of liquid-like membranes: (a) red blood cell and (b) microemulsion.
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Figure 3b illustrates the topology of a microemulsion, which is a transparent
solution in which oil (e.g., dodecane) and water mix in essentially all proportions.11

This remarkable mixing is only possible because of the addition of significant
amounts of an amphiphile like SDS (sodium dodecyl sulfate), which sits at the
interface between oil and water and reduces the surface tension almost to zero. The
size of the oil-rich and water-rich regions, which are constantly shifting as the inter-
face fluctuates, is of order 100 Angstroms. Usually, a cosurfactant like pentanol is
necessary to stabilize the microemulsion.

For more about liquid membranes, see the chapters of S. Leibler and F. David,
and the collections of papers in Refs. 12 and 13.

Although careful experimental investigations are only just beginning, there are
also many examples of solid membranes. One can, for example, explore the proper-
ties of flexible sheet polymers, the “tethered surfaces” described in the lectures of
Kantor. Tethered surfaces can be synthesized by polymerizing Langmuir–Blodgett
films or amphiphillic bilayers.14 Although lipid monolayers polymerized at an air-
water interface would be initially flat, they could be inserted into a neutral solvent
like alcohol and their fluctuations made visible by attaching a fluorescent dye. There
are fascinating accounts of cross-linked methyl-methacrylate polymer assembled on
and then extracted from the surface of sodium montmorillonite clays.15

Two less familiar examples of solid membranes are illustrated in Fig. 4. Figure 4a
shows a model of large sheet molecule believed to be an ingredient of glassy B2O3.

16

Similar structures, also in crumpled form, may exist in chalgogenide glasses such
as As2S3. Although it may be difficult to obtain dilute solutions in a good solvent,
we might hope to produce a dense melt of such surfaces, in analogy with polymer
melts or models of amorphous selenium.17

Figure 4b illustrates an idea for synthesizing a large number surfaces of
two-dimensional polyacrylamide gel, which I have pursued in collaboration with
R.B. Meyer at Brandeis University. We first form a lyotropic smectic liquid crystal
of amphiphillic bilayers, similar to those discussed above. The bilayers are sepa-
rated by water, and if necessary can be pushed further apart by the addition of oil
or water.18,19 If the lipids have multiple double bonds, one could of course poly-
merize the bilayers as discussed above. An attractive alternative for producing flex-
ible surfaces is to introduce polyacrylamide gel into the watery interstices between
the bilayers. Meyer and I have succeeded in stabilizing a smectic phase in which
each ≈20 Angstrom thick water-rich region contains about 15 weight percent acry-
lamide and bis-acrylamide monomers. By shining ultraviolet light on this mixture,
it may be possible to produce many slabs of 2d cross-linked polyacrylamide gel. The
lipid bilayers, which are used simply as spacers in this experiment, would then be
washed away.

A third class of membrane surfaces is possible if we replace fixed covalent cross
links like those in Fig. 4a by weaker van der Waals forces. Van der Waals inter-
actions will tend to crystalize the lipid bilayers discussed above at sufficiently low
temperatures. Although these surfaces will have a nonzero shear modulus when
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Fig. 4. Examples of solid-like membranes: (a) planar section of boron-oxide which, when crumpled
describes a glass and (b) lyotropic smectic phase with polymerizable polyacrylamide/monomer in
the watery interstices.

confined to a plane, they are unstable to the formation of free dislocations when
allowed to buckle into the third dimension.20 Dislocations necessitate broken bonds,
and thus would require prohibitively large energies in covalently bonded systems.
The presence of a finite concentration of unbound dislocations at any temperature
means that unpolymerized lipid bilayers will in fact be hexatic liquids with residual
bond-orientational order at low temperatures.20,21 The properties of hexatic mem-
branes are intermediate between liquid and solid surfaces, and will be discussed in
a later Chapter by myself and in the lectures of F. David.

2.2. Plaquette Surfaces

One route toward understanding crumpled membranes is to generalize various
results from polymer physics. There are both lattice9 and continuum8 formulations
of polymer statistical mechanics, and it turns out that the natural generalizations
lead to two distinct classes of membranes. We first review the lattice generalization.5

As illustrated in Fig. 5a, we can catalogue polymer configurations on a lattice
by first counting the number of self-avoiding walks starting at the origin and ter-
minating at position R. The function �r(s) gives the position of the walk after the
sth step. If NN (�R) is the number of walks of length N starting at the origin and
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Fig. 5a. Polymer configuration extending from the origin to �R on a square lattice.

terminating at �R, the total number of walks of length N is given by

N tot
N =

∑
�R

NN (�R). (1.13)

A typical polymer size is given by the radius of gyration RG,

RG =

[
1

N2

N∑
s=1

N∑
s′=1

〈|�r(s) − �r(s′)|2〉
]1/2

, (1.14)

where the average is over all polymer configurations. Polymer critical exponents are
defined by the asymptotic large N behavior of RG and N tot

N ,

RG ∼ Nν (1.15)

N tot
N ∼ (z̄)NNγ−1. (1.16)

Here, z̄ is a nonuniversal effective “coordination number”, reduced from the actual
coordination number by self-avoiding constraints. The radius of gyration exponent ν

is increased by self-avoidance from the random walk result ν = 1/2 to the universal
result ν ≈ 0.59 ≈ 3/5 in three dimensions. The exponent γ ≈ 1.18 is also universal
for polymers with free ends, although it changes for ring polymers.9 The effect of
self-avoidance on the exponents vanishes for d > dc = 4, which is the upper critical
dimension for linear polymers.

Figure 5b shows a similar counting problem for a surface consisting of contiguous
plaquettes on cubic lattice. The ensemble of surfaces with N plaquettes is now
subdivided into varying numbers of surfaces NN (Γ) with a fixed boundary contour
Γ. A particular surface can be specified by a function �r(P ) which locates the center
of an occupied plaquette P . In analogy with linear polymers on a lattice, we can
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Fig. 5b. Configuration of a plaquette surface on a cubic lattice.

ask for the total number of surfaces with N plaquettes,

N tot
N =

∑
Γ

NN (Γ) (1.17)

and the radius of gyration

RG =


 1

N2

∑
P,P ′

〈|�r(P ) − �r(P ′)|2〉



1/2

(1.18)

where the sums are over occupied plaquettes. Critical exponents are defined by the
asymptotic large N behaviors,

RG ∼ Nν (1.19)

N tot
N ∼ µNN−θ (1.20)

where µ is the nonuniversal parameter analogous to z̄, and ν and θ are expected to
be universal critical exponents.

The most important theoretical results concerning plaquette surfaces are
reviewed by Fröhlich in Ref. 5. The dominant configurations of plaquette surfaces
are thin, branched objects, like the bark of a tree. These configurations appear
because they are favored entropically, and because there is no energy penalty for
long, thin cylindrical tubules of surface. It is safe to neglect self-avoidance above
dc = 8, where the critical exponents assume the mean field values appropriate to
noninteracting branched polymers. For d < dc, it is believed that the exponents are
those of self-avoiding branched polymers. This conjecture is supported by careful
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Fig. 6. Principal radii of curvature associated with one point on the surface �r(ζ1, ζ2).

numerical work in d = 3 by Glaus,22 who finds

ν � 0.504 θ � 1.48. (1.21)

Although the underlying theory is very beautiful, it is hard to think of direct
experimental realizations of plaquette surfaces in condensed matter physics. Because
they resemble branched polymers, plaquette surfaces are rather wild, unruly objects
compared to the experimentally realizable membranes discussed above. Some sort
of bending energy is needed to control the tubular fluctuations. Bending energy
appears naturally in continuum models of liquid membranes. As shown in Fig. 6,
we associate with every point on a surface �r(ζ1, ζ2) the two signed principal radii
of curvature R1(ζ1, ζ2) and R2(ζ1, ζ2). The parametrization-independent bending
energy is then23

Fb =
1
2

∫ √
gd2ζ

[
κ

(
1

R1
+

1
R2

)2

+ κ̄
1

R1R2

]
. (1.22)

The parameter κ (which multiplies four times the mean curvature squared) is called
the bending rigidity, while κ̄ (which multiplies the Gaussian curvature) is called the
Gaussian rigidity. In simple models, κ̄ is usually negative, which is necessary to
stabilize saddle distortions of an initially flat membrane.

2.3. Perturbation Theory for Tethered Surfaces

Membrane generalizations of the continuum theory of polymer chains are conve-
niently presented in the language of differential geometry. The partition function of
the resulting tethered surfaces are a special case of a more general partition function
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which first arose in the study of bosonic strings, namely24

Z =
∫

Dg0,ab

∫
D�r(ζ1, ζ2)e− 1

2 K
∫

d2ζ
√

g0gab
0 ∂a�r·∂b�r. (1.23)

The “action” is composed of surface gradients ∂a�r contracted with a metric ten-
sor gab

0 . The integrations are over all possible metrics g0,ab, as well as over all
possible surface configurations r(ζ1, ζ2). Although the underlying metric and the
surface are independent variables, Polyakov24 has shown that a relation analogous
to Eq. (1.2), i.e.,

g0,ab =
∂�r

∂ζa
· ∂�r

∂ζb
(1.24)

is recovered in the low temperature, strong coupling (K → ∞) limit.
A microscopic physical interpretation of Eq. (1.23) is illustrated in Fig. 7. For

a fixed metric g0,ab, the surface is represented by a fixed triangulation of particles,
connected by harmonic springs. The action in Eq. (1.23) is the continuum limit of
the energy associated with these springs. The particle positions can be arranged to
approximate any particular simply-connected surface with free boundaries �r(ζ1, ζ2);
there is, however, a significant energetic cost associated with large deviations from
the surfaces preferred by the underlying connectivity or “background metric”. To
carry out the functional integral (1.23) on a computer, one would first integrate

Fig. 7. Lattice of Gaussian springs with a fixed connectivity.
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over all particle positions for a fixed triangulation, and then sum over different
triangulations.

Tethered surfaces, discussed more completely in the lectures of Kantor, are an
example of the string partition function (1.23), specialized to a single “flat” trian-
gulation, where every particle is connected to exactly six nearest neighbors. The
“background metric” is thus

g0,ab = δab (1.25)

and the partition function is

Z0 =
∫

D�r(x1, x2)e−F0 (1.26)

where

F0 =
1
2
K

∫
d2x

[(
∂�r

∂x1

)2

+
(

∂�r

∂x2

)2
]

. (1.27)

As it stands, we now have a model for “phantom” polymerized membranes, without
self-avoiding interactions between distant particles. To obtain a model for a real self-
avoiding membrane, we replace the free energy F0 by

F =
1
2
K

∫
d2x

(
∂�r

∂x

)2

+
1
2
v

∫
d2y

∫
d2y′δ[�r(y) − �r(y′)]. (1.28)

The second term assigns a positive energetic penalty v whenever two elements of
the surface occupy the same position in the three-dimensional embedding space.

To make analytic progress with the statistical mechanics associated with (1.28),
it is useful to generalize (1.28), and consider manifolds �r(x) with a D-dimensional
flat internal space embedded in a d-dimensional external space.25–27 The associated
free energy is

F =
1
2
K

∫
dDx

(
∂�r

∂x

)2

+
1
2
v

∫
dDy

∫
dDy′δd[�r(y) − �r(y′)], (1.29a)

or

F =
1
2

∫
dDx

(
∂ �R

∂x

)2

+
1
2
vKd/2

∫
dDy

∫
dDy′δd[�R(y) − �R(y′)], (1.29b)

where we have introduced the d-dimensional rescaled variable,

�R(x1, x2) =
√

K�r(x1, x2). (1.30)



April 20, 2004 9:15 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition Chap01

14 D. R. Nelson

When v = 0, we have a free field theory, and it is easy to show that the mean
squared distance between points with internal coordinates xA and xB is

〈|�r(xA) − �r(xB)|2〉 �
xAB→∞

2dSD

(2 − D)K
[|xAB |2−D − a2−D] (1.31)

where SD = 2πD/2/Γ(D/2) is the surface area of a D-dimensional sphere, xAB =
xA −xB and a is a microscopic cutoff. If we take xA and xB to be close to opposite
sides of the manifold (in the internal space), Eq. (1.31) becomes a measure of the
squared radius of gyration. When D = 1, we are dealing with a linear polymer chain
and we see that the size RG increases as the square root of the linear dimension L ∼
|xAB |,i.e., RG ∼ L1/2. The same argument, however, shows that the characteristic
membrane size RG increases only as the square root of the logarithm of the linear
dimension L for D = 2,

RG ∼ 1
K

ln1/2(L/a). (1.32)

To see how self-avoiding corrections affect Eq. (1.31), we can carry out pertur-
bation theory in the excluded volume parameter. Each term can be represented as
in Fig. 8, where the dotted lines represent self-avoiding interactions between dif-
ferent pieces of the manifold. Dimensional analysis using the rescaled free energy
Eq. (l.29b) shows that this perturbation theory becomes singular in the limit of
large internal linear dimension L: The correction to Eq. (1.31) must take the form

〈|�r(xA) − �r(xB)|2〉
� 2dSD

(2 − D)K
|xAB |2−D[1 + const. × vKd/2L2D−(2−D) d

2 + · · · ]. (1.33)

Whenever

2D > (2 − D)
d

2
(1.34)

the corrections to the free field result (1.31) diverge as L → ∞, signaling a break-
down of perturbation theory. If this inequality is reversed, however, we expect self-
avoidance to be asymptotically irrelevant in large systems. This is the case for

Fig. 8. Graphical representation of the perturbative calculation of the mean square distance in
the embedding space between the points �r(xA) and �r(xB).
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Fig. 9. Different regimes in the (d, D)-plane for self-avoiding tethered surfaces.

polymers (D = 1) when d > 4. Note, however, that the perturbative correction in
(1.33) is always large for membranes, i.e., for D = 2.28

Figure 9 shows the critical curve

D∗(d) =
2d

4 + d
(1.35)

which separates ideal from self-avoiding behavior in the (d, D)-plane. Also shown
is the line D = d, along which the manifold becomes fully stretched due
to self-avoidance. The critical line D∗(d), of course, passes through the point
(d∗ = 4, D∗ = 1), which is the basis for epsilon expansions of polymers,8 but in
fact any point on this line is an equally good expansion candidate. We could, for
example, stay in three dimensions (d = 3), and change the manifold dimensionality
D. Self-avoidance dominates for solid elastic cubes (D = 3), but is less important
for elastic surfaces (D = 2). It produces relatively small corrections to the Gaus-
sian result for linear manifolds (D = 1), and becomes formally negligible when
D < D∗ = 6/7! This idea forms the basis for a 6/7 + ε expansion for tethered
surfaces,25–27 as will be discussed in more detail in the chapter of Duplantier. The
result is that the radius of gyration scales with the linear dimension according to

RG ∼ Lν (1.36)

where

ν =
2 − D

2
+ 0.469

(
D − 6

7

)
+ O

(
D − 6

7

)2

. (1.37)

This novel epsilon expansion gives excellent results for linear polymers in three
dimensions (ε = 1/7, ν = 0.567), but is not very accurate for polymerized mem-
branes (ε = 8/7, ν = 0.536). More precise numerical methods for extracting the
exponent ν is are described in the lectures of Kantor.
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CHAPTER 2

INTERFACES: FLUCTUATIONS, INTERACTIONS
AND RELATED TRANSITIONS

Michael E. Fisher

Institute for Physical Science and Technology
University of Maryland

College Park, Maryland 20742, USA

A brief, informal review of the theory of interface fluctuations and their effects is
presented. Topics touched upon include mean field theory for interfaces, interface
models, complete wetting transitions, fluctuations and the wandering exponent,
random media, effective interface–interface interactions, the shape of vicinal crys-
tal faces, critical wetting transitions and renormalization group theory for inter-
faces.

Introduction

A natural starting point in building a theory of membranes, surfaces and their
statistical mechanical behavior is the consideration of asymptotically flat interfaces.
An equilibrium interface separates two coexisting but distinct phases, say α and β,
e.g. gas and liquid, fluid and crystal, etc. An interface is formed essentially, of the
same molecules that constitute the bulk phases; it has limited internal structure. By
contrast, a membrane is normally made of molecules not characteristic of the bulk
phases, furthermore, it has crucially important internal structure, entailing rigidity,
ordering of various sort, etc. Asymptotically flat interfaces (or membranes) may, and
generally will fluctuate significantly away from a smooth planar configuration but on
macroscopic scales they may still be associated with a definite plane. For that reason
their theory is appreciably simpler than that of fully convoluted surfaces. Here we
present an informal review of selected aspects of the theory of asymptotically flat
interfaces. The reader is cautioned that references are given only to a small fraction
of the articles that might be cited, including, however, a few more systematic and
thorough reviews which should provide an entry to the literature.1–7

The first object of study is a single interface which is (a) free; but the effects of
(b) external fields is of central interest: these may be (i) slowly varying e.g. grav-
itational, van der Waalsian decaying with a power law, etc., (ii) periodic, e.g. as
imposed by a crystalline substrate, leading to the study of roughening phenomena,
(iii) rapidly varying representing, typically, the presence of attractive and repulsive
walls giving rise to wetting and deepening transitions. Another aspect (c) is the

19



April 20, 2004 9:16 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap02

20 M.E. Fisher

behavior of a single interface in a random medium which can greatly modify the
long-wavelength fluctuations.

The interplay of two nearby interfaces, separating sequential phases α, β and γ,
is of major importance: note that a rigid wall may often be viewed as a limiting
case of an equilibrium interface. The dominant feature is the appearance of effec-
tive, fluctuation-induced interactions which drive various wetting and delocalization
transitions, etc. Three distinct interacting interfaces provides an interesting theo-
retical problem which can be solved in d = 2 dimensions.8 Finally, systems of many
neighboring interfaces underly the behavior of commensurate-incommensurate tran-
sitions, determine the shapes of vicinal crystal faces, etc.

A range of theoretical techniques may be brought to bear on these problems.
Phenomenological analyses play a valuable foundational role.1–3 For special micro-
scopic models, like the lattice gas, exact results are available4 and various simplified
semiphenomenological models can also be analyzed precisely.5,6 Recently, renormal-
ization group methods have also been developed and exploited for interfaces and
membranes,9–11,53,55 as we will discuss.57

1. Interface Models, Mean Field Theory, and Wetting

1.1. Levels of Theory

There is a natural hierarchy of theoretical approaches. Most basic are (a) micro-
scopic theories founded on a Hamiltonian, Hmicro[s(�r )], for the bulk degrees of
freedom, s(�r ), e.g. molecular coordinates, Ising spin variables, etc. where �r is a
d-dimensional coordinate. It proves convenient to write �r = (�y, z) where �y is a
d′ = (d−1)-dimensional vector parallel to the interface plane while z is the normal or
perpendicular coordinate. Next (b) come density functional theories based on some
order-parameter field or density, say m(�r ), and a postulated Landau–Ginzburg–
Wilson effective Hamiltonian, HLGW [m(�r )] or free-energy functional F [m(�r )]; the
nature and form of the mean interface profile, m̌(z), as m(�r ) varies between the
coexisting bulk values mβ and mα, is a principal object of study. Lastly, it is much
easier and usually more instructive to work with (c) interface models in which a
function l(�y ) represents the local departure of the interface from a reference plane
(z = l = 0) and one constructs an effective interface Hamiltonian, Hint[l(�y )], or
corresponding interfacial free-energy functional, Fint. The appropriate form of this
functional will be discussed and put to use in the subsequent developments where
fluctuations are the main focus.

1.2. Mean Field Theory for Order Parameters

In mean field theory one supposes that the true free energy, F (T, H, . . .), can be
found by minimizing an appropriate order-parameter functional so that

F (T, H, . . .) = min
m(�r )

F [m(�r ); T, h, . . .], (1.1)
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where T is the temperature and h represents an external ordering field like the
chemical potential difference between two species, a magnetic field, etc. Ideally,
F would be deduced from some Hmicro; but, in practice, one is forced to rely on
general phenomenological principles. Thus, in the absence of external fields causing
departure from two-phase equilibrium the one must have

(A) translational invariance, F0[m(�r )] = F0[m(�r + �c)] and
(B) stationarity of the optimal profile, m̌(z), i.e. δF = F [m̌+δm]−F [m̌] = O[δm2].

In addition, one normally postulates

(C) locality so that a gradient expansion is valid in the form

F0 =
∫

ddr

[
Φ(m; T ) +

1
2
K(m)(∇m)2 + · · ·

]
, (1.2)

where Φ(m) has two equally deep (but, in general differently curved) minima
at m = mα and mβ with Φ = 0. Then on minimizing F0 to find m̌(z) (see,
e.g. Ref. 1) the equilibrium interfacial free-energy (per unit area) or surface
tension, which is of primary interest, is found to be

Σ(T ) = F0[m̌]/A =
∫ ∞

0
K[m̌(z)]

(
dm̌

dz

)2

dz, (1.3)

where A is the (projected) interfacial area and higher-order gradient terms have
been neglected.

1.3. Derivation of Interface Models

To derive an effective Hamiltonian Hint[l(�y )] for an interface, as a preliminary to
studying the nature of interface fluctuations, one would like to start with a more
basic theory. Ideally one should constrain (by some appropriate means!) the interface
away from its natural, flat position into the configuration l(�y ) and then, using
Hmicro[s(�r )] or F [m(�r )], take a partial trace over the bulk variables, s(�r ), or order
parameter, m(�r ) and thence deduce the correct Hint. Finally, a trace [or functional
integral

∫ Dl(�y )] over the configurations l(�y ) would lead to the correct Σ(T ). Of
course, this is an over-ambitious program in realistic situations. One may, however,
at least ask for a derivation that would be consistent at the mean-field level, i.e. so
that mean field theory for F [m], in the form (1.1), is equivalent to mean field theory
based on minimizing Hint[l]. This program can be carried through fairly completely,
although, as will be indicated below, a fully satisfactory and transparent treatment
in the presence of rapidly varying fields does not seem to be in the literature.58
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To start, one may consider a free interface and make the variational ansatz2,12,13

m = m̃(�r ) = m̌(z − l(�y )), (1.4)

to describe a “constrained equilibrium” interface. Then using (1.1)–(1.3) and the
principles (A) and (B) one finds

∆Hint = F0[m̃] − F0[m̌] =
∫

dd′
y
1
2
Σ[∇l(�y )]2, (1.5)

correct to leading order in the gradients. This form agrees with the intuitive picture
of a nonplanar interface embodied in the assertion that the interfacial Hamiltonian
should just be

∫
ΣdS, where dS = [1 + (∇l)2]1/2dd′

y. Note, however, that in an
anisotropic medium, in which the tension Σ depends on the orientation of the inter-
face, an expansion shows that one must replace Σ in (1.5) by the interfacial stiffness

Σ̃ = Σ(0) + Σ′′(0) (1.6)

where, for simplicity, we suppose Σ = Σ(∇l) and the primes denote differentiation
(see e.g. Ref. 14).

1.4. External Forces

External forces which vary slowly on the scales of the correlation lengths, ξα and ξβ

for the bulk phases may be incorporated fairly readily. Note that ξα and ξβ control,
within mean field theory, the exponential decay of the equilibrium profile m̌(z) to
the values mα and mβ , respectively. One must also suppose that the external fields
do not significantly modify the bulk phases themselves.

It is convenient to distinguish, first, the bulk ordering field h which vanishes at
coexistence and is positive in, say, phase β. Secondly, consider a gravitational field,
which couples to

∫
zm(z)dz. Lastly, suppose a rigid wall of specified composition

is located at � = z = 0. Molecules in phases α and β will interact with those
in the wall via long-range van der Waals forces with a pair-potential decaying as
ϕ(r) ∼ 1/rd+σ with σ = 3 (or, for retarded potentials, σ = 4). In general, a net
force on the interface, proportional to ∆m = (mβ − mα) will result.

In total one obtains a contribution to the interface Hamiltonian due to the
external forces of

HE [�(�y )] =
∫

d(�y )V [�(�y )], (1.7a)

with

V (�) = h̄� + 1
2 ḡ�2 + VW (�) (1.7b)

where h̄ = −h∆m, ḡ = g∆m and, for large �,

VW (�) ≈ V0/�σ−1, (1.8)

where V0 is a constant.
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1.5. The Complete Wetting Transition

Now suppose that the long-range wall forces are such that phase β is attracted more
strongly than phase α. If β is a one-component liquid while α is its vapor, this is just
the typical situation. Then phase β will normally form a layer bounded by the wall
at z = 0 and by the interface at z = �(�y ). Correspondingly, the amplitude V0 in (1.8)
will be positive implying a repulsion of the β|α interface away from the wall. In the
absence of ordering and gravitational fields (h̄ = ḡ = 0) the equilibrium interface will
thus sit infinitely far from the wall, which is then said to be wet (by β). If, however,
the ordering field, h, is imposed in such a sense as to favor the bulk phase α (h̄ > 0)
the wetting layer becomes of only finite mean thickness, �W (h̄). When h̄ approaches
zero the thickness diverges: this is the complete wetting transition.15 A power law,

�W (h̄) ∼ 1/h̄ψ, (1.9)

may be anticipated but what is the value of ψ?
This question can be answered within mean field theory simply by using the

wall potential (1.8) and minimizing the total potential, V (�), in (1.7) with ḡ = 0.
One finds immediately

ψ = 1/σ. (1.10)

This result corresponds to a one-third law for the divergence of the wetting layer
thickness when ordinary van der Waals forces are acting. In fact, various experiments
on liquid films absorbed from the vapor onto good substrates confirm this exponent
value. One interesting verification16 has been made in the context of triple point
wetting.17 One approaches the triple point of vapor–liquid–crystal coexistence at
(pt, Tt) along the vapor-solid phase boundary below Tt. A substrate, a gold fiber
in the experiments of Krim, Dash and Suzanne,16 is wet by the liquid but not by
the crystalline solid. Accordingly, the temperature displacement (Tt − T ) can be
regarded as proportional to the ordering field, h (a chemical potential difference,
here) which measures the deviation from the liquid–vapor phase boundary (say,
extended metastably below Tt). Thus one expects17 and observes16 a liquid layer
thickness, �W , diverging as l/(Tt − T )1/3.

Why should a crude mean-field argument in which all effects of fluctuations are
suppressed give, apparently, the correct exponent value? The answer must lie in the
nature of the fluctuations and their interplay with long-range forces as, indeed, will
be seen below.

1.6. Wall Effects and the Interface Hamiltonian

A situation of particular theoretical interest which is also experimentally relevant
in the absence, or cancellation, of long-range power-law forces is a hard wall which
simply excludes the phases α and β from the region, say, z < 0. Within an order-
parameter theory, the bulk behavior can be described by a free energy functional
F>

0 , which has the same form as in (1.2) but with the integration restricted to z ≥ 0.
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However, the representation of the wall itself, even under the assumption that it has
only short-range interactions with the bulk phases, requires thought. The correct
phenomenological approach (see e.g. Ref. 4) is to add to F>

0 a specific wall term

F1 ≡ F1[m1 = m(z = 0)] =
∫

dd′
y Φ1[m1(y)], (1.11)

in which the integration runs over the wall plane at z = 0. Then, in leading order,
neglecting gradients at the surface, etc. One must, at least, take

Φ1(m1) = −h1m1 − 1
2g1m

2
1. (1.12)

Here h1 represents a surface field (favoring phase β) and g1 represents a surface
enhancement of the ordering (or phase separation tendencies of the bulk medium).

Mean field theory for this situation can be worked out explicitly (see e.g. Ref. 18).
A surprisingly complex phase diagram in the space (T, h, h1, g1) is revealed18 with
(i) complete wetting transitions, (ii) critical wetting transitions, at which �W (T )
diverges to ∞ as T = TcW is approached along the coexistence curve, h = 0;
(iii) tricritical wetting points at which the system goes over to (iv) a first-order
wetting transition on the coexistence curve, while (v) critical prewetting transitions
appear for h �= 0. In addition, various surface multicritical points (ordinary, special
and extraordinary) exist18 associated with the bulk critical point at T = Tc.

Our specific question here is “What is the appropriate interface Hamiltonian
that could provide a description of short-range critical wetting that would allow
for the incorporation of fluctuations and be amenable to renormalization group
treatment?”

The answer that has been accepted13,19 is to add to the effective potential V (�)
in (1.7) a short-range wall contribution of the form

W (�) = w1e
−�/ξβ + w2e

−2�/ξβ + w3e
−3�/ξβ + · · · , (1.13)

in which w1, w2, . . . vary smoothly with T, h1 and g1; for small values, the ordering
field h enters only through the term h̄� in (1.7). (Here we neglect gravitational forces:
ḡ = 0.) The leading exponential decay of W (�) can be understood intuitively by
noting that the tail of the free mean-field interface profile, m(z), in the wetting layer
is truncated by the presence of the wall; but the profile, decays as exp(−|z − �|/ξβ).
The second term, likewise, is reasonable when one recognizes contributions to the
free-energy functional varying as m2, (∇m)2, etc. For the renormalization group
theory of the critical wetting transition in d = 3 dimensions discussed below, how-
ever, it turns out to be crucial that no other comparable terms appear. Furthermore,
the intuitive argument overlooks the significant distortions of the profile actually
induced by the wall itself.58

Clearly, a full derivation of W (�) should provide the actual forms of w1, w2, . . . .

However, Refs. 13 and 19 reach somewhat different conclusions. The arguments
of Brézin et al.19 where h = 0 is presupposed, are appealing but inadequate. The
nature of the constraint actually implied is unclear and a rescaling of the expressions
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for w1 and w2 by an arbitrary factor can be seen to leave intact the acceptability cri-
terion employed. Lipowsky et al.13 present a fuller discussion but it is predicated on
the ansatz (1.4); it is not obvious that this constitutes a fully acceptable constraint
since the free mean-field profile, m̌(z), will be distorted by the wall, as mentioned,
but also as a result of deflections of the interface from its optimal position.

Despite these apparently open conceptual questions,58 the validity of the general
form (1.13) is very plausible. Furthermore, the critical, tricritical and first-order
wetting transitions of the full mean field theory,18 can be reproduced within inter-
facial mean field theory by treating w1 and w2 as thermodynamic fields which may
change sign.13,19 Let us illustrate some aspects of this.

1.7. Wetting Transitions with Short-range Forces:
Mean Field Theory

For simplicity suppose w2 > 0 so that w3 and higher order terms in (1.13) can
be neglected. (This prevents us from treating tricritical wetting.) Now mean field
theory for the interfacial Hamiltonian amounts merely to minimizing

V (�) = W (�) + h̄�. (1.14)

Consider, first, the case w1 > 0: when the wetting layer thickness, �W , is large, w2

can be neglected and V (�) has a minimum at

�W (h) ≈ ξβ ln(w1/ξβh̄). (1.15)

When h → 0 this corresponds to a complete wetting transition with ψ = 0 in (1.9)
representing a logarithmic divergence of �W . This result is in precise accord with
mean field theory for the full order-parameter functional.

Suppose, next, that h = 0 and w2 > 0 but w1 is negative: W (�), and hence
V (�), then has a minimum at finite �W so the substrate is only partially wet even
at coexistence. If, as one expects, w1 decreases in magnitude and changes sign as T

rises towards T = TcW , the layer thickness diverges according to

�W ≈ ξβ ln(2w2/|w1|) ∼ ξβ ln(TcW − T )−1. (1.16)

This evidently represents a critical wetting transition on the phase boundary (i.e.,
at coexistence) of the sort originally proposed by Cahn.20 Above TcW the substrate
is completely wet at h = 0.

As a final illustration, suppose a long-range force, as in (1.8), is added to W (�)
(still in the regime w1 < 0 and h = 0). Since the power law with V0 > 0 dominates at
long distances, V (�) is always repulsive for � → ∞. Nevertheless, if w1 is sufficiently
negative the interface can be bound near the origin with V (�W ) < 0; however, as T

increases and w1 approaches zero, the minimum rises. At some temperature TW one
has Vmin(� < ∞) → 0; then the wetting layer thickness jumps discontinuously to
infinity. One concludes that van der Waals forces always convert a critical wetting
transition into a first-order wetting transition. In real fluids the transitions observed
appear to be of this sort.20b
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The challenge now is to understand how far, if at all, these conclusions of
mean field theory remain valid when the fluctuations of the interface are taken
into account.

2. Fluctuations and Steric Repulsions

In this section the effects of fluctuations on an asymptotically flat interface will
be discussed. The central concepts are the wandering exponent, ζ, and the induced
steric repulsive forces between an interface and a wall and between interfaces.

2.1. The Wandering Exponent

Consider an interface of finite dimensions, L × L × · · · = Ld′
(L ≡ L‖) held (or

bound) by, say, a gravitational field with potential ∆V (�) = 1
2 ḡ�2. More generally

consider a potential well of curvature

ḡ = (d2V/d�2)0 = ḡ(T, h, h1, . . .) (2.1)

at the minimum, approximated by a parabola. Owing to fluctuations, the interface
will acquire a (root mean square) thickness or transverse extension, L⊥. One can also
identify, in standard ways (see below), correlation lengths, ξ‖ and ξ⊥, for fluctuations
parallel and perpendicular to the interface plane. Then, as ḡ → 0 the fluctuations
increase and as L and ξ‖ diverge one finds, rather generally,

ξ⊥
b

≈
(

ξ‖
a

)ζ

and
L⊥
b

≈
(

L‖
a

)ζ

. (2.2)

where a and b are two fixed or slowly varying scale lengths. Here ζ(d) is the wander-
ing exponent which plays a basic role in determining the effects of the fluctuations.

For thermal fluctuations this result has its origins simply in the Boltzmann
weight

P[�(�y )] = e−β∆H/Tr�[e−β∆H], (2.3)

with, as discussed in Sec. 1,

∆H[�(�y )] =
∫

dd′
y

[
1
2
Σ̃(∇�)2 +

1
2
ḡ�2

]
, (2.4)

while the trace operation corresponds to a functional integral over the interface
configurations, �(y). A short wavelength cutoff on momenta, namely,

|�q | ≤ π/a, (2.5)

is always understood, a being a lattice spacing or other appropriate microscopic
length in the interfacial plane.

The Gaussian integrals entailed in (2.3) and (2.4) are straightforward when �(�y )
is decomposed into Fourier components, which are usually called “capillary waves”
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(although the connection to real, dynamical, capillary waves is not very direct). The
equilibrium interface pair correlation function is found to be

G(�y ) ≡ 〈�(�0)�(�y )〉 =
kBT

Σ̃
1

Ld′

∑
�q

ei�q·�y

q2 + ḡ/Σ̃
. (2.6)

Consider, first, ḡ = 0 for a free finite interface and evaluate L2
1 ≡ 〈�2(�0)〉 = G(�0).

One readily reproduces the second part of (2.2) finding, explicitly, a wandering
exponent7,14

ζ = ζ0(d) ≡ 1
2 (3 − d) for d ≤ 3, (2.7)

where the subscript zero indicates thermal fluctuations. On the borderline dimen-
sion, d = 3, the value ζ0 = 0 corresponds to

L⊥ ≈ (kBT/2πΣ̃)1/2[ln(L/a)]1/2. (2.8)

Above the borderline, i.e. for d > 3, one has ζ0 ≡ 0 but

L⊥ ≈ cdb0 with b2
0 = kBT/Σ̃ad−3, (2.9)

where cd is a constant; the interface is then said to be smooth; conversely, for d ≤ 3
where L⊥ diverges as L‖ → ∞ the interface is rough.

The power-law fluctuations of rough interfaces as embodied in the capillary
wave description, lead to subtle effects in the thermodynamics of finite, L < ∞
interfaces, which are of potential significance in both experiments on fluids and in
simulations.21

2.2. Interfaces in Two-dimensions: Random Walks

For d = 2 the result (2.7) yields ζ = 1
2 . or L2

⊥ ∼ L‖. This can be verified by a different
route which also serves to check that the neglect of higher order terms, �3, �4, etc.
in (2.4), does not matter asymptotically. Specifically, one may regard the (d′ = 1)-
dimensional y axis as time-like and consider a random walk along the z axis.6

The walk trajectory, z(y), represents the interface. The mean-square displacement
(∆Zn)2 ≡ 〈(zn − z0)2〉 after n = y/a = L/a steps of the walk corresponds simply to
L2

⊥. The standard diffusive properties of random walks dictate (∆zn)2 = nb2, where
b2 is the diffusivity. Evidently we have ζ = 1

2 and, by the central limit theorem,
this is independent of the details of the single-step distribution. The random-walk
picture of interfaces in d = 2 dimensions proves very fruitful5–8 and we will allude
to it again.
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2.3. Correlations and Correlation Lengths

If, now, we retain ḡ > 0 but let L → ∞ the fluctuations remain bounded and one
finds

G(�y ) ≈ D
kBT

Σ̃ξd−3
‖

e−y/ξ‖

y(d−1)/2 , (2.10)

where D is a constant while the longitudinal correlation length is given by

ξ‖ = acap/
√

2 = (Σ̃/ḡ)1/2. (2.11)

Here acap is the standard capillary length,1 which for water at 0◦C is about 4 mm.
The fluctuations “smear” the interface yielding a mean profile which can be

expressed in terms of the probability density, P (z), of finding the interface between
z and z + dz. One obtains

P (z) = exp
[
−1

2
(z/ξ⊥)2/

√
2πξ2

⊥

]
(2.12)

which also serves to define ξ⊥ explicitly. The calculations confirm the first part
of (2.2), with the same thermal wandering exponent (2.7). On the borderline d = 3
the result ξ⊥ ∼ b0[ln(ξ‖/a)]1/2complements (2.8).

Evidently ξ‖ and ξ⊥ diverge as ḡ → 0 (for d < 3). Thus an infinite free interface
is a system at criticality. Since local sections of the interface can drift infinitely far
from the mean interfacial plane, G(y) becomes ill-defined; the difference correlation
function,

∆G(�y ) =
1
2
〈[�(�y ) − �(�0)]2〉 = lim

ḡ→0
[G(�0) − G(�y )], (2.13)

then serves to characterize the critical fluctuations. All is still determined by the
wandering exponent since

∆G(�y ) ∼ b2
0(y/a)2ζ , (2.14)

with ζ = ζ0(d); at d = 3 one finds again logarithmic behavior, namely,

∆G(�y ) ≈ (kBT/2πΣ̃) ln(y/a). (2.15)

2.4. The Stiffening or Roughening Transition

The low index crystal faces of a real (d = 3)-dimensional crystal, in equilibrium
with its vapor (or melt) are found to be smooth or stiff, corresponding to Σ̃ = ∞
at low enough temperatures. At first sight this fact contradicts the logarithmically
rough behavior predicted by ζ0(3) = 0 with (2.8) and (2.15). The resolution of the
paradox lies in recognizing that the underlying bulk crystal effectively imposes a
periodic potential on the interface which is, thus, no longer truly free. Accordingly,
let us add to the interface Hamiltonian a term

Vperiodic[�(�y )] ∝ Xp[�] = cos(p�), (2.16)

where p = 2π/a⊥ corresponds to the interlayer periodicity of the crystal normal to
the face in question. Does such a perturbation change the wandering behavior?
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To answer this question we appeal to general renormalization group and scaling
theory for critical phenomena (see e.g. Ref. 22). A perturbation with a local density
X(y) is relevant at a critical point, and hence changes the critical behavior, if and
only if the correlation function

GXX (�y ) ∼ 1/|�y|2wx (in d′ dimensions) (2.17)

evaluated at the critical point in question satisfies the criterion

ωX < d′. (2.18)

If ωX > d′ the perturbation is irrelevant; at ωX = d′ it is marginal.
The Gaussian character of the free interface allows the explicit calculation of

GXX with the result

GXX (�y ) ≈ 1
2

exp[−p2∆G(�y )]. (2.19)

For d < 3 one thus has GXX ∼ exp(−Byd−3) or ωX = ∞ so that the periodicity is
strongly irrelevant: the interface is always rough. For d = 2 this is, indeed, confirmed
by the random walk picture.

However, when d = 3 the logarithmic behavior (2.15) yields a power-law decay
as in (2.17). The exponent is

η(T ) ≡ 2ωX = p2kBT/2πΣ̃(T ). (2.20)

At low temperatures η(T ) will drop below 2d′ = 4 and the rough interface becomes
unstable to the perturbations which then stiffen it. Conversely, as the smooth, stiff,
low-temperature interface is heated it undergoes a roughening transition at a tem-
perature TR which satisfies

kBTR = 8πp−2Σ̃(TR+) or πb2
0(TR+) = 2a2

⊥. (2.21)

To elucidate the nature of the roughening transition itself one must, of course,
treat Vperiodic beyond the level of an infinitesimal perturbation. A transition of
Kosterlitz–Thouless character is predicted: see e.g. Refs. 23 and 24.

2.5. Random Media

Impurities and localized imperfections are ubiquitous in real materials; in crys-
talline systems they are frequently immobile or frozen in random locations. In such
cases one has a quenched random medium. When considering phase coexistence and
interfaces in such media, two sorts of randomness must be distinguished: first, if the
impurities favor one phase over the other, one speaks of random fields, picturing, say,
a distribution of random local magnetic fields, δhi, on sites i of an Ising model, with
mean [δhi]av = 0; near coexistence, different regions of the medium will prefer dif-
ferent bulk phases. On the other hand, if the impurities do not distinguish between
the phases, which circumstance must normally reflect some underlying symmetry,
one has a random bond medium; random exchange couplings, Jij , in an Ising model
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encapsulate this situation. Random bonds which are weaker than average tend to
pin interfaces even though they are indifferent to the local bulk phases. Interesting
exemplars of random field and random bond systems arise in the study of phase
transitions in near-monolayer adsorbates on crystalline substrates: see e.g. Ref. 7,
especially Fig. 10.

It is intuitively clear that impurities in a random medium may have a profound
effect on the behavior of an interface. It appears, however, that the principal changes
can be summarized in new values for the wandering exponent.7 For random fields
the thermal expression (2.7) is replaced by

ζ(d) =




1
3
(5 − d), for 2 ≤ d ≤ 5,

0, for d ≥ 5.
(2.22)

This result can be obtained heuristically by balancing the reduction of local bulk
free energy gained by taking advantage of random fluctuations, against the cost
incurred by the excursions of the interface around the deformed domains.7,25,26 Such
an “Imry-Ma” argument can be trusted here because long-wavelength fluctuations
dominate the behavior. However, it may also be checked by renormalization group
arguments including ε-expansion calculations.25,26

Note that (2.22) yields ζ = 1 for d = 2, but a single interface for which L⊥ has
the same magnitude as L‖ must, essentially, fill space. What this really means is that
the supposedly coexisting domains are no longer spatially separated on macroscopic
length scales. Consequently, the interface is destroyed as, indeed, is the bulk phase
transition itself. This inference is consistent with our knowledge of the random-field
Ising model for which d = 2 is the lower borderline dimension for phase separation
and criticality at T > 0.27,28

The influence of random bonds on interfaces is more subtle;7,29 the longest
length scales alone do not suffice to determine the behavior. Renormalization-group
analysis29 for random bonds indicates

ζ(d) =

{
0, for d ≥ 5,

c1(5 − d) + O[(5 − d)2], for d ≤ 5,
(2.23)

where c1 � 0.21. For d = 2 this has been supplemented by Huse, Henley and
D.S. Fisher30 who transformed the diffusion-type equation for the interface in the
random walk picture into Burgers equation with additive noise.7,30 That leads to
the exact result

ζ(2) =
2
3

(random bonds). (2.24)

Interpolation suggests ζ(3) � 0.4.

The application of these results for ζ(d) to wetting transitions, etc. in random
media will be discussed, below. (See also Ref. 7 for a more detailed and complete
account.)
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2.6. Fluctuations at Complete Wetting under Long-range Forces

Let us return to the description of complete wetting transitions in the presence of
intermolecular forces decaying as 1/rd+σ. The mean-field theory in Sec. 1.5 was
based on the interface potential

V (�) ≈ V0/�σ−1 + h̄�, (2.25)

from which the wetting layer thickness was predicted to diverge with an exponent
ψ = I/σ when h̄ → 0: see Eq. (1.10). The correlation lengths should also diverge
and so we may write

ξ‖ ∼ 1/h̄ν‖ and ξ⊥ ∼ 1/h̄ν� . (2.26)

To obtain the exponents ν‖ and ν⊥, let us approximate V (�) by a parabola near its
minimum and thus use (2.1), (2.11) and (2.2): one finds

ν‖ =
1
2
(1 + σ−1) and ν⊥ = ζν‖ =

1
2
ζ(1 + σ−1). (2.27)

For van der Waals forces in d = 3 dimensions this yields ν‖ = 2
3 .

What is the validity of this purely harmonic, mean-field calculation which, in
particular neglects the presence of a hard wall at z = � = 0? Following Lipowsky,31

we may recall Ginzburg’s criterion for the validity of mean-field theory at a nor-
mal critical point and argue as follows: If the typical transverse displacements of
the fluctuating interface, which are measured by ξ⊥, are small compared with the
average distance of the interface from the wall, which is, �W , the interface should
not “feel” the wall. In other words, if one has ξ⊥ � �W when h̄ → 0, then mean
field theory should be valid. This translates into the condition

ν⊥ < ψ or ζ < ζ∗ ≡ 2/(σ + 1) (2.28)

which specifies the mean-field regime for complete wetting.
For standard van der Waals forces we have a σ = 6 − d. Then, on using the

previous results for ζ, we conclude that the mean-field treatment is valid in d = 3
dimensions for both thermally fluctuating interfaces or for a random-bond medium.
However, any interfaces in d = 2 dimensions and interfaces in a three-dimensional
random-bond medium lie outside the mean-field regime. A fuller justification of
these conclusions calls for a more detailed understanding of the effects of a hard
wall on a fluctuating interface: to that topic we now turn.

2.7. Constrained Interfaces and the Wall-interface Potential

Consider a fluctuating interface constrained to lie between two parallel planes, alias,
repulsive hard walls, at spacing 2�. For simplicity suppose the two phases separated
by the interface are symmetrically related so the average interfacial plane sits cen-
trally. Owing to the constraint, there will be an increase, ∆Σ(�; T, . . .), in the free
energy per unit area of the interface (relative to a free interface which is realized
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when � = ∞). One can then interpret W (�; T, . . .) = 1
2∆Σ(�; T, . . .) as the potential

of an effective repulsive force between each wall and the interface.
To estimate the free energy increase and thence W (�) for a medium that might

be random, note that there is a loss of entropy owing to “collisions” of the inter-
face with the walls and, in a random medium, a loss of energy-reducing excur-
sions of the interface into randomly favored regions cut off by the walls.7,14 Now
a scale area, Acoll(�) ≡ Ld′

coll, is set by the density of collisions with the walls;
but Lcoll may be estimated by noting that the interface must wander a transverse
distance L⊥ ∼ Lζ

coll of typical magnitude � between collisions; thus we have

Lcoll ≈ a(�/b)1/ζ . (2.29)

From the interface Hamiltonian (2.4) the free energy increase in a collision area may
be estimated as

∆Fcoll ≈ 1
2
AcollΣ̃(∇�)2coll ≈ 1

2AcollΣ̃(2�/Lcoll)2, (2.30)

since interface displacements of size 2� on scales longer than Lcoll are truncated.
Finally, for the potential of the fluctuation-induced force we obtain

W (�) =
1
2
∆Σ =

∆Fcoll

2Acoll
≈ Σ̃

(
�

Lcoll

)2

≈ W0

�τ
, (2.31)

where, by (2.29), the exponent of the power-law decay is

τ = 2(1 − ζ)/ζ, (2.32)

while W0 ∝ Σ̃b2/ζ/a2.
For a thermally fluctuating interface in a pure medium one has b ≡ b0 so that

from (2.9) and (2.7) one finds W0 ∝ kBTbτ
0/ad′

. When d = 2 the wall-interface
potential then reduces to the inverse square law

W (�) ≈ 1
2

kBT

a

(
b0

�

)2

. (2.33)

For a thermal interface in d = 3 dimensions the result, ζ0 = O(log) leads to
a gaussian contribution, W0�

2 exp(−2�2/b2) to W (�);14 however, at long distances
this is always dominated by bulk-correlation-induced terms decaying as exp(−�/ξβ)
which reflect the mean-field result (1.13). (Such terms may even be oscillatory when
the bulk phases have an ordered structure: see, e.g. Ref. 32.)

2.8. Membranes

It is worth commenting that if one models a rigid but tensionless membrane33 by
replacing the 1

2 Σ̃(∇�)2 term in the interface Hamiltonian (2.4) by 1
2κ(∇2�)2, the
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parallel arguments go through. First one finds a thermal wandering exponent

ζ =




1
2
(5 − d), for 3 ≤ d ≤ 5,

0, for d ≥ 5,
(2.34)

which results from q4 replacing q2 in the expression (2.6). Then, with a correspond-
ing change in (2.30), one obtains the decay exponent

τ = 2(2 − ζ)/ζ, (2.35)

for the sterically-induced repulsive potential, W (�). For d = 3 dimensions an inverse
square law, τ = 2, is predicted. Consequences of this force, first proposed for mem-
branes by Helfrich, are discussed in the lectures by Leibler.33

2.9. Checks of the Wall-interface Potential

The sketchy, heuristic derivation of the wall-interface decay law (2.32), which we
have presented may not inspire great confidence in its validity! Nevertheless, a vari-
ety of more detailed and analytically complete checks confirm the results. For the
case of a pure thermal interface in d = 2 dimensions, the random walk picture
proves most efficacious. Thus the problem of a random walk on the half-line, z > 0,
corresponding to a hard wall at the origin excluding the region z ≤ 0, is read-
ily solved by the method of images.6 The most probable position of the walker,
z0 ≡ �0, increases as bn1/2 while the corresponding free energy per step varies as
1
2 ln(1+n−1). This can be translated directly into the repulsive potential W (�) and
confirms (2.33) precisely. Full details are presented in Refs. 6 and 7 where other
checks are also described.

Generally, the form of (2.33) is always recaptured but the numerical factor
becomes slightly modified in different circumstances. Thus for the case of two con-
fining walls considered in Sec. 2.7, a correction factor of π2/8 � 1.234 is found in
an exact analytical treatment.6,14

More surprising, perhaps, are the checks that can be made for random media in
d = 2 dimensions following notable exact calculations by Kardar and Nelson34,35

using the method of replicas to treat critical wetting and the commensurate —
incommensurate transition. By accepting the expression (2.32) with ζ = 2

3 for ran-
dom bonds, so that τ = 1, one can interpret the exact results found34,35 as simply
arising from a balance of effective forces.7 We close this chapter with two applica-
tions illustrating the power of the approach.31

2.10. Complete Wetting Revisited

To analyze complete wetting in the presence of only a hard wall we may now merely
replace the long-range term, V0/�σ−1, in (2.25) by the effective wall-interface poten-
tial W0/�τ and minimize the total effective potential. Of course, this amounts just
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to replacing σ by τ + 1. Thus the wetting layer thickness, �W , diverges with an
exponent

ψ = 1/(τ + 1) = ζ/(2 − ζ), (2.36)

while, for the correlation lengths one obtains

ν‖ =
1
2

+
1
2
(τ + 1)−1 = 1/(2 − ζ) and ν⊥ = ζν‖. (2.37)

Note that the last result implies ν⊥ = ψ which confirms the underlying physical
picture, namely, that it is the repeated collisions of the interface with the wall due
to the fluctuations that keep the layer thickness, �W , of same magnitude as ξ⊥.

For d = 2 one finds ψ = ν⊥ = 1
3 which result may be cross-checked in the random

walk picture by solving the corresponding Schrödinger-like diffusion equation6,7 in
an external potential U(�) = h̄� with the aid of Airy functions.

For complete wetting in a random bond medium, the result (2.24) for ζ together
with (2.36) and (2.37) yield the predictions31 ψ = ν⊥ = 1

2 and ν‖ = 3
4 . These values

cannot, as yet, be checked by experiment! However, following the lead of Huse and
Henley36 for a free interface in a random medium, effective Monte Carlo calculations
can be performed.37 It proves possible to explore three or more decades in h̄: the
data37 indicate ψ = ν⊥ = 0.500±0.008 in excellent agreement with the predictions.
One can also test the underlying relation ξ⊥ ≈ ξζ

‖ which yields37 ξ = 0.65 ± 0.02
again confirming the theoretical expectation ζ = 2

3 .
Finally, suppose the direct long-range wall interactions are reintroduced. To

elucidate the interplay of the direct interactions and the hard wall we may add the
term V0/�σ−1 to the total effective potential. It is clear, on minimization, that when
� → ∞ the long-range term dominates if σ−1 < τ but is otherwise irrelevant. In the
latter case the fluctuations determine all the wetting exponents. But the inequality
σ − 1 < τ is not new: indeed, it is precisely equivalent to the condition ζ < ζ∗ in
(2.28), which delineates the mean-field regime for complete wetting! This serves to
confirm the Ginzburg-inspired interpretation. Various regimes for critical wetting
can be analyzed along similar lines.7

2.11. Many Walls and the Shape of a Vicinal Crystal Face

To close this section we pose and solve a problem entailing the shape of a real
interface separating a three-dimensional crystal from its vapor or liquid melt. On
a crystal of finite total volume, Vtot, an interface below its particular roughening
transition, say TR1, forms a smooth, flat, facet of finite area. At low enough tem-
peratures adjacent crystalline faces may also be smooth and flat: however, if such a
vicinal face is above its own roughening temperature it will, on macroscopic scales,
appear rounded.38,39 How does the rough, rounded vicinal face join onto the smooth
flat facet?

To answer this question, orient the crystal so that the flat facet lies in the (x, y)
plane with the positive z axis pointing into the crystal. We may suppose that the
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vicinal face is cylindrical with the edge abutting the flat facet parallel to the y axis
and located at x = x0, z = 0. the profile z(x) for fixed y and x ≥ x0, then describes
the desired shape of the vicinal face. We may anticipate a power law,

z(x) ≈ C∆xΛ for ∆x = x − x0 ≥ 0, (2.38)

but then need to find the exponent Λ.
To proceed one must recognize that a rough crystal face close to a flat facet can

be regarded as composed of a series of roughly parallel atomic-sized steps separating
flat terraces of structure matching the facet in question: see e.g., Refs. 23 and 39.
Now successive terraces of increasing height, a, 2a, . . . , above the (x, y) plane can be
regarded as distinct (d = 2)-dimensional phases; the lines of steps separating them
then correspond to (d′ = 1)-dimensional interfaces. Thus we have a two-dimensional
system of dimensions, say, Lx × Ly, consisting of many asymptotically parallel but
thermally fluctuating interfaces. If the mean spacing of the steps/interfaces is �̄, the
slope of the corresponding vicinal surface is just

q ≡ (dz/dx) = a/l̄. (2.39)

Since q varies microscopically along the profile we need to know how the tension,
Σ, of the vicinal face depends on q. Now this can be answered by invoking the wall-
interface potential, W (�), since, up to a factor, say c0, it should apply equally as an
effective interface–interface repulsive potential.6,7 Thus the total free energy for a
system of N = Lx/� steps/interfaces of length Ly can be estimated by minimizing

F� ≈ (Lx/�)Ly[−|σ| + c0W0/�τ ], (2.40)

where σ(T ) < 0 is the effective line tension of an isolated step/interface. One obtains
� ≈ [(τ + 1)c0W0/|σ|]1/τ and thence finds

∆Σ(q) ≡ Σ(q) − Σ(0) ≈ σ0q + Bqτ+1, (2.41)

where B is a constant and σ0 is the true step tension.
As a last step the overall shape of the crystal surface must be determined by

minimizing the total surface free energy: this contains a vicinal surface contribution

∆F [z(x)] = Ly

∫
∆Σ(q)ds = Ly

∫
∆Σ(q)(1 + q2)1/2dx, (2.42)

where ds is an element of arc length along the profile z(x). The minimization is
subject to the constraint of constant total volume which, for our present purposes,
may be expressed as

Vtot = VR − Ly

∫
z(x)dx = const, (2.43)

where VR is a constant reference volume. If one neglects the factor (1 + q2)1/2

in (2.42), which is easily justified post facto, the variational equation determining
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z(x) is

∆Σ′′(dz/dx)(d2z/dx2) = λ, (2.44)

where ∆Σ′′ = d2∆Σ/dq2 and λ is a Lagrange multiplier. On using our result (2.41)
this finally yields the profile (2.38) with exponent

Λ = 1 + (1/τ) = (2 − ζ)/2(1 − ζ). (2.45)

In summary, the shape of a vicinal crystal interface as it approaches a flat facet
is determined by the wandering exponent, ζ, for the one-dimensional lines of atomic
steps forming the macroscopically rounded surface. For thermal fluctuations we have
ζ = 1

2 and hence predict Λ = 3
2 .38,39 By contrast, the corresponding mean-field

prediction is Λ = 2. Experimental tests are possible! Carmi, Lipson, and Polturak40

have observed crystals of helium-four in equilibrium with their superfluid melt. In
the asymptotic regime near a dominant facet, z varied over about 1 mm while x

changed by 8 to 10 mm. A careful analysis, which entails an unbiased determination
of x0, yields40Λ = 1.55 ± 0.06. The agreement with theory is most gratifying!

As a postscript we mention that the problem of many fluctuating parallel
interfaces is also relevant to the description of commensurate-incommensurate
transitions.6,7 The exact solution of Pokrovsky and Talpov41 for d = 2 dimen-
sions, which utilized a representation in terms of fermions moving on a (d′ = 1)-
dimensional line, serves to confirm our use of W (�) ∼ 1/�τ with τ given by (2.32),
for the interface–interface potential in the many-interface situation. From a quite
different starting perspective, Kasteleyn’s exact solution42 of the hard dimer prob-
lem on a brick (or honeycomb) lattice provides an independent verification. Further
details are given in Refs. 6 and 7.

One must notice, however, that in bulk three-dimensional systems arrays of
statistically parallel interfaces, as typically characterize commensurate, spatially
modulated phases, also fluctuate but much more weakly so that only exponentially
decaying interactions are found — as in (1.13). But, as mentioned after (2.33), these
interactions can readily gain oscillatory factors. Furthermore, there arise three-body
(and higher order) potentials, W3(l, l′), etc., where l and l′ are the spacings between
successive interfaces, that may be calculated for simple lattice models: these may,
indeed, play a significant role in determining cascades of ordered phases: see the
general theory developed in Ref. 32.

3. Critical Wetting and Renormalization Groups for Interfaces

In a critical wetting situation, as explained within mean field theory in Sec. 1.7, an
interface is bound to a wall by direct interactions even when the ordering field h

vanishes, i.e., at coexistence. The interface then unbinds as T rises towards T = TcW

via a divergence of the layer thickness, �W (T ). Of course, one anticipates that the
mean-field prediction (1.16) for short-range forces will be modified by fluctuations. It
is clear, however, that the long-range effective wall-interface interaction, W (�), found
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in the last section, does not suffice for treating this problem since it presupposes only
isolated repulsive collisions with the wall rather than entropically favored escape
from sojourns in a potential well with a minimum close to the wall. The treatment
of such problems of the strong fluctuation regime7,11 is the aim of this section.

3.1. Critical Wetting in d = 2 Dimensions

A most important result for d = 2 dimensions is Abraham’s43 exact solution of crit-
ical wetting in the full, nearest-neighbor, planar Ising model. Both interfacial and
bulk fluctuations are taken into account and many features can be precisely eluci-
dated (although an external bulk field cannot be handled analytically). Abraham’s
work serves to check a variety of heuristic calculations based only on an effective
Hamiltonian for the interface. The random walk approach (Sec. 2.2) leads to a
picture of the bound interface as a “necklace” of “beads”, representing bubbles of
phase β bulging out from the wall, linked by “string” corresponding to segments of
interface bound tightly to the wall. As explained in Ref. 6, all Abraham’s qualitative
and universal results can be derived from that starting point which then provides
a basis for treating more elaborate and analytically less tractable problems.6,44

Another approach23,45–47 is based on the recursion relation for Qn(�), the par-
tition function for an interface or random walk of length y = na which starts at
the origin z = 0 and wanders in an external potential, U(�) = VE(�)/kBT , up to
z = �. In an appropriate continuum limit this reduces to the Schrödinger-like dif-
fusion equation alluded to previously.6 After the initial transients have decayed the
equation assumes the pure Schrödinger form

d2Q

dz2 +
2
b2 [E − U(z)]Q = 0. (3.1)

The ground state “wavefunction”, Q0(z), describes the equilibrium distribution of
the interface displacement, � ∼= z. [Compare with (2.12).] The ground state energy,
E0(b; U), determines the fluctuation-induced wall contribution to the interfacial
tension via6,44–47

∆Σ = kBTE0. (3.2)

To analyze critical wetting it suffices to represent the short-range wall couplings
by a square-well potential, U(z), of depth, say, ε = ε(T ) and fixed width c. Standard
quantum mechanics then yields a bound state, corresponding to a bound interface,
for ε < εc = π2b2/8c2. As (εc − ε) ∼ (TcW − T ) → 0 one finds

∆Σ(T ) ∼ (TcW − T )2−α, with α = 0(discon.). (3.3)

At the same time the wetting layer thickness diverges as

�W (T ) ∼ (TcW − T )−ψ with ψ = ν⊥ = 1. (3.4)

Correspondingly one finds ν|| = ν⊥/ζ = 2 and thence sees that hyperscaling is valid
since d′ν|| = 2 − α.



April 20, 2004 9:16 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap02

38 M.E. Fisher

For ε > εc or T > TcW there is no bound state. This corresponds to delo-
calization of the interface and complete wetting of the wall. The energy sticks at
E0 = 0 so ∆Σ = 0. The specific heat thus undergoes a simple jump discontinuity at
TcW . As mentioned, all these predictions are confirmed by Abraham’s (earlier!) exact
Ising model results. However, one can also use (3.1) to study the effects of direct
wall forces decaying less rapidly with z or �. A variety of interesting modifications of
the critical wetting transition occur especially in the marginal case48,8 where U(�)
decays as 1/�2.

3.2. Renormalization Groups for Critical Wetting

Renormalization group theory currently provides the only analytically based route
to progress in the strong fluctuation regime for d �= 2. The aim of the remainder
of this section is to outline the approach initiated by Brézin, Halperin and Leibler9

for d = 3 as systematized and extended by D.S. Fisher and Huse,10 and developed
in approximate numerical form by Lipowsky and the author11 for general d.

The starting point is the interface Hamiltonian

H[�(�y)] =
∫

dd′
y

[
1
2
Σ̃(∇�)2 + V (�)

]
, (3.5)

where, following the discussion in Sec. 1.6, the potential to be studied is

V (�) = −wAe−κ�Θ(�) + wRe−2κ�Θ(�) + w0Θ(−�), (3.6)

where Θ(�) = 1 for � > 0 but vanishes otherwise, while the inverse correlation length
of the bulk β phase is

κ ≡ 1/ξβ . (3.7)

The transition is controlled by the initially positive attractive amplitude wA which
we may suppose decreases smoothly as T increases, while the repulsive amplitude
wR remains positive. The wall medium occupying z, � < 0 is represented by w0 > 0.
More generally one might envisage a W0(�) rising rapidly to large values for � < 0;
ideally, one might also wish to take w0 → ∞.

The form (3.5) may be constrasted with the usual LGW effective Hamiltonian for
bulk critical phenomena in which � is replaced by the order parameter φ, while V (φ)
takes the form rφ2 + uφ4 + · · · . Under renormalization, based on integrating out
the highest momentum components of φ(y), the parameters r, u, . . . change. More
generally we may contemplate a full functional renormalization transformation, as
originally described by Wilson:49 then one obtains a renormalized potential, V ′(�),
associated with the usual rescaling of the spatial coordinates

�y ⇒ �y′ = �y/b (3.8)

with b ≥ 1. (Of course, in principle one must also generate further nonlocal terms
like (∇2�)2, V2(�)(∇�)2, etc;58b,c,59 but see further below.) In addition to the spatial
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scaling one must rescale the field variable, in this case �, via

� ⇒ �′ = �/bζ . (3.9)

As usual,22(b) ζ must be adjusted to yield an appropriate nontrivial fixed point.
Since critical wetting occurs at � → ∞ with V → 0, i.e. in the limit the interface
becomes free, one finds that

ζ = 1
2 (3 − d), (3.10)

applies for all d. Again it is useful to go to the continuum limit by writing

b = eτ ≈ 1 + τ, (3.11)

where τ is now the continuous renormalization group flow parameter.

3.3. The Linearized Functional Renormalization Group

On following the procedures indicated and integrating out the highest momentum
components of �(�y), one finds the flow equation for the renormalized potential, Vτ (�),
to be10

∂Vτ

∂τ
(�) = (d − 1)V + ζ�

∂V

∂�
+

1
σ

∂2V

∂�2
, (3.12)

up to corrections of quadratic order in the potential V . The basic scale factor, σ,
and an associated numerical parameter, ω, which turns out to be crucial to the
critical behavior for d = 3, are defined via

1
σ

≡ ωξ2
β ≡ 1

2
a2

⊥ = cdb
2
0(T ) = cd

kBT

Σ̃ad−3
, (3.13)

where a enters through the lattice cutoff, |q| < π/a, while cd is a numerical constant
with c3 = 1/4π. Thus one has

ω = kBT/4πΣ̃ξ2
β for d = 3, (3.14)

which is independent of the cutoff.
The flow equation (3.13) can be integrated exactly to yield10

Vτ (�) =
e(d−1)τ√
(2π)δτ

∫
d�̄ exp

[
(eζτ� − �̄)2

2δ2
τ

]
V0(�̄), (3.15)

in which

δ2
τ =

{
a2

⊥τ, for d = 3,

a2
⊥

e(3−d)τ −1
3−d , for d �= 3.

(3.16)

One sees that under renormalization the original potential, V0(�) given by (3.6), is
both translated to larger values of � and smeared over a growing region (for d ≤ 3).
This conclusion of the linearized equation should be valid at least in the regime
where Vτ → 0.
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One can use (3.15) in the way originally prescribed by Wilson10,22(b),49: i.e., one
integrates up to a matching point τ = τ †(wA) at which

(∂2Vτ†/∂�2)min = Σ̃/ξ2
β , (3.17)

so that the renormalized correlation length, ξ||τ , matches the noncritical bulk cor-
relation length ξβ . Then the original longitudinal correlation length of the interface
is given by

ξ||(T ) ≈ eτ†ξβ . (3.18)

3.4. Critical Wetting in d = 3 Dimensions

Following Ref. 10 let us now exploit the linearity of (3.12) and (3.15) to follow, for
d = 3, the renormalization of each of the three terms in (3.6), on the natural scale
set by x = �/ξβ . By using a steepest descents estimation for τ → ∞, the wall term
is found always to have a gaussian tail of the form (w0/X) exp(−x2/4ωτ) where
X = x/2ωτ . On the other hand, the second, repulsive term has a gaussian tail, with
a prefactor wR/(2 − X), only for x < 4ωτ ; the original exponential tail is found for
x > 4ωτ with prefactor wRe4ωτ ; a similar changeover occurs in the attractive term
but when x ≈ 2ωτ . Note how the parameter ω, defined in (3.14), enters in a crucial
manner. As a consequence of these changes in asymptotic behavior three distinct
regimes of critical wetting emerge:

Regime I is defined by 0 ≤ ω < 1
2 . The potential Vτ retains the original competition

between two exponential tails and one finds a correlation length exponent

ν|| = 1/(1 − ω), (3.19)

which evidently varies continuously with ω!

Regime II is specified by 1
2 < ω < 2. The renormalized potential in the region of its

minimum is now a sum of two gaussian pieces and only one exponential term. The
correlation length diverges as

ξ|| ∼ 1/[t(ln t−1)(ω/8)1/2
]ν|| , (3.20)

with t ∼ wA − wc
A while the exponent becomes

ν|| = 1/[2 + ω − (8ω)1/2], (3.21)

which actually joins smoothly on to the form (3.19). In both regimes I and II the
critical point occurs at the trivial mean-field value wc

A = 0 and the wetting layer
thickness, �w, diverges in mean-field fashion as ln t−1. Finally,

Regime III results for ω > 2. All terms have Gaussian tails near the minimum of
the total renormalized potential. The critical point occurs at the nontrivial value,
wc

A ∼ (ω − 2), and one finds ν|| = ∞ corresponding to the strong divergence

ξ|| ∼ exp{(ct)−1[ln(ct)−1 + ln ln(ct)−1 + · · · ]}, (3.22)

where c is a constant. Correspondingly, the wetting layer now diverges as ln(ct)−1/t

which is much stronger than mean-field theory indicates.
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These three regimes, uncovered by analysis of the exact linearized functional
renormalization group,10 (3.12) were first proposed by Brézin, Halperin and Leibler9

on the basis of somewhat ad hoc arguments. The systematic treatment of Fisher
and Huse10 also allows an analysis of the crossovers between the different regimes
occurring at ω = 1

2 and ω = 2. (See Ref. 10 for details but note Ref. 58.)

3.5. Test of the d = 3 Critical Wetting Predictions

The striking prediction9,10 of a continuous variation of ν|| with the parameter ω

across three distinct regimes invites careful testing. Unfortunately, in wetting of
walls by real fluids the effects of long-range van der Waals forces are hard to escape.
Interfaces between magnetic or other symmetrically related domains in a crystalline
solid might serve to eliminate long-range interactions but no appropriate experimen-
tal systems seem to have been identified as yet.

On the other hand, Binder, Landau and Kroll50 have simulated a wall and an
interface in a three-dimensional Ising model at two fixed temperatures below Tc. In
order to observe a transition they varied the reduced surface field, h1 ≡ H1/kBT

(see Sec. 1.6).
According to the mean-field phase diagram,18 this should carry one through a

point, h1c(T ), of critical wetting. For the transitions in question, Binder et al. esti-
mated ω > 1

2 so that the predictions of Regime II should be applicable. Since it was
not possible to observe the correlation length, ξ||, the local surface magnetization,
m1(h), was studied as the bulk field h ≡ H/kBT was reduced to 0. The behavior
is described by a surface critical wetting exponent, β1, which, in Regime II should,
neglecting nonlinearities, take the value51 (2ω)1/2 − 1

2ω > 3
4 .

By contrast, the simulations50 found β1 � 0.5. This actually agrees with the
mean-field value18 β1 = 1

2 ; indeed, no deviations from the mean-field predictions
could be seen! An obvious concern is the necessary finite size of the simulations: as
h → 0 one predicts �w ≈ ξβ ln |h|−1 but the excursions of the simulated interface
are restricted by the finite extent of the lattice normal to the wall. On the other
hand, Brézin and Halpin-Healy52 developed a Ginzburg criterion and argued that
the true critical region was not accessed in the simulations; however, they did not
compute a crossover scaling function which is really needed to establish the point.
By contrast, later simulations of a pure interface model by Gompper and Kroll53

did exhibit strongly nonclassical exponents depending on ω.
Lastly, of course, one must recognize that the predictions described in the last

section rest on a linearization of the exact functional renormalization group. Fisher
and Huse10 address this issue and argue that the nonlinearities are almost certainly
irrelevant in Regime I, so that nonclassical effects should be observable. However,
this aspect of the theory requires further analysis and, in particular, a truly “hard”
wall, with w0 → ∞ in (3.6) can, clearly, not be treated within a linearization
in V (�).
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3.6. Approximate Nonlinear Renormalization Group

The remarks just made motivate the development of a renormalization group scheme
in which nonlinear effects are explicitly incorporated: some form of approximation,
however, must be accepted. A good model is provided by Wilson’s original approxi-
mate renormalization group transformation for ordinary bulk critical points, which
proved to be exact to first order in the ε = (4 − d) expansion.49

On following Wilson’s arguments using “wave packets in phase space” but with
a special eye to interface problems, Lipowsky was led to the transformation11

V ′(�) = −ṽbd−1 ln
{∫ −∞

−∞

d�′
√

(2π)ã
exp

(
− �′2

2ã2 − K[�, �′; b; V ]
)}

(3.23)

where, as before, b > 1 is the spatial rescaling factor and

K[�, �′; b; V ] =
1
2ṽ

[V (bζ� − �′) + V (bζ� + �′)], (3.24)

in which ζ is still given by (3.10), while

ṽ(b) = kBT

∫ >

dd′
p/(2π)d′

(3.25)

measures the volume of the momentum shell specified by qΛ ≥ |�p| > qΛ/b where
qΛ = π/a is the standard cutoff. The normalization of the integral in (3.23) preserves
the condition V (�) → 0 as � → ∞, which is clearly necessary in treating interfacial
wetting problems. Lastly, the scale length ã, which was treated as arbitrary by
Wilson, is defined here by

ã2(b) = (kBT/Σ̃)
∫ >

dd′
p/p2(2π)d′

= δ2
τ0

, (3.26)

where b = exp(τ0) and δτ was given in (3.16). This assignment of ã ensures that
the transformation (3.23) is exact to linear order in V for all b and d.

A weakness of Wilson’s original approximate transformation is that the critical
point decay exponent,22 η, is forced to vanish. For interface delocalization problems,
however, that is of no concern since η = 0 corresponds to the correct wandering
exponent, ζ, for the free, critical interface and hence should characterize the fixed
points and flows of interest.

One may take the continuum limit of (3.23) as before. This leads to

∂V

∂τ
= (d − 1)V + ζ�

∂V

∂�
+

1
2
v0 ln

[
1 +

2
σv0

∂2V

∂�2

]
, (3.27)

in which v0 = limb→1 ṽ(b)d′/(1 − b−d′
). It is obvious that this equation reduces

to the exact form (3.12) on linearization. Essentially this same equation has been
derived for bulk critical phenomena by Hasenfratz and Hasenfratz.54 It has been
explored somewhat by them in that context but has not, so far, been much studied
for interface problems.
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The balance of this chapter will be devoted to a report on a numerical study
of the discrete approximation (b > 1) for interfaces.11 Since the transformation
is nonlinear there is no problem in allowing V to approach +∞. Accordingly, the
starting potential employed is (3.6) with w0 = ∞. We remark first, however, that one
can obtain11 certain analytic bounds on the behavior of the transformation (3.23)
that serve to show that the effects of the nonlinearities are comparatively weak.

3.7. Numerical Studies

To understand the critical wetting behavior predicted by the approximate nonlin-
ear renormalization group transformation (3.23)–(3.24) one varies the parameters
of the initial potential, specifically wA and ω at, say, fixed wR [see (3.6) and (3.14)],
and studies the behavior of the renormalized potential, V (N)(�), after N iterations
as N becomes large. For fixed d < 3 one discovers a critical locus wc

A(ω) in the
(wA, ω) plane and three types of asymptotic behaviour.11 (i) For wA > wc

A the ini-
tial minimum of V (N)(�) becomes deeper and deeper: this clearly corresponds to
the bound, partially wet phase in which �W is finite and small. (ii) For wA = wc

A

the potential eventually approaches a definite fixed point potential, V ∗
c (�), with an

attractive well, which is seen to govern the critical wetting transition at which
�W → ∞. Lastly, (iii) for wA < wc

A the original attractive well shrinks and disap-
pears and V (N)(�) approaches a purely repulsive fixed point potential, V ∗

0 (�) > 0,
which controls the completely unbound phase with �W = ∞. (Graphical plots of
V ∗

c (�) and V ∗
0 (�) are presented in Refs. 11.)

One can examine eigenperturbations about the critical fixed point which are
identified by their behavior

[V ∗(�) + θEj(�)](N) = V ∗(�) + θbNλj Ej(�) + O(θ2). (3.28)

There is only one relevant, i.e. positive, eigenvalue, λ1, which as usual, yields the cor-
relation length exponent via ν|| = 1/λ1. In addition, there is always a redundant22(b)

eigenvalue λ2 = −ζ which becomes marginal as d → 3.
For d = 2 the numerical analysis for b = 2 and b = 4 yields

ν|| = 2.04 ± 0.05 (3.29)

This compares very favorably with the exact value ν|| = 2 found in Sec. 3.1. Despite
the approximations inherent in (3.23) the transformation seems to be a surprisingly
accurate representation of the corresponding exact renormalization groups.

3.8. Approach to d = 3: Anomalous Bifurcation

In the usual analysis of bulk critical phenomena, in which one takes V (φ) = rφ2 +
uφ4, the behavior above the borderline dimension, d> = 4, is controlled by a simple
Gaussian (u = 0) fixed point; classical exponent values such as ν = 1

2 prevail. When
d falls below d> a bifurcation occurs: a new, nontrivial fixed point, with r∗ and u∗
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of order ε = d> − d, splits off smoothly from the gaussian fixed point. By the same
token, the critical exponents depart continuously from their classical values: thus,
for an Ising-like system, one has ν = 1

2 + 1
12ε + O(ε2).

By contrast, numerical study of the approximate renormalization group for
interfaces with d near d> = 3 reveals quite different behavior. Above d> simple
mean-field behavior still applies with, e.g. ν|| = 1, but below d> matters change. In
fact, the numerical data suggest11

ν|| ≈ 1
2 [ln(3/ε) + c1ε]1/2/ε1/2 with ε = 3 − d, (3.30)

where c1 � 3.65. In other words, the exponent ν||(d) diverges to ∞ as d → 3−. This
striking behavior is quite unexpected and, as yet, not understood analytically. It is,
however, consistent with the Brézin et al. and Fisher-Huse predictions of Sec. 3.4
that ν|| can take any value in the range (1,∞) when d = 3, depending on the
parameter ω (which is irrelevant for d �= 3).

The observed behavior of the fixed point potentials, V ∗
c (�) and V ∗

0 (�), is also
unexpected. When d → 3, the location of the minimum in V ∗

c (�), moves outwards as
1/ε while its depth decreases like ε3/[ln(B/ε)]1/2. At the same time V ∗

c (�) and V ∗
0 (�),

the critical and unbound fixed-point potentials, become increasingly close together.
In the limit d = 3 they appear to merge into a single potential, V †(�), which,
although fixed in form, drifts steadily along the � axis under renormalization! This
behavior does not obviously correspond to that found by Fisher and Huse; however,
the relation of the observed, nonlinear drifting fixed point to the linear theory in
d = 3 dimensions has not yet been elucidated analytically. Unfortunately, for d

close to d> = 3 the numerical analysis also becomes hard to control. One does see11

definite evidence of the boundary between Regimes II and III at ω = 2 but even the
prediction that wc

A(ω) sticks at 0 for ω < 2 and departs linearly for ω > 2 has not
been convincingly checked. In the classic refrain, “More work remains to be done”!57

3.9. Concluding Remarks

Although the behavior of interfaces undergoing critical wetting in the presence of
only short-range wall forces in d = 3 dimensions is not yet fully resolved, the
approximate functional renormalization group certainly has more to teach us. In
particular, the influence of long-range 1/�σ−1 forces on a critical wetting fixed point
can be studied analytically11; one confirms the existence of the mean-field regime
and finds a weak fluctuation regime7,11 for σ − 1 < τ(d), where τ(d) is the effective
interface-wall repulsion exponent computed in Sec. 2.7: see also Sec. 2.10. Fur-
thermore, the transformation can be adapted to the treatment of membranes with
instructive results.55,53 One can, additionally, contemplate the exploration of tri-
critical wetting18,57b and, in the future, hope to obtain further insight into critical
wetting in three dimensions both analytically and numerically.60

In summary, in the last decade, 1980–89, much has been learned about the
fluctuations of asymptotically flat interfaces under the influence of various sorts
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of external forces, walls, and other interfaces, even though not all the important
questions have been answered.61 But when one goes beyond simple, flat interfaces
to membranes with structure, to crumpled and convoluted surfaces, etc., one enters
a new exciting domain: other authors in this volume address those questions and
report on insights freshly gained and novel ideas in the making.
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Introduction

The lectures presented here do not by any means attempt to be an exhaustive
summary of the physics of amphiphilic systems. They are rather intended to form
an introduction to a restricted class of problems which have recently been studied.
In fact, we shall limit the discussion to a very particular choice of systems and
phenomena:

(a) we shall consider only model systems, such as pure lipid membranes;
(b) we shall discuss only the equilibrium properties of those systems;
(c) we shall concentrate mainly on phase transitions, critical phenomena and other

“universal” or generic features.

Even after those drastic restrictions many subjects will still not be discussed. Some
of them appear in other lectures of this school (see e.g. the contributions to these
Proceedings by D.R. Nelson or F. David), others, unfortunately, will have to be
passed over.

It is sometimes tempting to think that the physical phenomena described here
are of some importance for understanding of biological systems such as cell mem-
branes, and the phenomena observed in them (e.g. exo- and endo-cytosis, cell fusion,
etc.). In our opinion one should be very cautious when trying to apply the results
obtained here to real biological systems, and that is for exactly the same reasons as
enumerated above:

(a) real systems are complex, contain many types of molecules with highly non-
trivial properties;

(b) they are in general out of equilibrium;

49
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(c) their important features are specific rather than generic and obviously non-
universal.

We should like therefore to think of the phenomena described below as a part of
physics done with biological material, rather than of biophysics.

Cell membranes and the phenomena in which they are involved, however, can
be a rich source of inspiration for physicists. This is why we start our lectures in
Sec. 1 with a short description of biological membranes. The history of the dis-
covery of the membrane structure will allow us to introduce the basic facts about
amphiphilic molecules, and bilayer membranes as well as the orders of magnitude
of related physical quantities. After a brief description of membrane proteins and
their role in certain biological phenomena we shall turn towards model amphiphilic
systems, and show that pure membranes can also present a surprisingly rich
behavior.

Section 2 deals with the elastic properties of fluid membranes. We shall first
introduce the elastic model due to Helfrich and others. Then, we shall describe one
of the principal achievements of this model, namely the explanation it provides of
the non-trivial shapes of vesicles and red blood cells. Finally, we shall present a
summary of recent numerical studies of fluctuating two-dimensional vesicles.

The role of thermal fluctuations on the behavior of (fluid) membranes will be
considered in Sec. 3. We shall summarize there recent calculations of the renormal-
ization of elastic constants and the theoretical consequences of the results. After
having discussed a single fluctuating sheet we shall present more speculative descrip-
tion of the behavior of an ensemble of fluctuating films (membranes). In particular,
we shall show how the topological properties of such ensembles can be included
in a simple model. A generalization of such a model which incorporated the inter-
membrane interactions could be useful in describing some physical systems such as
microemulsions or lyotropic liquid crystals.

Interactions between membranes are considered in Sec. 4. After having described
several experimental techniques which made it possible to measure these inter-
actions, we shall examine a simple problem of the swelling of lamellar systems.
In particular, we shall discuss the competition between molecular forces and
fluctuations-induced entropic repulsion, which can lead to new critical phenom-
ena: the unbiding transitions. We shall describe the theory of these transitions and
connect them to similar phenomena in interface physics, e.g. wetting transitions.

Finally, Sec. 5 is concerned with what we call “fat” membranes, i.e. mem-
branes whose internal degrees of freedom cannot be neglected, and which simply
cannot be described as thin, fluctuating surfaces as assumed before. We present
three simple examples of theories which deal with such systems: a model curva-
ture instabilities in membranes built from a mixture of amphiphilic molecules, a
Landau theory of lamellar phases of lyotropic liquid crystals, and a geometrical
calculation of “frustration” effects in cubic phases (which can be viewed as 3d of
membranes).
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1. Cell Membranes as an Inspiration for Physics

1.1. A History of the Discovery of Membrane Structure: A Few
Basic Facts about Membranes

Figure 1.1 shows an electron microscope photograph of human erythrocytes or red
blood cells (RBC). These cells, of an average diameter close to 8 µm, are in fact
kinds of small “balloons” made of the plasma membrane.1 Since the plasma mem-
brane is the only membrane of these cells it is relatively easy to study: its structure
and physical properties are much better known than those of any other biological
membranes. In the following sections we shall see for instance that a simple elastic
model for the plasma membrane explains the shapes shown on Fig. 1.1. Qualita-
tively however, before describing the structure of the RBC membrane we wish to
summarize here the history of its discovery.2 In our opinion, this history is not only
interesting in itself, but it also provides an opportunity to introduce basic facts (and
orders of magnitudes!) about all membranes:

(1) 1890s: Ch. E. Overton, working on cells of plant root hairs, discovered that
cells are enveloped in a selectively permeable layer. He found a strong correlation
between the permeability with respect to different molecules and the solubility of
these molecules in lipids (e.g. lipophilic molecules penetrate into the cell easily).

Fig. 1.1. An electron microscope photograph of human red blood cells. [Chailley, B., Thesis
(1976), Université Paris VI.] The cells with this typical shape are called discocytes. Note also a
very well defined size of order of few microns.
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He even suggested that cholesterol and lecithins are among the principal components
of the envelope!

In fact, we now know that phospholipids (and cholesterol) are the main com-
ponents of membranes. Transport through membranes is not in general a purely
“passive” (i.e. diffusive) phenomenon, it can involve the intramembrane channels,
complex biochemical processes etc.1 If, however, it occurs through diffusion, then
small, non-polar molecules, which are lipid-soluble, have indeed a very high perme-
ability coefficient. In artificial membranes it is of order 10−5–10−3 cm/s compared
to 10−14 cm/s of charged, or polar molecules or ions. The factor 10−9 between these
numbers explains the observations of Overton.1

(2) ∼1905: I. Langmuir dissolves the phospholipid membranes in benzene and
spreads them on a water surface. (One can easily “mimic” these experiments in
one’s own kitchen introducing a tiny amount of liquid soap into a container full
of water, on the surface of which some pepper has previously been sprinkled: one
can then observe how rapidly the soap molecules spread on this surface repelting
the pepper!) By studying this lipid monolayer (after evaporation of the benzene)
Langmuir discovered its main physical properties:

(i) the amphiphilic nature of the molecules: lipid molecules, made of a polar
head and hydrocarbon chains (see Fig. 1.2) remain on the air-water interface, so
that the heads are in contact with water and the chains with air (see below for the
description of the hydrophobic effect).

Fig. 1.2. A schematic view of amphiphilic molecules forming a monolayer on a water/air interface.
The molecules shown here are phospholipids (DPPC) with two hydrophobic chains. [Redrawn from
Ref. 2.]
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(ii) the molecules exert a lateral pressure which can easily be measured by
microbalance techniques (the so-called Langmuir trough). The surface tension of
the air/water interface is lowered by an amount equal to this pressure.

(iii) the typical area occupied by a lipid molecule is 50 Å2, and it can be changed
by compressing (or decompressing) the monolayer. Using Langmuir techniques, one
can study phase transitions taking place within the layer.3 Under high lateral pres-
sures, for instance, the fluid layer is transformed into a solid-like phase where the
lateral diffusion coefficient, D (typically D ∼ 10−8 cm2/s(1)) is strongly increased.3

(3) 1925: E. Gorter and F. Grendel dissolve red blood cells in acetone and
spread them on a water surface. They compare the area of the monolayer with the
area of dried RBCs (observed under microscope). Although they made two impor-
tant mistakes, their conclusion is correct (thanks to the compensation of errors):
the cell membrane consists indeed of lipid bilayer. In the bilayer the hydrophobic
chains are isolated from water by the layers of hydrophilic heads. We now know that
bilayer structures are often observed in lipid/water mixtures. They constitute one
of the main structures of amphiphilic polymorphism: the mixtures of amphiphiles
and water can form a large variety of thermodynamically stable phases.4 Figure 1.3
shows an example of a rich phase diagram of the monoolein/water system.5 In
addition to a lamellar phase (Lα) built of parallel bilayers, one encounters here: an
inverted micellar phase (L2) were water forms small dispersed droplets, an inverted
hexagonal phase (HII) where water forms a crystal of parallel tubes and cubic
phases (G and D) in wich bilayers form gyroid- and diamond-like crystals of cubic

Fig. 1.3. A schematic phase diagram of monoolein/water mixtures. [Ref. 71 (reprinted with per-
mission of Springer-Verlag).] The rich thermodynamic behavior of this simple binary mixture is
due to the amphiphilic nature of the monoolein molecules. Lα phase is the liquid lamellar phase,
HII is the inverse hexagonal phase, while Q-phases have different cubic symmetries (see Sec. 4).
All these phases are ordered at the length scales of hundreds of Ångströms.
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symmetries (see Sec. 5), etc. In these lectures we will mainly concentrate our atten-
tion on the systems where amphiphiles forms bilayers,6 i.e. on lamellar (and — to
a lesser extent — cubic) phases;

(4) 1935, 1954: H. Dawson and J. Danielli developed a “sandwich” model of
biological membranes in order to explain the observed differences in permeability and
resistivity between artificial (pure lipidic) membranes and the ones found in cells.
They evoked the presence of proteins and proposed that the lipid bilayers are coated
on both sides with protein layers. Although such a structure seemed to be observed
universally in electron microscope pictures (Robertson’s experiments in 1950s) it
was soon realized that the proteins do not cover the bilayers (completely). It was,
however, established that the membranes have a hydrophobic core of a thickness of
order 30–35 Å, and two hydrophilic layers each ∼20 Å thick. The asymmetricity of
the inner and outer layer was also established;

(5) 1972: thanks to the rapid developments in microscopy and molecular biol-
ogy. S.J. Singer and G. Nicolson proposed the (final) fluid mosaic model of biological
membranes.7,8 This model describes a membrane as a fluid, lipidic bilayer (made
of lipids and cholesterol) in which other macromolecules are incorporated. The pro-
tein/lipid ratio can vary drastically in different cell membranes (from <1/4 to >4).
Both layers are strongly asymmetric and can preserve their own identity due to
the slow “flip-flop” rate of lipid exchange. Proteins diffuse more or less freely in
the membrane, their diffusion constant is usually much smaller than that of lipids

Fig. 1.4. A schematic picture of the plasma membrane of human red blood cells. [Ref. 40.] Note
the network of proteins attached to the bilayer. This is an example of a cytoskeleton. For human
RBCs the cytoskeleton is two-dimensional and does not extend inside the cells. A red blood cell
is a simple model system to study the elastic properties of biomembranes.



April 21, 2004 19:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap03

Equilibrium Statistical Mechanics of Fluctuating Films and Membranes 55

(D ∼ 10−10 cm2/s). They can form pores through which small molecules or ions
penetrate (or be “pumped”) into the cell.

Figure 1.4 shows schematically the structure of the RBC plasma membrane, it is
now established.1,2 We can see that in addition to lipids, cholesterol and intramem-
brane proteins, this membrane also consits of glycoproteins and of a spectrin net-
work, which is attached to the inner layer through (Band III) proteins. This protein
network is important in determining the elastic and mechanic properties of the
membrane.9 For instance the shear modulus of 10−2 erg/cm2 is largely due to this
network.

1.2. Some Physical Properties of Membranes and
Amphiphilic Films

We shall now briefly discuss some physical properties of phospholipid bilayers which
underlie the phenomena described in the next sections:

(1) The amphiphilic nature of the constituents. Each lipid (or surfac-
tant) molecule has two well-defined parts: a hydrophobic and a hydrophilic one. The
hydrophobic effect is mainly due to entropy:10 the nonpolar parts of amphiphiles
modify the structure of the surrounding water. This effect also induces a strong
attraction between nonpolar molecules or surfaces. In contrast, polar molecules (or
polar parts of amphiphiles), soluble in water due to their electrostatic interactions,10

strongly repel each other. If one introduces the amphiphiles onto the water/air inter-
face their hydrophilic parts will be dissolved in water, while the hydrophobic parts
will stay outside the solvent. The free energy of N amphiphiles can then be written
as a function of the area per molecule, Σ:11

F = Nϕ(Σ) = N [ϕphob(Σ) + ϕphil(Σ) + ϕint(Σ)], (1.1)

where ϕphob and ϕphil are effective attractive and repulsive parts, respectively, medi-
ated by water, while ϕint(Σ) is direct, generically repulsive interaction between the
amphiphiles. Therefore ϕ(Σ) has a minimum at some value Σ = Σ*. If the ampli-
tude membrane, or film, does not exchange its molecules with a reservoir, and can
freely adjust its total area, A, then in equilibrium where ∂F

∂Σ

∣∣
Σeq

= 0:

Σeq = Σ∗, (1.2)

which means that the surface tension of the membrane γ(Σ) vanishes:11

γ(Σeq) =
∂F

∂A

∣∣∣∣
Σeq

=
∂ϕ

∂Σ

∣∣∣∣
Σ∗

= 0. (1.3)

This simple thermodynamical argument is usually evoked to explain why the tension
of the amphiphilic films is very small. In the next section, we shall see that the
fluctuations of such films role membranes can governed by their curvature energy
and not the surface tension;
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(ii) Fluidity of the membranes. Most biological membranes are found in the
fluid phase, where the molecules can diffuse freely and their hydrocarbon chains
are disordered.6 When the temperature is lowered below some value Tm (which can
cary from one lipid to another, e.g. (Tm(DPPC) = 41◦C, Tm(DOPC) = −22◦C)
the chains become ordered, i.e. they are in all-“trans” configuration and the “cis”
excitations are rare. The value Tm depends on several parameters such as:6

(a) the length of the hydrocarbon chains, n : Tm increases with increasing n;
(b) the degree of saturation of the chains; completely saturated chains are the easiest

to order;
(c) the concentration of impurities, e.g. of cholesterol. There is a lot of experimental

evidence for the influence of cholesterol on the membrane fluidity: its presence
increases the viscosity in the fluid phase, while on the other hand it decreases
the value of Tm. (Note: it seems that many organisms, from bacteria to some
cold-blooded animals, regulate the fluidity of their cell membranes by modifying
all these parameters.1,2)

In Sec. 5 we shall discuss the melting transition in lamellar stocks of interacting
membranes.

(iii) The possibility of topology variations. Fluid membranes can vary their
topology; for instance two membranes can fuse with one another.12 Figure 1.5 shows
three elementary events happening in cells which consist in changing the topology
of cell membranes: endocytosis, exocytosis and bugging.1 Detailed understanding
of the biochemistry and the physics of such events is an open issue and an impor-
tant one: the study of the fusion of artificial membranes and vesicles could help in
clarifying this issue.12 It is important, however, to stress that in biological systems
the curving of membranes is generally due to changes in the protein structure.1 For
instance, endocytosis is often accompanied by a polymerization of the membrane
proteins, e.g. clathrins,1,2 and the importance of the lipids in this process is not
obvious. Still, the phenomena of membrane fusion, pore formation, endo- or exo-
cytosis etc., do have counterparts in pure amphiphilic systems. Phase transitions in
many physico-chemical systems are connected with the variation of the topology of
films and membranes. We shall study this aspect of amphiphilic polymorphism in
Sec. 3.

From now on we shall consider only pure amphiphilic systems, without proteins,
cholesterol, and other “complications” which would make a quantitative, physical
approach impossible.

2. The Elastic Properties of Fluid Membranes and the Shapes
of Vesicles

2.1. Curvature Energy and a Simple Elastic Model

Consider a piece of pure fluid membrane freely fluctuating in a solvent. We shall
suppose that the thickness d of the membrane is small compared to the length
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Fig. 1.5. A schematic picture of the elementary processes which change the topology of mem-
branes: endo- and exo-cytosis and budding. [Redrawn from Ref. 1.]

scales describing its shape and its undulations. It was noticed a long time ago by
Canham,13 Helfrich14 and others, that the statistical behavior of such a “thin” mem-
brane can be studied within a continuum model based on the following Hamiltonian:

Hel =
∫

d2σ

[
κ

2
(H − H0)2 + κ̄K

]
, (2.1)

where H and K are respectively the mean and the Gaussian curvature at the point
�r(σ) of the membrane (σ = (σ1, σ2) being local coordinates of the surface). If R1

and R2 are the principal radii of curvature at �r(σ), then H = R−1
1 + R−1

2 and
K = (R1 · R2)−1. H0 is the spontaneous curvature connected to the asymmetricity
of the membrane. The elastic constants κ and κ̄ are the bending (rigidity) coefficient
and the Gaussian bending coefficient, respectively.
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Fig. 2.1. The simplest microscopic model for membrane elasticity, developed in Ref. 17, supposes
that the stresses S(z) within a membrane are localized in a discrete set of regions. The bro-
ken lines on this schematic figure correspond to the position of the neutral surfaces described in
the text.

Derivations and discussions of this Hamiltonian based on symmetry and invari-
ance considerations will be found in other contributions to these proceedings.15,16

Here, we would like to describe briefly a simple microscopic model which, although
oversimplified, can give an important insight into the physics of Eq. (2.1).

The model supposes17 that the stresses within a lipid layer are localized in two
regions (Fig. 2.1): one corresponding to the heads of the molecules, the other to
their chains. In a harmonic approximation the elastic free energy per molecule can
then be written as

ϕ =
1
2
kH

(
AH

A0
H

− 1
)2

+
1
2
kC

(
AC

A0
C

− 1
)2

, (2.2)

where AH and AC are actual area per molecule at the level of heads and chains
respectively, A0

H and A0
C are “preferential” areas and kH , kC are elastic constants.

If we now call A the areas over the so-called neutral surface (i.e. the surface on
which the sum of the moments of stresses vanishes), and δH and δC the distances
of the heads and the chains from this neutral surface (δ = δH + δC), then

AH = A
[
1 + δH · H + δ2

HK
]

AC = A
[
1 − δC · H + δ2

CK
]. (2.3)

(Note that these formulae can be viewed as a simple geometrical interpretation of
the mean and Gaussian curvatures, H and K.) For a flat membrane the free energy
(per unit area) (2.2) can be rewritten therefore as:

f ≡ ϕ/A0 = cst +
1
2
Ks

(
A

A0
− 1

)2

, (2.4)
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which is just a stretching energy with the stretching constant Ks = kH

A0
H

+ kC

A0
C

,

and A0 = Ks/
(

kH

A02
H

+ kC

A02
C

)
≡ Ks/(βH + βC). However, if the membrane is bent

one obtains an extra contribution due to the fact that the areas per head and per
chains are not the same! By introducing Eq. (2.3), and the equalities δ = δH + δC

and δHβH = δCβC (which comes from the equilibration of the momenta on the
neutral surface) into the Eq. (2.2) one obtains the elastic free energy Eq. (2.1), with

κ ≡ κm = δ2Ks
βHβC

(βH + βC)2
= δHδCKs (2.5a)

κ̄ ≡ κ̄m =
(
A0

H − A0
C

) βHβC

(βH + βC)2
(βH − βC) (2.5b)

H0 = Hm
0 =

κ̄

κ

βH + βC

δ(βC − βH)
=

κ̄

κ

1
δH − δC

(2.5c)

(a subscript m standing for monolayers).
Although some features of Eq. (2.5), e.g. the exact relation between κm, κ̄m

and Hm
0 of Eq. (2.5c), are obviously model-dependent, these three equations can

provide an insight into elastic properties of amphiphilic monolayers. For instance,
notice that κm ∝ δ2, and not δ3 as for solid plates (shells). We expect that for more
realistic models, in which the distribution of stresses is not restricted to two points,
κm ∝ δx, with 2 < x < 3.18 Equation (2.5a) also tells us that κm is positive and
gives us a crude estimation of this quantity: for typical values Ks � 50 erg/cm2

and δH ∼ δC ∼ 10 Å we obtain κm ∼ 5.10−13 erg. In contrast with κ, the sign of κ̄

can vary. This is a very important theoretical prediction: we shall see in the next
section how varying the sign of κ̄ of bilayers can influence the phase behavior of
amphiphilic systems. The formula (2.5) also suggest that one can easily alter κ̄m

and Hm
0 of monolayers: since they are both proportional to (A0

H − A0
C) one can

simply modify the interaction between the heads, or their lateral dimensions (e.g.
through methylation19).

The connection between the elastic properties of two monolayers and those of
bilayer can be treated in similar simplified fashion.17 The detailed relation depends
on whether the monolayers are connected (no slipping on one another) or uncon-
nected, which in turn can depend on the contrains imposed on the system (e.g. no
exchange of molecules between the monolayers i.e. no “flip-flops”, etc.). For uncon-
nected monolayers one obtains:17

κ = 2κm; κ̄ = 2(κ̄m − 2κmHm
0 δN ); H0 = 0, (2.6)

where 2δN is the distance between the neutral surfaces of the monolayers: 2δN < d.
This simplest of elastic models could in principe be generalized for a more realis-

tic stress distribution across the bilayers, s(z). An example of such a generalization



April 21, 2004 19:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap03

60 S. Leibler

is provided by the following relations:20

κH0 = −
∫

zs(z)dz (2.7a)

κ̄ =
∫

z2s(z)dz (2.7b)

derived under several simplifying assumptions (such as γ =
∫

s(z)dz = 0, and
R−1

z = H0 with R−1
2 = 0). One should also mention some interesting attempts at

developing a microscopic model for the elastic properties of co-polymers (which can
also have amphiphilic properties).21 These and other22 microscopic models should
make for a more precise understanding of the physics of Eq. (2.1) in the near future.

2.2. Shapes and Fluctuations of Vesicles

One of the first successful results of the theories based on Eq. (2.1) was the expla-
nation of some-trivial shapes of red blood cells.13,14,23 However, as it was already
mentioned in Sec. 1 the membrane of a red blood cell consists not only of a phospho-
lipid bilayer (which includes proteins, glycophorins etc.) but also of a cytoskeleton
attached to this bilayer. One cannot therefore apply without restrictions the model
of fluid membranes to the membranes of red blood cells, which have a non-zero
shear modulus.9 More sophisticated models, which try to take into account the full
elastic properties of erythrocyte membranes, have recently been developed.24 Here,
we shall restrict our discussion to Eq. (2.1) only. This equation can describe the
energy of pure, fluid vesicles, i.e. closed membranes, for instance those shown on
Fig. 2.2. As we can see, the artificial vesicles can have a size (∼1−10 µ) and a shape
similar to those of red blood cells. Moreover, by changing physical parameters one
can induce the shape transformation, as is shown on Fig. 2.2.

The calculation of the shapes of closed membranes can be formulated as the
minimization problem. If the membrane is supposed to be impermeable and incom-
pressible then the variational problem to solve is

δHel = 0 with A = const and V = const, (2.8)

where A is the total area of the vesicle, and V is its volume. This problem was
(partially) solved by several authors,23,25 who assumed the rotational symmetry
(around an axis) of the shapes. Figure 2.3 shows the results of these calculations
in a schematic way: the energy of different shapes is plotted here as a function of
x ∼ V/A3/2 (Fig. 2.3a),23 and of y ∼ H0A

1/2 (Fig. 2.3b)25 (with y and x values
fixed respectively in the first and second plot). Note, that the discocyte-like shapes
are in fact of minimal energy for the value of x corresponding to the real erythro-
cytes. Moreover, the variations of the vesicle shapes from a “discocyte”, through a
“stomatocyte”, to a small sphere enclosed in a bigger one shown on Fig. 2.2 corre-
spond exactly to the variations in y of Fig. 2.3b! It is therefore natural to speculate
that variations of temperature — which did induce these transformations in the
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Fig. 2.2. Video microscopy photographs of shape transformations induced in an artificial vesicle
(made of a DMPC bilayer). Different shapes correspond to different temperatures, all being supe-
rior but close to Tm — the melting point of the bilayer. The size of the vesicle is bigger than 10µ.
[Courtesy of H.-P. Duwe, H. Engelhardt and E. Sackmann; see Ref. 26.]

Fig. 2.3. The results of the minimization of the bending energy Eq. (2.8). are shown here schemat-
ically. The energy E of a vesicle is plotted as a function of x ∼ V/A3/2 (a) and y ∼ H0A1/2 (b),
where V and A are the volume and the area of the vesicle. [The plots are based on the results of
Refs. 23 and 25.]
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experiments of Sackmann et al.26 — correspond to the modification of the effec-
tive spontaneous curvature of the membrane (e.g. through the modification of the
head-head or chain-chain interactions).

The problem defined by Eq. (2.8) (or similar ones, e.g. for permeable or com-
pressible membranes) is in fact a purely mechanical problem. What really differ-
entiates vesicles from ballons or closed shells is the fact that the elastic constant
κ of bilayer membranes is of order kBT . Therefore, the thermal fluctuations can
influence the shape and other mechanical properties of the vesicles. We shall now
consider the thermodynamic behavior of these objects.

The equilibrium statistical mechanics of fluctuating membranes is based on the
evaluation of the following statistical sum:

Z =
∫

D�r(σ) exp[−Hel/kBT ]δ(· · ·), (2.9)

where the integration is to be done over all configurations of random surfaces and
δ(· · ·) takes into account all possible constraints imposed on the membrane. In the
case of vesicles the considered configurations are restricted to self-avoiding ones
and to those with the sphere topology. The constraints are, for instance, those of
Eq. (2.8). Of course the partition function Z is extremely hard to evaluate. Some
difficulties connected with this question are discussed in the lecture by F. David.15

Here we shall simplify the problem by considering two-dimensional vesicles27 and
thus avoiding the difficulty of integrating over random surfaces.

Even for this simple, two-dimensional problem (in which a vesicle is simply a
polymer-like nonintersecting loops) no analytic methods had been developed which
would make it possible to study the shape fluctuations and many other thermody-
namic properties. With this aim in view R. Singh, M.E. Fisher and the author have
recently carried out a study of the microscopically based model28 using Monte-Carlo
methods. In this model the membrane is represented by a closed string of N hard,
nonoverlapping spheres of radius a (N ≤ 100), connected by “tethers” of fixed,
maximum length b. The model is therefore a two-dimensional analog of the models
studied by Y. Kantor and his collaborators.29,30 The constraints imposed on the
vesicle are the following:

(a) the total length of the string is not fixed, but is bounded from above by Nb.
One can thus consider vesicles as having an entropy-induced lateral compressibility;

(b) the total area of the vesicles can vary; however a pressure differential
∆p = pint − pext between the interior and the exterior, conjugate to the enclosed
area A, is supposed to be fixed. ∆p can be positive or negative. The total energy
of a vesicle configuration is

E =
κ

a

N∑
i=1

(1 − cos θi) + ∆p · A, (2.10)

where θi are the angles between neighboring sphere-to-sphere vectors.
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Here are the main results of this simulation:

(i) for ∆p = κ = 0 the vesicles flaccid and behave as closed self-avoiding walks;
their radius of gyration RG and the inclosed area behave as

〈R2
G〉 ∼ N2γ ; 〈A〉 ∼ N2γA (2.11)

with γA/γ = 1.007 ± 0.013 in accordance with a natural expectation of a “non-
fractal” area determined by the mean linear size (e.g. vesicles do not collapse for
N → ∞);

(ii) for ∆p 
= 0 the shapes change significantly. These changes can be described
by the scaling functions:

〈R2
G〉 ∼ N2γX(∆p Nϕγ); 〈A〉 ∼ N2γY (∆p Nϕγ), (2.12)

where the cossover exponent ϕ = 2.13 ± 0.17. For ∆p < 0 the functions X and Y

describe how vesicles shrink; in the asymptotic regime

X(x) ∼ 1
|x|σ and Y (x) ∼ 1

|x|τ (2.13)

with σ = 0.13 ± 0.05, τ = 0.25 ± 0.04. The vesicles look then like seaweeds
with many branches: the values of exponents σ and τ suggest that they behave
as branched polymers;31

(iii) in the region ∆p ≤ 0 the bending rigidity κ 
= 0 renormalizes only the
effective distance between spheres. However, in the deflated regime of large negative
∆p the rigidity drastically changes the behavior of vesicles. The loops display a
variety of shapes (cytotypes) analogous to those observed in 3d experiments.

Figure 2.4 illustrates this phenomenon: by superimposing the instantaneous posi-
tions of the centers of the spheres (“snapshots”) taken during a certain period of
time we obtain information about the average shape and the thermal fluctuations
around it. These strong fluctuations were observed in red blood cells as early in the
19th century32 and are called flickering.33 One can follow the changes of forms and
fluctuations with variations of the reduced parameters

p̄ = ∆pa2/kBT and lκ/a ≡ κ/(kBTa). (2.14)

In addition to the rigidity (persistence) length lκ the relevant length scale are:

lp = |kBT/∆p| and L = Na. (2.15)

The cytotype regime is then characterized by lκ/L ≤ 1 and p∗/L ≤ 1, where the
typical minimal radius of curvature of a cytotype is

p∗ = (lκlp)1/3 ∼ (κ/∆p)1/3. (2.16)

(Note that in two dimensions the effect of the spontaneous curvature H0 is trivial:∮
H0dl = ±2π and therefore the thermodynamic properties of H0 are exactly the
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Fig. 2.4. Vesicle shapes of two-dimensional vesicles obtained in a Monte-Carlo simulation. [Ref.
28.] (a) For p̄ = −1.25 as �κ increases; (b) for �κ/a = 50 and increasing |p̄|; (c) as a function of
time, t, for p̄ = −0.075 and �κ/a = 10. (Reprinted by permission of Phys. Rev. Lett. 59 (1987)
1989.)

same whether H0 is present or absent up to a global shift of energy scale, this is
not the case for real 3d vesicles as we have discussed before.)

(iv) Under the simple Monte-Carlo dynamics, the vesicles display appreciable
harmonic flickering. More interestingly however, there are regions of parameters
lK/a and p̄ where one observes nonlinear flickering, that is thermally driven trans-
formations between different cytotypes under fixed external conditions. An example
of this phenomenon is shown on Fig. 2.4(c). It should be possible to observe nonlin-
ear flickering in experimental systems by suitably fine-turning the control variables.

The question of generalizing these and similar results to three-dimensional vesi-
cles certainly remains open. The difficulty of numerical approaches lies in the long
times the shapes require to equilibrate when using a single-move Monte–Carlo
dynamics. Also, a simulation of fluid membranes involves a constant changing of
neighbors39 which is indeed very time-consuming.

2.3. Measuring of Elastic Constants

The study of the thermal fluctuations of red blood cells33 and artificial vesicles35–38

makes it possible34 to estimate the actual values of the rigidity constant κ. For
instance, for a quasi-spherical (but still fluctuating) vesicle described by its shape
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function

�r(Ω) = r0(1 + U(Ω))r̂ = r0

[
1 +

∑
l,m

Ul,mYlm(Ω)

]
r̂,

where Ylm are spherical harmonic functions of the solid angle Ω, one can in prin-
ciple measure, through various video-microscopy techniques,40 both 〈|Ulm|2〉 and
〈Ulm(t) Ulm(0)〉. One can then estimate these quantities within the framework
of simple models based on the equipartition of energy among different spherical
modes,36−39,41 and the hydrodynamic theory of relaxation of these modes.39 The
bending constant κ enters both the amplitudes of flickering modes 〈|Ulm|2〉(39)

〈|Ulm|2〉 =
kBT

κ

1
l(l + 1) − 4w − 2w2 − λ

, (2.17)

(where w = r0H0, and λ is the Lagrange multiplier which ensures that the area
remains (on average) constant) and the relaxation times τlm of these modes;
〈Ulm(t) Ulm(0)〉 = 〈|Ulm|2〉e−τ/τlm :

τlm =
ητ3

0

κ

Z(l)
l(l + 1) − (λ + 4w − 2w2)

, (2.18)

(where η the viscosity of the solute). One can therefore extract the value of κ from
these measurements:37,38

κ � 3.10−13 ÷ 2.10−12 erg (2.19)

for phospholipid bilayers. This should be compared with κ � 10−14 erg for some
surfactant films (e.g. in microemulsions or quasi-ternary swollen systems44). The
fact that different experiments made on similar systems lead to rather different
results is not really surprising for the two main reasons:

(i) theories describing the dynamical aspects of flickering are still approximative.
Solving the Navier–Stokes equations even within the limit of very low Reynolds
numbers

(
R ∼ ρκ

η2r0
∼ 10−4

)
and the deterministic “creeping flow”39 is still a

difficult task because of the non-trivial boundary conditions;
(ii) measurements are based on the projection of three dimensional shapes on

a two dimensional focal plane, which implies strong assumptions in analysing the
vesicle behavior.

For sake of completeness let us mention some of the main techniques used to
measure the bending constant κ as well as other properties of vesicle membranes
(e.g. viscosity, shear modulus etc.):40

(i) non disturbing techniques, such as flicker spectroscopy,33 reflection interfer-
ence contrast microscopy43 or phase contrast microscopy;37

(ii) weak disturbation techniques, such as the electric field jump method44 in
which one slightly perturbs the vesicles and observes their relaxation;
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(iii) techniques using large distrubations such as the micropipette methods45

(see Fig. 4.1).

However, the most accurate methods of measuring κ for pure, liquid membranes
are probably developed in the study of lamellar phases of lyotropic crystals, which
we shall discuss in Sec. 4. The interest of the methods mentioned before is thus
their applicability to biological systems.

Finally, let us mention that as of now there are no known experiments which
estimate the Gaussian rigidity κ̄(46). Good candidates for the experimental methods
to measure κ̄ will be those which are sensitive to the topological changes of the
membranes. In fact, the Gauss-Bonnet theorem15 tells us that

∫
κ̄Kd2σ = 4πκ̄ χ, (2.20)

where χ is the Euler characteristic of the surface; to measure κ̄ therefore one has
to study the topological changes with ∆χ 
= 0. Possible experiments would consist
in studying the fusion between vesicles12 or the transformation between lamellar,
“sponge-like” and vesicle phases of amphiphilic systems (see next section).

3. The Role of Thermal Fluctuations in the Behavior
of (Fluid) Membranes and Films

3.1. Fluctuations of a Single Fluid Membrane

In this section we shall study the role of thermal fluctuations in the behavior of
membranes. In particular we shall consider how fluctuations modify the elastic
bending constants. It is easy to see that on a classical level, i.e. for the T = 0
mechanical problem, the rigidity coefficient κ does not depend on the linear size L

of the membrane. (In fact, if for instance we calculate energy of a spherical vesicle
E =

∫
κH2d2σ, we obtain 4πκ independent of its radius L.) However, if one takes

thermal excitations into account one can show that this result does not hold any
longer, and κ is decreasing with increasing L.47

Let us first consider a fluid membrane which spans a frame of area A0 = L × L.
Amphiphilic molecules are supposed to exchange freely with an exterior reser-
voir; all the calculations are thus perfomed in the grand canonical ensemble. The
Hamiltonian describing the membrane

H =
∫

d2σ
[
r0 +

κ0

2
(H − H0)2 + κ̄0K

]
(3.1)

has a term proportional to the total area,
∫

d2σ, and, since we assume that the
membrane is incompressible, to the total number of molecules N . The coefficient r0

can thus be regarded as the chemical potential of the reservoir. (Here, the subscript
0 for r, κ and κ̄ denotes the bare values of these quantities.)

Two theoretical approaches permit us to study the fluctuations of such a mem-
brane. One which we shall describe in the next paragraph is a perturbation theory
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for almost flat membranes,48,49 and can be viewed as a low-temperature expansion
for fluid membranes. (The perturbation parameter being kBT/κ0.) The other is
an expansion in 1/d,50−52 where d is the dimension of the embedding space. This
expansion is non-perturbative in the sense that it also takes into account convoluted,
far-from-flat configurations of the membranes. Both types of calculations neglect the
effects of self-avoidance on the membrane.

Figure 3.1 summarizes the results of these calculations. There is an unstable
fixed point W at the origin of the plane

(
α0 ≡ kBT

κ0
, r0

)
from which a critical line

rcr
0 (κ0) emerges. The perturbation theory is valid on this locus near W ; its main

results for d = 3 are the following:

(i) in the first order in perturbation theory the rigidity κ is renormalized by
fluctuations as48

κ(L) = κ0 − 3kBT

4π
ln

(
L

a

)
+ · · · , (3.2)

where a is a microscopic cutoff (e.g. the size of molecules).
(ii) the correlation function of the orientations of the membrane (see Fig. 3.2)

decays exponentially:

〈�n(0)�n(�R)〉 ∼ e−|
R|/ξp (3.3)

with the persistence length ξp varying as

ξp ≈ a exp(4πκ0/3kBT ) (3.4)

The properties of the model around the fixed point W are important for the behavior
of the membrane at scales smaller than ξp, at which the membrane is effectively

Fig. 3.1. A possible phase diagram for a single fluid membrane. The perturbation theory described
in this section is valid for almost planar membranes near the unstable fixed point W. The broken
line corresponds to an instability of a planar solution described in the lectures of F. David.15 The
topology of the membrane is supposed fixed (in contrast with the Fig. 3.5).
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Fig. 3.2. The correlation function of the orientation of a fluid membrane 〈�n(0)�n(�R)〉 decays with
the characteristic length ξp.

flat, i.e. its orientations in different points are correlated. Above this length ξp

the membrane is crumpled, i.e. its orientations are decorrelated. The fact that for
T 
= 0 the persistence length ξp is always finite means that (for large enough scales)
noninteracting fluid membranes are always crumpled.

(iii) for L → ∞ the actual area of the fluctuating membrane diverges and one
can evaluate its Hausdorff dimension:

dF

2
≡ dlnA

dlnA0
= 1 +

(α0

8π

)
−

(α0

8π

)2
+ · · · (3.5)

(iv) one can also formally calculate the renormalization of other elastic constants
in this perturbation scheme:49,52

κ̄(L) = κ̄0 − kBT

π
ln

(
L

a

)
+ · · · (3.6)

H0(L) = H0

(
1 +

kBT

πκ0
+ · · ·

)
(3.7)

however the physical significance of these formulae has not really been elucidated.
Some authors believe for instance that fluctuations do not modify the Gaussian
rigidity: κ̄(L) ≡ κ̄0.53,54

We shall return to the perturbation calculation — and in particular to its results
for d > 3 dimensions — below. It seems useful — for the sake of completeness —
to describe the results for the large embedding dimension d. The details of these
calculations can be found in the lectures by F. David.15

In contrast to the perturbation calculation which is valid only in the vicinity
of the fixed point W , the d = ∞ calculation describes the approach to the line
rcr
0 (κ0)(see Fig. 3.1). Under a strong (see below) assumption that the membrane

which spans the frame stays on the average planar, one can show that:

(i) its total area A diverges when r approaches rcr
0 as

A ∼ (r0 − rcr
0 )−1/2. (3.8)

At the critical locus rcr
0 the rotational symmetry of the membrane, broken by the

existence of the planar frame, is restored.
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(ii) for large L : L → ∞ one can define the effective, “physical” quantities
rphys and κphys which describe the effective surface tension and the rigidity of the
membrane. At the vicinity rcr

0 one obtains:

rphys ∼ κ0

a2
e−8πκ0/3kBT , κphys = 0. (3.9)

(iii) The persistence length ξp of the fluctuating membrane is

ξp ∼ (kBT/rphys)1/2,

∼ aκ
−1/2
0 e4πκ0/3kBT , (asr0 → rcr

0 ) (3.10)

a result which agrees quite well with Eq. (3.4).

All these results however should be taken with caution. In fact, it has been
shown51 that at some value r1 < rcr

0 an instability of a planar solution appears, with
characteristic wavelengths of order ξp. For r0 ≤ r1 the membrane does not fluctuate
around a planar average configuration. The solution for r0 ≤ r1 is not known; it
is believed that the first order transformation at r1 may be connected to the well-
known collapse of random surfaces to branched polymers (see the lectures by J.
Fröhlich55). In such a case the membranes would fluctuate around non-selfavoiding
branched polymer configurations, with the transverse size of tubular branches of
order ξp.

We will end this description of fluctuating fluid membranes with an example of
possible applications of the above results. For this let us consider an ensemble of
quasi-spherical vesicles. If this system is in equilibrium, i.e. the vesicles had time to
exchange molecules among themselves, then the distribution of sizes can easily be
calculated47,53

P (N) ∼ Np e−2N/N̄ , (3.11)

where N is the number of amphiphiles in the vesicles, and p = const. The presence
of the power-law prefactor is in fact due to the logarithmic renormalization of the
bending coefficients K and κ̄. From Eqs. (3.2) and (3.6) one gets p = 1. Such
a power-law prefactor can in principle be measured in experiments; however, one
should be aware that:

(i) equilibration times can be prohibitively long;
(ii) non-linear, higher order elastic terms such as H2K, K2 etc.56 can become

important for small N .
(iii) non-zero values of H0 can be generated through the exchange of amphiphiles.

3.2. Perturbation Calculations and the Concept of
Crumpling Transition

We shall now present a summary of the perturbation and renormalization group
calculations which lead to the results described above.48,57
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In the Monge representation, a surface is described by a function u(x, y), where
x and y are two coordinates of the embedding space. This representation is well
suited to describing almost planar configurations of surfaces and will be adopted
here. In this representation the Hamiltonian (3.1) can be written as (with H0 ≡ 0,
κ̄ = 0)

H ≡ H0 + HI =
∫

dDx
[
r0 +

r0

2
(∇u)2 +

κ0

2
(∇2u)2

]
+ HI , (3.12)

where we have generalized it to D-dimensional surfaces in the d = D+1 dimensional
space. One can now regard the HI term as a perturbation around the Gaussian
Hamiltonian H0 and calculate the physical quantities as a series in kBT

κ0
. The lowest

order terms of HI are:

HI =
∫

dDx

{
r0

8
(∇u)4 +

κ0

4
(∇2u)2(∇u)2 +

K0

2
∇2u × ∇u · ∇(∇u)2

}
+ · · · .

(3.13)
The calculations can be summarized schematically in the following way:

(i) one defines

Z[λ] =
1

Z[0]

∫
Du e−β[H+HI−λu] (3.14)

and W [λ] = lnZ[λ]. Then one can introduce the so-called effective potential Γ(U)
as:

Γ[U ] =
∫

dDxλ(x)u(x) − W [λ], (3.15)

where U = δW
δλ = 〈u(x)〉. The effective potential can be expanded around U = 0:

Γ[U ] = Γ[0] +
∫

dDx
δΓ
δU

∣∣∣∣
U=0

U(x) +
∫

dDx dDx′ δ2Γ
δU(x)δU(x′)

∣∣∣∣
U=0

U(x)U(x′) + · · · .

(3.16)

The second derivative term

Γ(2)(�x, �x′) ≡ δ2Γ
δU(�x)δU(x′)

∣∣∣∣
U=0

and its Fourier transform Γ(2)(q) is used to define the effective tension reff and
rigidity κeff :

Γ(2)(q) = kBT (reffq2 + κeffq4 + · · · ) (3.17)

(ii) in order to calculate Γ(2)(q) (and other quantities) one builds a perturbation
scheme, with the free propagator:

G0(p) =
1

r0p2 + κ0p4 (3.18)
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and the three types of vertex corresponding to three terms of HI , Eq. (3.13):

and

In the order of one loop, i.e. in the first order expansion in kBT
κ0

, the following
diagrams contribute to Γ(2)(q):

p

q –q

4 · q2
∫

p2

r0p2 + κ0p4

dDp

(2π)D

p

q –q

8 ·
∫

(p · q)2

r0p2 + κ0p4

dDp

(2π)D

p

q –q

2 · q4
∫

p2

r0p2 + κ0p4

dDp

(2π)D

p

q –q

2 · q2
∫

p4

r0p2 + κ0p4

dDp

(2π)D

p

–q

2 · q2
∫

(p · q)2

r0p2 + κ0p4

dDp

(2π)D

p
2

∫
(p · q)2p2

r0p2 + κ0p4

dDp

(2π)D
.

Note that all these diagrams are UV divergent in D = 2. One must therefore
introduce some regularization scheme. Here we chose the dimensional regularization,
i.e. we put D = 2 − ε so that the integral

I =
1

(2π)D

∫
dDp

r0 + κ0p2

behaves for ε ≈ 0 as I(ε) ∼ 1
ε

[
1

(2π)D SD−1
1
κ0

(
r0
κ0

)−ε/2
]
. The existence of the pole

at ε = 0 reflects the UV divergence of I in D = 2.
(
Here SD−1 = (2π)D/2

Γ(D/2) .
)

With

this choice one can easily evaluate Γ(2)(q) and obtain:

reff = r0

(
1 +

kBT

4πκ0

(
r0

κ0

)−ε/2
SD−1

(2π)D−1

1
ε

)
(3.19a)

κeff = r0

(
1 − 3kBT

4πκ0

(
r0

κ0

)−ε/2
SD−1

(2π)D−1

1
ε

)
(3.19b)
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(iii) We now get the equations for the renormalization flow in the framework of
the so-called minimal subtraction scheme. Let µ be an arbitrary wavevector scale of
the system, and κ (without dimension) the renormalized bending constant on this
scale: κeff = µ−εκ(µ). In particular we want to calculate the β function:

β(κ) ≡ µ
dκ

dµ

∣∣∣∣
κ0

, (3.20)

where κ0, kept constant, is κ0 = µ−εκ(µ) Zκ(κ, ε).
By expanding the renormalization factor Zκ in powers of kBT

κ and 1
ε :

Zκ(κ, ε) = 1 + Aκ
kBT

κ
· 1
ε

+ · · · (3.21)

one obtains

β(κ) = εκ + Aκ · kBT + · · · . (3.22)

From Eq. (3.19) and κeff = µ−εκ(µ) one easily arrives at Aκ = 3SD−1
2(2π)D . Therefore

one finally gets

βκ ≡ µ
dκ

dµ

∣∣∣∣
κ0

= κ

(
ε +

3kBT

2κ

SD−1

(2π)D

)
(3.23)

and similarly

βr ≡ µ
dr

dµ

∣∣∣∣
r0

= −D − r

(
ε +

3kBT

2κ

SD−1

(2π)D

)
(3.24)

(iv) The renormalization flow defined Eqs. (3.23) and (3.24) for D = 2 is in
agreement with a general picture described above, e.g. with Fig. 3.1. In particular,
from Eq. (3.23) we obtain the important result (3.2) for the dependence of the
rigidity κ on the size of the membrane L, simply by integrating this equation up to
the scale µ = L−1.

More interestingly, for ε < 0 and thus for hypothetical 2 + |ε| dimensional mem-
branes embedded in 3 + |ε| space Eq. (3.23) implies the existence of a non-trivial
fixed point at (see Fig. 3.3):

Tc =
2κ

3kB

(2π)D

SD−1
|ε|. (3.25)

This corresponds to the crumpling transition: for T < Tc the rigidity κ(L)
increases with L: the membrane behaves as a flat, rigid object, with ξp = ∞. It
is only for T > Tc that the membrane is crumpled, and ξp is finite.

As we have already stressed earlier, two-dimensional fluid membranes are always
in the crumpled phase: Tc = 0, a situation similar to the case of linear polymers.
However, the long-range forces present in the system can lower the critical dimension
D = 2 for the crumpling transition. In such a case the two-dimensional membranes
would have Tc > 0 and the true long-range order in the orientations of the membrane
would exist for low enough temperatures.
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Fig. 3.3. The β function for the bending rigidity κ calculated to order ε. For D = 2 one obtains
an assymptotically free theory corresponding to completely crumpled membranes. For D > 2 (or
in the presence of long range forces) a crumpling transition fixed point αC is found.

An important contribution made by L. Peliti and his collaborators16,58,59 was
the observation that polymerized membranes can undergo a crumpling transition
(ever for D = 2). For these systems the internal, phonon-like degrees of freedom
induce a non-linear coupling between the thermal undulations of the membrane.58

This coupling can also be regarded as an effective long-range interaction between
the (Gaussian) curvature in distant points, and it can induce the finite temperature
transition.

The existence of the crumpling transition for polymerized membranes has been
confirmed by Monte-Carlo simulations (see the lectures by Y. Kantor60), and the
large-d expansion of a continuum model (see the lectures by F. David15).

3.3. The Thermodynamic Behavior of an Ensemble of
Fluid Membranes

Up to now we have considered the case of a single, isolated membrane with a
fixed topology. Real amphiphilic systems, however, such as lipid/water mixtures
or microemulsions, consist of many fluctuating films or membranes which exchange
their constituents and therefore easily vary their topology. Recently, a lot of theoret-
ical effort has been devoted to the study of the thermodynamics of such systems.61

We present here some recent results obtained by D. Huse and the author61 within
the framework of a simple model of fluctuating random surfaces (films).

The model considers fluid films which are non-interesting and the varying topol-
ogy. It is based on the following film Hamiltonian, studied in the grand canonical
ensemble:

H =
∫

d2σ
[
r0 +

κ0

2
H2 + κ̄0K

]
. (3.26)
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The films are assumed to be without edges; one can therefore define the two sides
of a given film (we shall denote them S1 and S2). Since H0 = 0 the Hamiltonian
(3.26) has an additional symmetry: the two sides of the films are identical (Fig. 3.4).
Note that there are no bulk terms which would favor the S1 or S2 “component”.

Let us first consider the case κ̄0 = 0. A plausible phase diagram of this model as
a function of r0 and α0 = kBT

κ0
(analogous to the one presented on Fig. 3.1) is shown

on Fig. 3.5. For large positive r0 the system does not want to have too much of film
present (we remind the reader that r0 can be viewed as the chemical potential of
the amphiphiles). It achieves this by breaking the symmetry between the two sides
of the film, forming, for instance, an S1-rich phase in which some finite unconnected
domains of the minority S2 component are present. This is the so called droplet
phase or vesicle phase.62 The macroscopic surface tension, σ, of a film separating
S1-rich and S2-rich phases is nonzero here. As r0 decreases the vesicles grow in size
and start forming larger connected domains. The domains of minority component
percolate before the volume fraction it occupies reaches 1/2. This leads to a tense,
bicontinuous phase for intermediate positive values of r0. In this phase the S1/S2
symmetry is still spontaneously broken, and a macroscopic surface tension is still
nonzero, although infinite percolating domains of both S1 and S2 components are
present.

For a large κ0 and sufficiently negative r0 the system prefers to include as much
film as possible, but not to bend the film. A possible way to do this is to stack
films parallel to one another. This produces the smectic lamellar phase, which is
characterized long-range order in the orientation of the films, and quasi long-range

Fig. 3.4. A fluctuating fluid film which separates two bulk phases. The topology of the film can
vary but it is assumed that the film does not have free edges.
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Fig. 3.5. A possible phase diagram for a fluctuating fluid membrane. The topology of the mem-
brane can vary freely. [Ref. 61.]

order in the positions of the film planes. This quasi long-range positional order gives
rise to power law divergences of the scattering intensity S(q) (see next section).
In the present model the average distance between the lamellar is determined by
the competition between negative r0 term and the “steric”, fluctuation-induced
repulsion63 (see next section). There is also the possibility that at intermediate
negative values of r0 a lamellar nematic phase could appear with long-range order
in the orientation of the films, but only short-range positional order. Note that the
full rotational symmetry of the Hamiltonian (3.26) is spontaneously broken in both
lamellar phases. At values of r0 near zero, between the lamellar and tense phases,
there should exist a disordered, random isotropic phase, where no symmetries of
the Hamiltonian are spontaneously broken. The random isotropic phase, also called
sponge phase has recently become the subject of several theoretical and experimental
studies64 (in lipid/water systems). For r0 > 0 the system can be shown to be
analogous to a ferromagnetic Ising model, with r0 the nearest neighbor coupling and
κ0 a higher-order (4 spins or more) interaction that does not break the global Ising
symmetry. The sponge phase is then the high-T paramagnetic phase, while tense
bicontinuous and dilute vesicle phases correspond to ferromagnetic phase. Note that
in this analogy the magnetic field corresponds to a bulk chemical potential which
advantages one of the components (S1 or S2), while H0 is a higher order (3 spins
or more) interaction that breaks the Ising symmetry.

If one allows κ̄0 
= 0 then other phases not shown on Fig. 3.5 can be stabilized.
From the Gauss-Bonnet theorem (see lectures by F. David15) the integral of the
Gaussian curvature is

∫
d2σ K = 4π(nc − nh) (3.27)
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where nc and nh are the number of disconnected parts of the film and the number of
handles, respectively. Thus κ̄0 only couples to the topology of the film κ̄0 > 0 favors
more handles and fewer parts, while κ̄0 < 0 favors more parts and fewer handles.

Figure 3.6 shows a possible phase diagram for our model with κ̄0 
= 0 as a func-
tion of r0 and κ̄0 at κ0 > kBT fixed. (For the sake of simplicity we have assumed
here that there is no renormalization of the κ̄0 term.) If we first move on the r0

axis of this diagram, putting κ̄0 = 0, we obtain again the same sequence of phase
as in Fig. 3.5, namely lamellar smectic-lamellar nematic-sponge-tense bicontinuous-
vesicles. However, as κ̄0 is sufficiently negative the system prefers to form many
disconnected components. This can be done by forming many roughly spherical
vesicles. When the vesicles are very close-packed they should freeze into a vesicle
crystal, although dynamical effects can prevent this in real systems, where amor-
phous phases could form instead. Figure 3.7 shows a photograph of a dense phase of
niosomes, i.e. multilammellar vesicles made of non-ionic surfactants.65 Such struc-
tures are thermodynamically stable (at least for a period of many years).

If κ̄0 is increased from zero we expect that each of the phases discussed above
will change itself into a new ordered phase, which we call “plumbers nightmare”.66,67

The ideal plumber’s nightmare phases are fully connected, periodic and topologi-
cally nontrivial surfaces that have H = 0 everywhere. For this last reason they are
often called minimal surfaces68 (see the lectures by F. David15), but for a periodic
structure its area does not need to be minimal.

Plumber’s nightmares have been studied intensively by mathematicians.69

Figure 3.8 shows a newly obtained example of a surface with tetragonal symmetry:70

Fig. 3.6. Proposed phase diagram for a fluctuating fluid membrane the topology of which can
vary. For κ̄0 one recovers the sequence of phase presented in Fig. 3.5; the abbreviations are: NL —
nematic lamellar, RI — random isotropic, TB — tense bicontinuous. For κ̄0 positive and large
enough the membrane may form a crystalline structure called a “plumber’s nightmare”. For large
negative values of κ̄0 the membranes form a crystal of vesicles or droplets. [Ref. 61.]
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Fig. 3.7. Electron microphotograph of an ensemble of niosomes [G. Vanlerberghe et al., Ref. 65,
(reprinted with permission of Springer-Verlag)]. These multilamellar structures are now currently
used in cosmetics.

Fig. 3.8. Unit cell of a tetragonal minimal surface [courtesy of A.C. Maggs, Ref. 70]. This is an
example of an ordered plumber’s nightmare.

we can see that such structures have many handles (of order one per unit cell) and,
ideally, only one component, so for κ̄0 > 0 the Gaussian energy term favors them.
In principle, many possible plumber’s nightmares can be allowed by a given system:
there could exist several structural phase transitions among them.70
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The different periodic phases and the transitions between them have indeed been
observed in various amphiphilic systems.71 Note, however, that in real systems the
plumber’s nightmare phases could appear as the result of competition between the
curvature energy term and the energy of stretching of the hydrocarbon chains72

(the latter being an “internal” degree of freedom not explicitly treated here) or
the interactions between membranes (also neglected here). We shall return to this
important point in the last section. Before doing this, however, we shall now discuss
the simplest and the most studied of the phases described above, which is the
lamellar smectic phase.

4. Unbinding Transitions and the Swelling of Lamellar Phases

4.1. Molecular Forces between Membranes

In the studies of fluctuating membranes described above we have completely
neglected molecular interactions between membranes. However, these interactions
often determine the equilibrium of amphiphilic systems.

Three main experimental methods are used to determine the molecular forces
between amphiphilic layers (we restrict here the discussion only to lipid/water sys-
tems although the same techniques are used for other systems):

(i) the micromechanical measurements of interactions between vesicles.74 In
these experiments two vesicles, partially sucked into micropipettes, are brought close
one another, and the force acting between them is measured (e.g. by measuring the
pressure in the micropipettes, see Fig. 4.1). One advantage of this method is that
it can measure the forces between both fluctuating and non-fluctuating membranes
(unswollen and swollen vesicles, respectively).

(ii) direct force measurements between absorbed layers.10 Amphiphilic molecules
can be absorbed on mica cylinders and the force can be measured with the great
precision. At the same time the distance between layers can be determined with the
precision of a few Angströms!

(iii) measurements of the osmotic pressures necessary to dehydrate the lamellar
phases.75 Figure 4.2 shows a typical curve of the osmotic pressure P , e.g. controlled
by changing the concentration of long polymeric chains in equilibrium with lamel-
lae, plotted versus the (mean) distance, l, between lamellae (e.g. measured by X-ray
scattering). For P → 0 the distance l saturates at some equilibrium value, l0 typi-
cally of order 30 Å for neutral phospholipid bilayers. Note that the intermembrane
forces measured in this way act between fluctuating membranes and thus are not
purely of molecular origin.75

From these and other measurements a simple picture of molecular intermem-
brane interactions emerges; the effective potential Vm(l) can be written as a sum of
three principal terms

Vm(l) = Vh(l) + VvW (l) + Vel(l), (4.1)

where:
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Fig. 4.1. Video micrographs of vesicle-vesicle adhesion. (a) Vesicles in contact, but do not adhere.
(b) Spontaneous adhesion allowed to progress by controlling the suction applied to the vesicle on
the left. [Ref. 74.] This micromechanical method of measuring the forces between membranes was
developed by E. Evans and collaborators.

Fig. 4.2. A typical variation of osmotic pressure P with the mean distance between bilayers �.
[Redrawn from R.E. Goldstein, Ph.D. thesis, Cornell U., 1988.] These measurements were done
in DMPC/water lamellar phase, and clearly show the existence of a first order phase transition
between the fluid-like and solid-like phases (see Sec. 5). [Ref. 100.]
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(a) Vh(l) is the so-called hydration force, i.e. a repulsive, short range interaction
mediated through water layers. It is believed that the ordering of water molecules
next to polar heads is the source of this interaction, its from is — in a very good
approximation — exponential:

Vh (l) ≈ Ahe−l/λh (4.2)

with Ah of order of few hundreds dyne/cm2, λh ∼ 2 ÷ 3 Å;
(b) VvW (l) is the attractive van der Waals interaction. If retardation effects can

be ignored, one has

VvW (l) �
{

−Wδ2/l4, for l >> δ

−W/l2, for l ≤ δ
, (4.3)

where W is the Hamaker constant, of order of few 10−14 erg. Retarded van der Walls
forces lead to −1/l5 behavior, which is expected to apply for l ≥ 500 Å;

(c) Vel(d) denotes the electrostatic repulsive interactions, present if membranes
are charged. For l compared to the Debye length, λE , of the ionic solution:

Vel(l) ∼ e−1/λE , (4.4)

where λE ∼ (ion concentration)1/2. If there are no ions between the membranes
apart from counterions, λE is infinite (in practice λE ≥ 103−104 Å in pure water)
and the electrostatic interactions lead to the Langmuir repulsion:

Vel(l) ∼ 1/l, for large l. (4.5)

Of course for small values of l there is a hard-wall like repulsion between membranes.
In practice, however, the hydration force is so big that one does not usually gets
to this regime: to overcome the hydration force one has to apply pressures of order
of a few 104 atmospheres (this can be done e.g. by applying osmotic stresses). The
large amplitude of the hydration forces is also responsible for l0 ≈ 30 Å � λh.

The direct interactions described by Eq. (4.1) have long been known. More
recently, it has been argued that, for l � 10−100 Å, the intermembrane interactions
are more complex.77 Since this question has not yet been settled satisfactorily we
shall assume the intermembrane forces to be well described by Eq. (4.1). As we shall
see in the next section this approach — at least for neutral membranes — leads to
quite an accurate description of lamellar phases.78

4.2. Fluctuations-Induced Interactions

Some lamellar phases of the amphiphilic systems can be swollen by adding the
solvent to extremely large interlamellar spacings (d0 > 10−4 Å!).79 In such cases the
lamellae can again be viewed as fluctuating, fluid, (and interacting) thin membranes,
with the thickness δ � l0. Some years ago, Helfrich63 pointed out that thermal
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fluctuations led to an effective repulsive interaction between membranes. For D = 2
and d = 3, he predicted that this effective potential could be expressed as

Vfl(l) � (kBT )2

κl2
. (4.6)

This interaction is of entropic origin: a membrane is hindered in its fluctuations by
the presence of another, neighboring membrane and therefore is repelled by it.

Equation (4.6) can be rederived from scaling arguments analogous to those pre-
sented at this school by M.E. Fisher in his lectures on wetting phenomena.80 First,
let us assume that the membranes are completely separated. Each membrane (which
we assume to be perfectly symmetric, so that the spontaneous curvature H0 = 0) is
governed then by the Hamiltonian (3.2). We shall omit nonlinear terms (assuming
(∇u)2 � 1), and put r = 0, so that we are left with

H0{u} =
∫

dDσ
κ0

2
(∇2u)2. (4.7)

This simple form of the Hamiltonian implies that a membrane segment of longitu-
dinal dimension, L‖, will typically make transverse excursions L⊥ ∼ Lς

‖, with81

ς =
5 − d

2
for D + 1 = d < d0 ≡ 5. (4.8)

Now, if the membranes are bound together, the transverse excursions are limited
and the largest “humps”73 have a typical size ξ⊥. Then, scaling arguments show
that these largest humps have an extension, ξ‖, with81

ξ⊥ ≈
(

C∞
kBT

κ

)1/2

ξς
‖, (4.9)

where C∞ ∼ O(1). These humps of the confined membrane lead to an increase of
the free energy per unit area81

Vfl(ξ⊥) ≈ CvkBT

(
kBT

κ

)τ/2

ξ−τ
⊥ , (d < 5) (4.10)

with Cv ∼ O(1) and τ = 2d−1
5−d . For d = 3, the Helfrich interaction (4.6) is recovered

provided one assumes that l ∼ ξ⊥. This relation is indeed valid for hard-wall inter-
membrane interactions (V (l) = VHW (l)) but does not hold in general: sufficiently
long ranged molecular interactions Vm(l) lead to ξ⊥ � l.81,82

Before we go any further, let us stress two important assumptions which have
been made implicitly here:

(i) the membranes are supposed to be quasi-planar. For separations l between
membranes larger than the persistence length ξp the membrane starts to crumple
and the above description does not hold;

(ii) nonlinear terms present in the Hamiltonian (3.12) are neglected. If one took
such terms into account a renormalization of the rigidity κ0 would follow. Thus the



April 21, 2004 19:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap03

82 S. Leibler

coefficient κ in Eqs. (4.6) and (4.10) should probably be thought of as κ0 renormal-
ized at lengths ξ‖61

κ = κ(ξ‖) (4.11)

4.3. The Competition between Molecular and Fluctuation-Induced
Interactions: Functional Renormalization

In order to study the interplay between direct, molecular interactions (between
planar membranes) and fluctuation-induced interactions in a systematic way one
cane introduce an effective Hamiltonian:

H{l} =
∫

dDx
{κ

2
(∇2l)2 + Vm[l(�x)] + Pl

}
, (4.12)

where l(�x) is a local distance between two membranes: l(�x) = u1(�x) − u2(�x), and
Vm is the molecular interaction described above. The linear term Pl represents the
osmotic pressure effect and/or corresponds to the constraint imposed on the average
distance between membranes: 〈l(�x)〉 = �l. The expression (4.12) implicitly contains
a small-distance cutoff, 1/Λ � δ.

The effective Hamiltonian (4.12) resembles the interface models studied in the
context of wetting phenomena (see the lectures by M.E. Fisher80). Here we sum-
merize briefly one of the most successful approaches used in this field: the functional
renormalization group (R.G.) method:83,84

(i) the functional R.G. represents an extension of Wilson’s approximate recursion
relation;85 the main idea underlying this method is to integrate out the membrane
fluctuations of the wavevectors induced between Λ/b and Λ, and then introduce a
change of scale: Λ/b → Λ, x → x/b and

l → l bς . (4.13)

Such a transformation acts as a nonlinear map, R, in the function space of direct
interactions, V (l), while it leaves the elastic term (∇2l)2, unchanged. This implies
that the variable l does not acquire an anomalous dimension;84

(ii) the initial interaction V (0)(l) ≡ V (l) is renormalized by successive applica-
tions of R:

V (N+1)(l) = R[V (N)(l)], (4.14)

where

R = [V (l)] = −vbD ln

{∫ +∞

−∞
exp

[
−1

2

(
z

a⊥

)2

− G(l, z)

]
/(2πa2

⊥)1/2

}
(4.15)

with

G(l, z) ≡ [V (bς l − z) + V (bς l + z)]/2z (4.16)
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and the free energy density scale

v ≡ kBT

∫ Λ

Λ/b

dDq/(2π)D (4.17a)

and the roughness a⊥ of the membranes arising from excitations of Λ/b ≤ q ≤ Λ:

a2
⊥ ≡ kBT

κ

∫ Λ

Λ/b

dDq

(2π)Dq4 (4.17b)

(iii) in the infinitesimal rescaling limit b = eδt, with δt → 0, one obtains the
nonlinear flow equation83

dV

dt
= D · V + ςl

∂V

∂l
+

B

2
ln

[
1 +

A2

B

∂2V

∂l2

]
(4.18)

with cut-off dependent scale parameters A and B.
(iv) comparing the present R.G. scheme with the original Wilson method85 one

can notice three main differences:

(1) normalization in R is chosen to preserve the form of V (N)(l) for large l;
(2) a⊥ is not arbitrary but chosen so that the R.G. transformation is exact in linear

order in V for all b and D;
(3) the “wave-function” renormalization included in (4.13) is exact (the exponent

η = 0);
(4) the fixed points are the potentials V ∗ such that R[V ∗(l)] = V ∗(l). In addition

to atrivial Gaussian fixed point V ∗
G ≡ 0 the numerical iterations of the recursion

relations (4.15)–(4.17) reveal the existence of two nontrivial fixed points, V ∗
0 (l)

and V ∗
c (l), for d < d0 = 5. In d = d0 = 5, these two fixed points do not bifurcate

from the Gaussian fixed point, V ∗
R = 0, but rather from a line of drifting fixed

points80,84 (see Fig. 4.3).

Fig. 4.3. Unusual bifurcation of fixed point potentials as a function of dimension d. [ Refs. 80, 84.]
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Fig. 4.4. Fixed point potentials obtained through functional renormalization group scheme
[redrawn from R. Lipowsky, Europhys. Lett. 7, 255 (1988)].

Within the subspace of molecular interactions, Vm(l), such that Vm(l) � 1/lτ ,
for large l

(
where τ = 2(d−1)

5−d

)
, there is no relevant perturbation at V ∗

0 (l), therefore
this fixed point has a large domain of attraction. In particular, a hard wall repulsion
is mapped onto V ∗

0 . This purely repulsive fixed point (see Fig. 4.4) can then be called
the “hard wall” fixed-point. In contrast, there is one relevant perturbation at the
other fixed point, V ∗

c (l); (see Fig. 4.4) we shall thus call it the “critical” fixed point.
We shall see below that it governs a new critical phenomenon: the critical unbinding
transition.

4.4. Complete versus Incomplete Unbinding and the Swelling
of Lamellar Phases

Imagine a lamellar phase consisting of a stack of membranes separated by layers
of solvent. The addition of solvent results in the swelling of the lamellar crystal.82

In the language of the Hamiltonian (4.12) this process corresponds to a relaxing of
the constraint (or a lowering of the osmotic pressure): P → 0. As P → 0, the mean
separation, l̄, of the membranes can attain a finite limit (l0, see Fig. 4.1), or become
arbitrarily large. These two cases correspond to incomplete or complete unbinding
respectively. It is clear that the behavior of the membranes for P → 0 will, in general,
depend on their molecular interactions, Vm(l). If these interactions are repulsive,
i.e., Vm(l) ≈ VR(l) ≥ 0 for large l, as it is the case for the Langmuir repulsion
Vm(l) ∼ 1/l, then the membranes will completely unbind as P → 0. On the other
hand, the direct interaction can also be attractive for large l: Vm(l) ≈ VA(l)+VR(l),
with |VA(l)| � VR(l) for large l. In this case, the membranes may not unbind
completely if VA(l) is sufficiently long-ranged and satisfies |VA(l)| � 1/l2 for large
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Fig. 4.5. The swelling of a lamellar phase can be viewed as the limit P → 0, where P is a
pressurelike variable. For values of Hamaker constant W smaller than the critical value Wc complete
unbinding takes place. In this (P, W ) diagram the critical unbinding transition corresponds to the
approach of (W, P ) = (Wc, 0). (Reprinted by permission of Phys. Rev. B 35 (1987) 7004.)

l (d = 3). For the systems described above, the van der Walls potential (4.3) satisfies

|VA(l)| � 1/l2, for large l (4.19)

and the membrane can unbind completely or incompletely depending on the
strength of the attractive interaction, VA(l)73,81 (and therefore depending on the
value of the Hamaker constant W — see Fig. 4.5). What happens can be determined
within the functional R.G. approach: the membranes unbind completely wherever
they interact through a molecular potential, Vm(l), such that it is mapped onto the
hard wall fixed point, V ∗

0 (l). Such a complete unbinding transition can be charac-
terizes by an exponent ψ:

l̄ ∼ 1/P 4, as P → 0. (4.20)

This critical exponent is correctly given by mean-field theory as long as Vm(l) =
VR(l) � 1/l2 (d = 3). This happens, for instance, for the Langmuir repulsion:82

ψ = 1/2 (d = 3). On the other hand for sufficiently short-ranged interactions with
|Vm(l)| � 1/l2 for large l, one finds the universal value (unconnected with the
nature of microscopic forces!): ψ = 1/3 (d = 3). This is a so-called weak-fluctuation
regime which is characterized by nonclassical critical exponents while the phase
boundary is still given by P = 0 as in mean-field theory. Not that in this regime
one can correctly take the fluctuation effects into account by adding to the term Pl

the Helfrich repulsion potential, VH(l), Eq. (4.6). This is not the case in general,
as we shall see later. These scaling regimes can be distinguished experimentally by
measuring the X-ray diffraction from the lamellar crystals.86,87 One can show82,88

that the effective Ginzburg–Landau Hamiltonian describing the lamellar smectic
phase can be written as

HG{u} =
∫

d2x‖dz

[
B

2

(
∂u

∂z

)2

+
K

2
(∇2u)2

]
, (4.21)
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where u(x‖, z) describes the displacements of the layers (on average perpendicular
to the z-axis), with

K =
κ

l̄
, B =

κl̄2

ξ4
‖ l̄

. (4.22)

The correlation length ξ‖ can be determined82 from the molecular potential, Vm(l).
For instance, for Vm(l) = Vh(l) + VvW (l) (see Eq. 4.1) one obtains for large
l̄B ∼ (kBT )2/κl̄3.

It is well known89 that the X-ray diffraction pattern from smectic crystals
exhibits Landau-Peierls singularities.

I(qz) ∼ (qz − qm)−(2−Xm), (4.23)

where qm = 2πm/l̄, (m = 0, 1, 2, . . .) and qz is the momentum transfer perpendic-
ular to the membranes. Figure 4.6 shows a series of such peaks as the function of
dilution (and thus with growing l̄). They are well fitted by (4.23) and the expo-
nent Xm can thus be extrated.87 We expect that the exponent Xm = kBTq2

m

8π(K·B)1/2

is independent of l̄ (for large l̄) in the weak-fluctuation regime,81,87 whereas it
depends explicitely on l̄ within the mean-field regime, e.g. Xm ∼ 1/l̄1/2 for Langmuir
repulsion.82 This qualitatively different behavior has indeed been observed in
recent high-resolution experiments.42 The weak-fluctuation regime behavior was
observed both in lipid/water systems and the quasi-ternary surfactant/oil/brine
systems diluted with the oil or the brine.87 By changing the ion concentration
and thus the Debye screening length one gets to the mean-field in the charged
systems.42

Fig. 4.6. X-ray diffraction data obtained by high-resolution experiments in lamellar phases of
quasi-ternary mixture [Refs. 3, 87]. The system is diluted by adding one component (oil). The
shape of the first peak (m = 1), which moves with dilution, is well fitted with the power-law
Eq. (4.23). (Reprinted by permission of Phys. Rev. Lett. 57 (1986) 2718.)



April 21, 2004 19:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap03

Equilibrium Statistical Mechanics of Fluctuating Films and Membranes 87

As a conclusion, these experiments constitute:

(i) the first quantitative measurements of the fluctuation-induced repulsion in
membrane systems;

(ii) a precise technique for estimating the elastic properties of fluctuating
membranes.

4.5. The Critical Unbinding Transition

Let us now assume that P = 0, in other words, that the lamellar crystal is in
equilibrium with the bulk solvent. We shall consider for example a molecular inter-
action of form Vm(l) = Vh(l) + VσW (l), see Eqs. (4.1)–(4.3). so that the attractive
part |VA(l)| � 1/l2, for large l. The parameters of such an interaction form a
low-dimensional subspace within this parameter space, there is a region where the
membranes are completely separated and another region where they are bound
together, as it is shown in Fig. 4.7 for instance. These two regions are separated
by a phase boundary which consists typically of second order transitions at which
l̄ diverges as

l̄ ∼ (W − Wcr)−ψ. (4.24)

These transitions, called critical unbinding transitions, are governed by the fixed
point V ∗

c (l) described above. A numerical study of functional R.G. equations leads
to81 ψ � 1.0.

It is important to stress that the prediction of the critical unbinding transition
could not be done just by superimposing the molecular forces Vm(l) and the Helfrich
interaction VH(l), Eq. (4.6). One then often talks about the “strong-fluctuation”
regime. For (nonretarded) van der Waals attractive forces dominating large l behav-
ior such a regime governs the critical unbinding for d < d∗ = 11

3 ,(81) and thus in
particular the physical d = 3 situation.

Up to now no clear evidence has been obtained of the existence of this non-
trivial critical phenomenon.81 Numerical studies however show that the values of
critical parameters (such as Wcr) lie in the range which can be attained in oreal
systems (e.g. for κ � 0.1−2×10−12 erg, δ = 40 Å, AH = 200 erg/cm2 and λH = 3 Å
one obtains81 Wcr = 6−0.6 × 10−14, a very reasonable value!). We believe there-
fore that critical unbinding can be observed in lipid/water systems (by varying the
temperature on the bending constant κ, e.g. through adding “cosurfactants”) or in
quasiternary systems (by varying the thickness of “membranes”, δ).

In any case the study of the stacks of membranes and, in particular, the study of
the swelling of the lamellar phases will contribute to our understanding of the inter-
actions between the membranes. This is turn can be crucial for the understanding
of many fundamental processes in membrane biophysics, such as membrane fusion,
exocytosis or endocytosis.1
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5. Membranes with Internal Degrees of Freedom

5.1. The “Membranology” of f-Membrane Systems

Up to now we have discussed only the thermodynamics of infinitely thin, or the-
oretical, “t-membranes”. As it was briefly mentioned in Sec. 3, however of free-
dom can strongly modify the thermal behavior of membranes. For instance, elastic,
“internal” degrees of freedom can induce a crumpling transition by coupling to the
shape-dependent, “external” variables.58 In real (“fat” or f-) membranes the inter-
nal structure, connected, with amphiphilic molecules, plays an important role. It is
one of the three essential aspects of membrane phenomena:

(i) “external” degrees of freedom, such as the curvature of membranes, their
area, . . .

(ii) “internal” degrees of freedom, such as the fluidity of the constituent
molecules, the tilt of the hydrocarbon chains, etc.

(iii) interactions between membranes.

Figure 5.1 shows how these three elements interact to produce some of the phe-
nomena we have been describing here lectures. In this last section we would like to
deal with the center of this “membranology” diagram, i.e. to consider phases the
description of which much be based on all three elements. In order to do so in as
progressive manner as possible we shall first study so-called curvature instabilities
in a single membrane, with internal degrees of freedom but without interactions.

We shall then consider a stack for such membranes and show that the interac-
tions among them can lead to a well-known phase behavior of the lamellar phases of
lyotropic liquid crystals. Since the problem of lamellar phases is already quite com-
plex (or rich, if one prefers to use this term to say so), in order to treat it within
a “reasonsable” framework, we have to make several simplifying assumptions, e.g.
neglect the thermal fluctuations described in previous sections. This theoretical
simplification will become even more drastic when we consider the cubic phases of
liquid crystals. The geometry of these phases is already rich complex enough for us
to forget about their thermodynamics altogether.

5.2. Curvature Instability in Fluid Membranes90,91

The simplest situation imaginable in which internal degrees of freedom modify the
behavior of a fluid membrane is the case when a single, scalar variable φ(σ) is
coupled to the local curvature of the membrane.90 Such a variable can represent (in
a more or less simplified way) various internal parameters:

(i) local density of amphiphilic molecules;
(ii) in a membrane made of two types of amphiphiles local concentration of one

of the components;
(iii) average local amplitude of tilt of hydrocarbon chains;
(iv) local thickness of the membrane; etc.
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Fig. 5.1. “Membranology”: the phenomena described in these lectures involve three essential
ingredients: “external” degrees of freedom (such as shape, topology etc.), “internal” degrees of
freedom and the interactions between membranes.

We shall assume that there is a phase transition associated with the variable φ(σ),
such that 〈φ(σ)〉 = 0 in the disordered (high temperature) phase, and 〈φ(σ)〉 
= 0 in
the ordered (low temperature) phase. For instance, the binary mixture of example
(ii) can have a consolute point below which the two constituents phase-separate.
Near this point, internal order within the membrane can be described by a Landau
Hamiltonian:90

H[φ] =
∫ {

b

2
(∇φ)2 +

A

2
(∇2φ)2 +

a2

2
φ2 +

a4

4
φ4 − µφ + · · ·

}
d2σ, (5.1)

where b, A, a2, a4 are phenomenological coefficients (assumed positive) and µ is the
chemical potential. Without the gradient terms (b = A = 0). Equation (5.1) gives
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the usual critical point at µ = a2 = 0, and a line of first-order transitions for: µ = 0,
a2 < 0.

Configurations of the membrane itself will be described here by the Gaussian
Hamiltonian (see Eq. (3.12))

H[l] =
∫ {

1
2
r0(∇l)2 +

1
2
κ(∇2l)2 + · · ·

}
d2σ (5.2)

and the nonlinear terms are neglected. Finally, the two lowest orders in the coupling
between the internal variable φ and the membrane shape can be written as91

HI [φ, l] =
∫

{Λφ(∇2l) + λφ(∇4l) + · · · }d2σ, (5.3)

where Λ and λ are two “coupling constants”. Equations (5.1)–(5.3) define the model
completely. It is interesting to consider a physical meaning of the coupling (5.3).
Let us do so on the example of the first term Λφ(∇2l). This term is nothing but the
spontaneous curvature term of the phenomenological Hamiltonian Eq. (3.1), since
Λ2l(σ) is the mean curvature at point σ. Here, however, the spontaneous curvature
H0 is directly proportional to the concentration variable, φ(σ) and thus varies within
the membrane. The physical source of such a term is easy to understand: imagine
that one constituent of the membrane is smaller than the other, e.g. it has only one
hydrophobic chain. As shown on Fig. 5.2 (on a simpler example of a monolayer) such
molecules will prefer to sit in curved regions of the membrane for purely “packing”
reasons. Thus their concentration φ(σ) is coupled to the local curvature of the film.
We expect that the phase separation between the two types of amphiphiles will be
followed by the formation of curved regions with a high concentration of one of
them. We call this phenomenon curvature instability.90

This expectation can indeed be confirmed by a simple treatment of our
model.91 If one neglects thermal fluctuations and limits oneself to one-wavevector
approximation one obtains91 the phase diagram shown in Fig. 5.3. The low temper-
ature phases H(IH) and S correspond to curved and ordered (〈φ〉 
= 0) phases of

Fig. 5.2. In a binary mixture of amphiphilic molecules the local concentration of one of the
constituants can be coupled to the local curvature of the film. This in fact is one of possible
sources of the spontaneous curvature H0.
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Fig. 5.3. Phase diagram in the (m, ε) plane where ε is the reduced temperature and m is the
reduced order parameter. Here, as an example, this order parameter is chosen to be the local
density of amphiphilic molecules. The two homogeneous phases: dilute (D) and condensed (C)
are separated by the hexagonal (H), stripe (S) and inverted hexagonal (IH) phases. Two-phase
coexistence regions between the various single phases are also shown. This phase diagram was
obtained in an approximation valid near the critical point [Ref. 91].

hexagonal and striped symmetries, respectively. The “mountains” and the “valleys”
of the curved membrane are at the same time the regions of high concentration of
one of the components.

Such ordered phases seem indeed to appear in membranes made of two dif-
ferent phospholipids. Experiments by E. Sackmann et al.92 show the existence of
both striped and hexagonally ordered phases. In these experiments, however, one of
constituents becomes solid in low temperature phases. The theory presented here
should thus be generalized in order to describe these systems.

It is tempting to connect the notion of curvature instability with the phenomenon
of echinocytosis observed in red blood cells.90 Figure 5.4 shows a red blood cell
in its echinocyte form: it has strongly curved regions of well defined sizes and
mutual distances. Although the shape transformation which leads to such struc-
tures (echinocytosis) can be induced by various biochemical factors (e.g. change of
pH, depletion of ATP, connected to aging, “glass effect” etc.) one of the simplest
and cleanest ways to bigger it is to absorb some small drug molecules into the
membranes.93 It can be shown that such molecules (e.g. anaesthetics) then absorb
preferentially in one of the two monolayers and that in fact their concentration
is higher in the “spikes”.93,94 Moreover the echinocytosis induced in such a way
is completely reversible: one can go back to usual forms simply by adding other
molecules which preferentially absorb in the other monolayer.93 Whether this phe-
nomenon really is a kind of curvature instability or only a complex biochemical
event (e.g. a modification of the elastic properties of the cytoskeleton) still remains
an open question.90 From a physical point of view it will probably be much more



April 21, 2004 19:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap03

92 S. Leibler

Fig. 5.4. Transformation from a normal discocyte to an echinocyte (echinocytosis) of a human
red blood cell. Note that the spikes have well-defined sizes and mutual spacings. Such transforma-
tions can be induced by an asymmetric adsorption of certain drugs. [Electron micrographs from
M. Bessis, M. Prenant, Nouv. Rev. Fran. Hémat. 12, 351.]

rewarding to study simpler systems, such as lipid/water mixtures, and look there
for the phenomena we have been describing.

5.3. The Polymorphism of Lipid/Water Systems: Different Kinds
of f-Membranes

As we already discussed in Sec. 1 amphiphilic systems present an unusual property
of polymorphism: even the simplest binary mixtures of e.g. lipids and water show a
large variety of thermodynamically distinct phases. In some of these phases lipids
form bilayers; this happens for instance in lamellar or cubic structures.4,71,95 Such
“membrane phases” seem — in principle — the simplest to explore theoretically.
In fact, one could describe them as systems of interacting, “fat”-membranes (f-
membranes) and consider the phase transitions between them as some kinds of shape
or topology transformations. What we hope is that this description is adequate, and
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that one does not need to refer to the full bulk theories (which take into account
all the microscopic degrees of freedom of the molecules, etc.).

We shall now present an effort in this direction: a phenomenological, mean-field
theory of the lamellar phases in (phospho-) lipids/water systems recently developed
by R.E. Goldstein and the author.78

5.4. Towards a Mean-Field Theory of Lamellar Phases

Consider lyotropic liquid crystals made for instance of neutral phospholipids and
water.96 The three best known lamellar structures for these systems are the Lα, Lβ

and Pβ phases.96,97

In a Lα phase the lamellae are fluid (disordered) and, on average, flat. This
phase was the one studied in Sec. 4, although we assumed there that the membrane
thickness δ was such smaller than the interlamellar spacing l̄. This is not the case
in general and one often observes δ ≥ l̄.96 If one lowers the temperature T , or
decreases the water content of the mixture, 1 − φ (as suggested by the adjective
lyotropic!), one goes to an ordered, “solid-like” phase, Lβ , in which the hydrocarbon
chains are ordered and molecules do not diffuse freely. In some systems, such as
phosphatidylcholines, PCs, an intermediate phase appears in a specific range of
the (T, φ)-diagram, between the Lα and Lβ phases. In this “rippled” Pβ phase the
lamellae present an undulated structure (Fig. 5.5), and almost solid-like diffusion
properties.97

In order to build a simple theory of these structural transformations we made
a straightfoward synthesis of two theoretical ingredients. The first one is a Landau
theory of the intramembrane melting transition.98,99 Many experiments carried out
on lamellar phases and on unilamellar vesicles reveal that at the point where this
transition takes place the bilayer thickness δ exhibits jump discontinuities.75,100

Thus, we base the Landau theory on a scalar order parameter ψ = (δ(T ) − δ0),
where δ0 is a reference thickness (e.g. that of the fluid phase). We allow ψ to vary
with the position vector �x within the membrane in order to include the possibility
of a Pβ phase. The choice of the order parameter as a simple scalar is an important
simplification since the lipid molecules possess many degrees of freedom: hydrocar-
bon chain conformation, molecular tilt, positional ordering etc. In order to fully
account for different symmetries and the details of different phase transitions, more
realistic theories must consider elaborate order parameters. Many aspects of the
global phase behavior, however, can be explained without referring to the detailed
molecular structure of the membranes.

The Landau–Ginzburg Hamiltonian of an isolated membrane is thus taken as

H [ψ] =
∫

d2x

{
1
2
Σ(∇ψ)2 +

1
2
K(∇2ψ)2 +

1
2
a2ψ

2 +
1
3
a3ψ

3 +
1
4
a4ψ

4
}

(5.4)

The temperature dependence of the coefficients is assumed to reside in a2 : a2 =
a′
2(T − T0). For a3 
= 0 this model leads to a first-order transition between the
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Fig. 5.5. (A) Transmission electron micrograph of a freeze-fracture replica of the Pβ phase of
DMPC. Ripple periodicity is about 12 nm. Ripples are often interrupted by defects, such as the
screw dislocation line that passes through this image. (B) Analog STM image of the replica with
no y scan. Scan speed is increased from 15Hz (bottom) to 30Hz (top). Although detail is washed
out in the fastest scans, the essential features are clear: (i) ripple periodicity is 13 nm and average
amplitude is 4.5 nm and (ii) the ripples are asymmetric, rising more steeply to the left than to
the right. (C) Digital STM image of the replica. The ripple amplitude and configuration are
well defined as in (B), although variations occur along the ripple. Note the fine structure that
crosses the ripples roughly orthogonal to the ripple direction. The distance scale is in nanometers.
(D) Computer zoom of the right-central portion of (C). The bands crossing the ripples are readily
apparent. At present, it is difficult to say if the banding reflects an underlying molecular structure
of the ripple phase, a structure inherent to the replica itself, or some unknown artifact. [Reprinted
from J.A.N. Zasadzinski et al. Science 239, 953 (1988).]

Lα(ψ = 0) and Lβ(ψ > 0) phases. The modulated Pβ phase appears if Σ becomes
smaller than some characteristic value Σ0(K, {ai}) < 0. In the one wave-vector
approximation this modulated phase is characterized by a sinusoidal modulation ψ =
ψ0+η0 cos(q∗x) with q∗ = (|Σ|/2K)1/2. The model (5.4) predicts that at the Pβ−Lα

transition q∗ > 0, except if Σ = a2 = a3 = 0, which corresponds to the so-called
Lifshitz point. At this point q∗ > ∞.101 We do not present here any microscopic
explanation why Σ becomes negative. One possible scenario could be analogous to
the coupling between the internal degrees of freedom and the modulation of the
lipid/water interface, similar to the one discussed at the beginning of this section.
The Hamiltonian (5.4) could then be considered as the one of Eqs. (5.1) and (5.2)
for which the φ degrees of freedom had already been integrated out.90

The second ingradient of the model is a continuum theory of molecules inter-
actions, Vm, between the membranes described in Sec. 4. In order to take the Pβ
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phase into account and make the theory self-consistent we generalize a theory of
hydration forces102 for the case of modulated interspace between membranes.78

The model is thus defined by the sum of intra-membrane Hamiltonians (1.4)
H(ψi) for each bilayer and the sum of interaction potentials Vm(ψi, ψi+1) for the
pairs of neighboring membranes. This effective Hamiltonian depends on the temper-
ature T and two phenomenological parameters: 〈ψ〉 — the average order parameter
and Φ — the water concentration, connected to the average distance l̄ between
membranes.78

The model can be solved in the mean-field approximation, i.e., neglecting alto-
gether the fluctuations within each membrane, as well as the undulations of the
membranes (discussed in the previous section). The phase diagrams thus obtained
are shown in Figs. (5.6a, b). Each of these diagrams can be applied to the systems
in which the rippled Pβ phase is absent or present, respectively. Both are in semi-
quantitative agreement with experiments in the following sense: in principle, there
exist enough independent structural and thermodynamic measurements to fix the
values of all material constants of the model and obtain those phase diagrams with-
out adjustable parameters. In fact, the diagram in Fig. (5.6a) (with Σ > Σ0) which
has no rippled phase, is like the one found in many phosphatidylethanolamines
(PEs);104 while that in Fig. (5.6b) (with Σ > Σ0) resembles the phase behavior of
phosphatidylcholines (PCs).105 In the absence of a complete set of thermodynamic
measurements on any single phospholipid system, we used the values typical of inter-
mediate length phospholipids. As a result we obtained a satisfactory agreement with
experimental data — for details see Ref. 78.

The present model not only leads to phase diagrams which are similar to those
found in experiments, and at the same time is consistent with the existing osmotic
stress measurements, and calorimetric and X-ray diffraction data,78 but also makes

Fig. 5.6. Temperature-composition phase diagram of multilamellar bilayer membranes, with Φ
the volume fraction of lipid. Inset: schematic drawing of the thin (Lα), modulated (Pβ), and thick
(Lβ) phases. EW denotes a phase of nearly pure (“excess”) water. Vertical scales are those of the
bare Landau coefficients (left) and in absolute degrees (right) as deduced from typical values of
the model parameters. (Reprinted by permission of Phys. Rev. Lett. 61 (1988) 2213.)
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new predictions which can be checked experimentally. For instance, our generaliza-
tion of the hydration interaction for the modulated surfaces leads to an additional
repulsion term proportional to q∗2, which may be written as H1(∇ψ(x))2 with
H1 ∼ H exp(−d/λh). Therefore, the effective gradient-squared term has the coeffi-
cient Σeff = Σ+H1 and becomes less negative with decreasing d. This also implies
that q∗ decreases exponentially with d. In fact, this prediction has recently been
verified in X-ray diffraction experiments.106

Note that the model presented here needs to be modified if one wants to describe
the order within membranes in detail. One knows now107 that there exist many dif-
ferent Lβ phases which differ by their in-plane translational and bond-orientational
order, as well as the tilt of their ordered molecules. The model should also be fur-
ther developed to include the effects of thermal fluctuations. We believe, however,
that this theory already includes some basic physics governing the phase behavior
of interacting membranes.

5.5. Cubic Phases as Crystals of f-Membranes

Developing the theory described above was facilitated by the simplicity of the geom-
etry of lamellar phases. The planar or sinusoidal interfaces between water and lipid
for instance make the calculation of the molecular interactions rather easy. This is
not the case for some other phases of lyotropic liquid crystals such as cubic struc-
tures. Figure 5.7 shows the micrographs of such structures found in chloroplasts
of Avena leaves108 as well as a schematic drawing based on these photographs.
Similar structures were found in many pure lipid/water systems.95,109 We can see
that in these equilibrium phases the amphiphilic molecules still form bilayers. One
can therefore consider cubic phases as the crystals of f-membranes. Precise X-ray
data are now available and show that the cubic phases of different crystallographic
symmetries can coexist71,110 in a single system.

Up to now, no simple thermodynamic theory of cubic phases has been devel-
oped. The only arguments explaining their existence are of a geometrical nature.111

Charvolin and Sadoc, for instance, developed a geometrical theory which is based on
the concept of frustration between chain stretching and the curvature of water/lipid
interfaces.112 Indeed, it is possible to show111,113 that one cannot curve the mem-
branes in such a way that the mean curvature of the water/lipid interfaces is
everywhere constant (and therefore equal to the spontaneous curvature H0 —
see Eq. (2.4) — of the monolayers) and, at the same time, the thickness of the
membranes also remains constant (see, Fig. 5.8). However, the cubic structures are
probably those which are closest to satisfying both these constraints simultane-
ously. Thus, one can view the cubic phases as the phases which relax the frustration
between two energy terms:

(i) the stretching energy of the chains, which try to keep the average length of
the hydrocarbon chains constant;

(ii) the curvature energy of each water/lipid interface.
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Fig. 5.7. Left: Electron micrographs of serial sections of a prolamellar body in an Avena leaf.
The sectioning is close to a major lattice plane. Right: the three-dimensional visualization by
Gunning [Ref. 108] of the membrane system occurring in the micrographs. Note that this structure
corresponds to a simple cubic “plumber’s nightmare” discussed in Sec. 3. [Reprinted by permission
of Mol. Cryst. Liq. Cryst. 63 (1981) 59 (Gordon and Breach Science Publishers S.A.).]

Fig. 5.8. (A): The normalized variance RH is a measure of the deviation from a constant value,
H0, of the mean curvature over the surface, which is at a fixed distance, �, off the minimal surface.
RH is shown vs. the lipid volume fraction φ� for different values of the ratio of 〈H�〉�/H0 where
〈H�〉� is the average curvature of the surface. If RH were zero, then this parallel surface would
have a mean curvature equal to H0 at every point. (B): R� measures the deviation from a constant
value �0 of the distance between the minimal surface and the surface of constant mean curvature
H. It is shown vs. the lipid volume fraction for different values of 〈�〉H/�0, where 〈�〉H is the
average distance of the constant H surfaces from the minimal surface. The fact that R� is so small
means that if the lipid head groups conform to the proper constant curvature surfaces, then the
thickness of the bilayer is nearly constant. [Ref. 111.]
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Of course it is not obvious whether a simple phenomenological model based on
these surface (interface) concepts can indeed be adequate. Moreover, the interac-
tions between the membranes, and in particular the interactions connected with
water structure, could play a very important role, as indeed they do for lamel-
lar phases.78,70 Therefore it is probably too early to claim that the frustration
described above provides the explanation for the appearance of the cubic structure.
The understanding of the geometrical properties of H = 0 and H = const triply-
periodic surfaces111,70 however provides a good starting point for developing the
future thermodynamic theories of the cubic phases and thus are important for the
study of lipid polymorphism.
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Abstract

Surfactants are amphiphiles that combine hydrophobicity with hydrophilicity
behavior; namely, they prefer to reside or to create spontaneously liquid/liquid
or liquid/gas interfaces. We give here three examples of amphiphilic systems:
(i) insoluble monolayers of lipids or fatty acids at the water/air interface — called
Langmuir monolayers. (ii) Micellar solutions where the solvent can be either an
aqueous solution or a non-polar organic solvent like oil. (iii) Microemulsions which
are thermodynamically stable, fluid, oil-water-surfactant mixtures; most microemul-
sions contain also cosurfactant (alcohol) and/or salt. In this extended abstract we
will briefly review some of the main results obtained for Langmuir monolayers and
microemulsions.

Insoluble amphiphilic monolayers spread on the water/air interface are of basic
interest because of their variety of two-dimensional phase transitions. In addition,
they serve as simple models for biological cell membranes. The main experimental
technique used to study Langmuir monolayers is a film balance technique which has
been invented by Langmuir (1917), (1933) (for a review see, e.g., Adamson (1982),
Gaines (1966)). Using this method, surface isotherms measuring surface pressure as
function of area per molecule yield a rich variety of surface phases (Gaines (1966)).
At very low surface pressures (less than 1 dyn/cm) the monolayer undergoes a two-
dimensional liquid-gas transition (Hawkins and Benedek (1974), Kim and Cannell
(1975), (1976a)). At higher surface pressure a peculiar “kink” in the isotherms
is seen in many experiments. The origin of this singularity is not clear and is a
matter of dispute (Pallas and Pethica (1985), Middleton et al. (1984), Bell et al.
(1981), Legre et al. (1984) and reference therein). It has been interpreted either as
a second-order transition between two liquid phases (termed “liquid-expanded” and
“liquid-condensed”) or as a first-order transition between liquid and solid phases

103
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under poorly controlled conditions: presence of impurities, undersaturated water
vapor pressure, retention of the spreading solvent, or non-equilibrium determina-
tion of the isotherms (Middleton et al. (1984)). At the very compressed state, the
monolayer behaves as a solid. It is rather incompressible and will collapse as the
surface pressure becomes too high (roughly of the order of 30 dynes/cm).

Recently, other experimental techniques have been developed and applied to
the study of structural properties of monolayers. Among others they include elec-
tric surface potential (Helm et al. (1986), Middleton and Pethica (1981), Kim and
Cannell (1976b)), viscoelastic measurements (Abraham et al. (1985)), non-linear
optics (Rasing et al. (1985)), epifluorescence microscopy (McConnell et al. (1984),
Löesche et al. 1983), Löesche and Möhwald (1984), Löesche and Möhwald (1985),
Moore et al. (1986)), and grazing incident X-ray diffraction from a synchrotron
source (Kjaer et al. (1987), Dutta et al. (1987), Barton et al. (1988)). The epiflu-
orescence microscopy, for example, allows direct visualization of monolayers on a
length scale of micrometers. In lipid monolayers, an organization of liquid-like and
solid-like regions repeating themselves periodically is observed. Those domains can
be stripe-like, rounded, or spiral with a definite hardness for monolayers of chiral
lipids. The grazing incident X-ray diffraction allowed, for the first time, to obtain
microscopic structural information on monolayers directly on the air/water inter-
face. Crystalline order has been examined and positional as well as orientational
correlation lengths have been calculated. We expect that these two advanced meth-
ods — X-ray scattering and epifluorescence microscopy — will hopefully clarify in
the future the nature of the liquid-expanded liquid-condensed transition.

On the theoretical level, a simple Van der Waals equation of state has been
proposed to describe the dilute regime of monolayers (Langmuir (1933), Kirkwood
(1943), Adamson (1982)). For the more condensed phases the situation is less clear.
Several works proposed an explanation of the liquid-expanded liquid-condensed
transition by a coupling between the monolayer surface concentration and an addi-
tional orientational order parameter of the chains (Legre et al. (1984)). Recently, a
possible explanation of the modulated structure seen in the epifluorescence experi-
ments has been proposed (Andelman et al. (1985), Keller et al. (1986), Andelman
et al. (1987a)). Phase diagrams involving transition between stripe, hexagonal and
isotropic phases have been calculated close to a critical point using a Landau-
Ginzburg expansion and at low temperatures. The main idea is to consider the
effect of dipolar interactions on the creation of modulated phases. The dipoles can
be either permanent or induced in a charged monolayer. The competition between
the long-range dipolar interaction and the two-dimensional line tension determines
the periodicity of the undulations. Other interesting questions which have been
recently addressed include the dynamics of growth and spinodal decomposition of
dipolar monolayers in the absence of gravity (Brochard et al. (1987)), and chi-
rality discrimination in racemic monolayers of lipids which show spiral growth
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(McConnell et al. (1984), Löesche and Möhwald (1984) and (1985), Andelman and
deGennes (1988), Andelman (to be published)).

A different type of an amphiphilic system forming a complex fluid are microemul-
sions. Like regular emulsions, these are fluid mixtures of oil, water and surfactant
but where the oil and water remain separated in coherent domains that are quite
small; typically of the order of tens or hundreds of Angstroms in size. Because the
surfactant molecules prefer the water-oil interface over bulk oil or water environ-
ments, they create an extensive oil-water interface inside the bulk phase. Moreover,
due to their small droplet size, microemulsions are believed to be thermodynami-
cally stable.

For many years, microemulsions were studied especially with regards to their
phase diagrams (Shinoda and Saito (1968), Robbins (1977)). For a review see Mittal
(1977), Mittal and Lindman (1984) and (1987). More recently, experiments probing
structural and physical behavior have been performed. For a review on these newer
experimental techniques see, e.g., Safran and Clark (1987), Meunier et al. (1987).
More microscopic investigations involve light, X-ray and neutron scattering (Huang
et al. (1983), Auvray et al. (1984)) and quenched freezing electron microscopy (Jahn
and Strey (1987)). Experimentally, it has been observed that the configuration of
the oil and water domains varies with the relative composition of water, oil and
surfactant. For small fractions of oil in water or water in oil, the structure is that
of compact globules (Calje et al. (1977), Robbins (1977), Ober and Taupin (1980),
Roux et al. (1984), Huang et al. (1983), Kotlarchyk et al. (1984)). However, when
the volume fractions of oil and water become comparable, one expect random bicon-
tinuous structure to form (Scriven (1977), Auvray et al. (1984), Kaler et al. (1983),
Talmon and Prager (1978) and (1982), Cazabat et al. (1982)). Under other con-
ditions, for example, when the volume fraction of the surfactant is higher than
a few percent, various ordered structures reminiscence of liquid-crystalline phases
may also arise (Ekwald (1975), Bellocq and Roux (1986), Smith (1984)). Those are
phases such as cubic, lamellar or cylindrical and show Bragg peaks in scattering
experiments.

Microemulsion phases exist as single phases or coexist with excess water,
excess oil or both. We will not discuss here more complicated multiphase coex-
istences. Of particular interest is the so-called middle-phase microemulsion where
the microemulsion phase coexists simultaneously with both excess water and oil. In
such situations the liquid/liquid interfacial tension is ultralow: 10−3–10−5 dynes/cm
(Saito and Shinoda (1970), Ruckenstein and Chi (1975), Guest and Langevin
(1986)). The middle-phase microemulsion can be used in applications like chem-
ically enhanced oil recovery (Shah (1981)). Temperature, salinity and the cosurfac-
tant (alcohol) also play an important role in the relative stability of one phase with
respect to the others and the global extent of the coexistence regions (Cazabat and
Langevin (1981), Mittal and Lindman (1984), (1987), Safran and Clark (1987)).
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Theoretically, the most challenging problems are the ones related to the inter-
play between structural properties and macroscopical phase behavior. In addition,
it is highly desired both from basic and applied point of views to understand the
influence of external controlled parameters such as temperature, salinity, and cosur-
factant concentration on micro- and macroscopical properties. Two different theo-
retical approaches have been proposed to predict phase diagrams and structure. The
first one is the so-called “phenomenological” approach where the surfactant inter-
faces are considered as independent entities. Those interfaces separating regions of
oil and water are characterized by model dependent energetics. In most of the pro-
posed models, each fluctuating interface is characterized by interfacial and curvature
energies. Since the characteristic length scales are much bigger than molecular sizes,
a continuum approximation that depends on several parameters can be made. For
microemulsion phases of compact globules (spheres or cylinders), in the very dilute
limit (e.g., a small volume fraction of water in oil), the stability, phase diagram and
fluctuations of such objects have been calculated (Huh (1979), (1984), Safran and
Turkevich (1983), Safran et al. (1984), Roux and Coulon (1986)). In some cases
globule-globule interactions have been considered as well. For cylindrical phases,
fluctuations can be treated similarly to the case of semi-flexible polymers in solu-
tion (Safran and Turkevich (1983), Safran et al. (1984)).

However, no doubt that the phase which is the most difficult to understand from
first principles is the bicontinuous phase, since it is composed of an ensemble of ran-
dom fluctuating surfactant interfaces separating coherent regions of oil and water on
length scales of many individual molecules. The first attempt to deal with the bicon-
tinuous phase from a thermodynamical point of view has been proposed by Talmon
and Prager (1978) and (1982). Later works developed more refined models predict-
ing phase diagrams of bicontinuous phases (Jouffroy et al. (1982), Widom (1984),
Safran et al. (1986), (1987) and Andelman et al. (1987b)). Most of these works have
considered the surfactant film as a two-dimensional fluid whose energy is mainly
determined by its curvature coefficient and spontaneous radius of curvature. In one
case (Widom (1984)), the film has been treated as a compressible two-dimensional
fluid of surfactant molecules. The stability of the macroscopic phase depends on
the delicate balance between the configurational energy (interfacial and curvature)
and the entropy of such fluctuating interfaces. The free-energy that determines the
phase behavior is calculated within mean-field approximation and in some works
(Andelman et al. (1987b), Safran et al. (1986), (1987)) the size-dependent bending
(curvature) coefficient (Helfrich (1973), (1978), (1985) and (1987)) is taken explic-
itly into account. Some results exist already on the influence of temperature, salinity
and cosurfactant on the phase behavior but only in an indirect way. It is thought
that salinity and cosurfactant influence the bending constant and the spontaneous
radius of curvature (deGennes and Taupin (1984)). Calculations of phase behavior
as function of the latter two parameters exist (Cates et al. (1988)), but the actual
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dependence of those parameters on the experimentally controlled variables: salinity,
cosurfactant and temperature is not presently known in a more quantitative way.

Scattering and quenched freezing microscopy of the random bicontinuous
microemulsion support the generally believed picture of the structure of this phase
(Auvray et al. (1984), Jahn and Strey (1987)). Theoretical calculations of the struc-
ture factor of the bicontinuous phase have been done either starting from a purely
geometrical construction of the bicontinuous phase (Zemb et al. (1987), Teubner
and Strey (1987), Berk (1987), Vonk et al. (1988)) or by calculating the fluctua-
tions around the mean-field free energy used for the phase diagram (Milner et al.
(1988), Widom (to be published)).

We briefly mention the other theoretical approach of calculating phase diagrams
of microemulsion. The starting point here is to introduce a lattice model for the
three component liquid mixture: water, oil, and surfactant (Wheeler and Widom
(1968), Widom (1986), Schick and Shih (1986), Chen et al. (1987)). Interactions
between single molecules are introduced and the amphiphilicity of the surfactant is
simulated by introducing a preferred interaction of one surfactant molecule to have
as its nearest neighbor an oil molecule from one side and a water molecule from the
other side. In this way, the tendency of the surfactant molecule to form an interface
between the oil and water is achieved. Further refinements of this microscopic spin
model were introduced by considering longer-range interactions. Such an approach is
suitable to the study of concentrated surfactant solutions where ordered phases are
formed. For surfactants that are partially miscible in the two solvents, thus having
a poor amphiphilicity, such an approach is based on a generalized three-component
liquid mixture model. However, for bicontinuous phases of surfactants that are quite
immiscible in both solvents, it is very difficult to obtain structural information on
mesoscopic length scales starting from such a microscopical model although these
models give a possible explanation for the ultralow surface tension and predict phase
diagrams that capture some of the features of the middle-phase microemulsion.

In this short contribution we summarized current research interests in
microemulsions and Langmuir monolayers. Emphasis has been put on the more
microscopical and physical approach exploring the connection between phase tran-
sitions and structure. We hope that recent advances in experimental techniques will
induce more theoretical investigations of these systems. As is discussed in more
details by the other contributors to this book, the physics of fluctuating membranes
and interfaces is quite interesting and novel from a theoretical point of view. Hope-
fully, those novel ideas will be applied in the future to more specific, and in some
sense more complicated, amphiphilic systems as the ones mentioned here.
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46. Löesche, M. and Möhwald, M., J. Phys. Lett. (Paris) 45, L785 (1984).
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CHAPTER 5

PROPERTIES OF TETHERED SURFACES

Yacov Kantor

School of Physics and Astronomy,
Tel Aviv University, Tel Aviv, Israel

The statistical mechanics of polymerized surfaces is discussed. The radius of gyra-
tion, Rg, of a model system, representing a flexible surface without excluded vol-
ume interactions, increases as

√
ln L, where L is the linear size of uncrumpled

surface, i.e., the surface overfills the embedding space. With excluded volume
interactions the surface expands but remains very crumpled and its Rg increases
as Lν , with ν ≈ 0.8, in a three-dimensional space. Very rigid surfaces are asymp-
totically flat. As the rigidity of the surface varies, it undergoes a second order
phase transition with diverging specific heat from a crumpled to a flat state.
These lecture notes stress the analogies and relations between the surfaces and
D-dimensional manifolds and branched polymers.

1. Introduction

1.1. What is a “Tethered Surface”?

Recently there have been many studies of random two-dimensional surfaces. (For a
review, see Frölich (1985).) Some studies focused on random surfaces related to high-
temperature plaquette expansions of lattice gauge theories (see, e.g., Parisi (1979),
Drouffe et al. (1979)), while others stressed the properties related to condensed
matter physics, such as the behavior of membranes (see, e.g., Helfrich (1987), and
references therein). However, there is no single universality class encompassing all
surfaces (Cates, 1985a). It is, therefore, important to clearly define the type of
surface one is considering.

In these lecture notes, I consider a system of particles (atoms or monomers) that
are connected to form a regular two-dimensional array embedded in d-dimensional
space. The precise type of the two-dimensional lattice is not important. Figure 1
depicts a triangular network of particles in a three-dimensional space. The precise
form of the “bonding potential” between the neighboring particles of the network is
also unimportant. However, it is essential that the bonds between the adjacent
atoms or monomers of the array cannot be broken. This feature is typical for
many polymeric structures, where at the experimentally relevant temperatures the

111
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Fig. 1. Triangular tethered surface embedded in a three-dimensional space. The picture in the
lower right corner depicts the topology (connectivity) of the surface. Positions of the particles in
the internal (two-dimensional) coordinate space are determined by vector x. The actual positions
of the particles as shown in the main figure are the three-dimensional external coordinates r(x).
Boundary bonds and corner particles are shown in black.

bonds are practically unbreakable. Thus, the surfaces preserve their connectivity

and will be denoted “tethered (or polymeric) surfaces” (Kantor et al., 1986). Such
objects can be created by cross-linking of monomers on liquid-liquid, or liquid-
gas, or solid-gas interfaces. A typical example of such a structure is cross-linked
poly(methyl methacrylate) extracted from the surface of sodium montmorillonite
clays (Blumstein et al., 1969). Alternatively, polymeric surfaces can be obtained by
cross-polymerization of lipid bilayers (see, e.g., Fendler and Tundo (1984)).

The physical properties of tethered surfaces differ significantly from the prop-
erties of liquid surfaces. In particular we shall see that the tethered surfaces may
be in both crumpled and flat states, while the liquid surfaces are always crumpled
beyond a certain persistence length. One can understand the origin of the differ-
ences by considering a simple example: Suppose we are trying to “fold” a flat surface
of size L × L into a spherical shell of the same area. Clearly, one cannot perform
such folding with a piece of paper (without cutting it) since it requires stretching
and compression of various areas of the sheet. On the other hand, if we allow a
free motion of the molecules along the surface (i.e., remove the fixed connectivity
constraint), such “folding” will become possible. Thus, the fixed connectivity is an
essential part of the model described in these lecture notes.
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1.2. The Tethered Surface as a Polymer

Fixed connectivity of tethered surfaces provides some conceptual and technical
advantages:

(a) The infinite strength of the bonds within the surface ensures the integrity of
that object. One can, at least in principle, consider a single surface with definite
microscopic interactions, and deduce the long wavelength behavior of the sur-
face. Unlike its liquid counterparts, a single polymeric surface cannot evaporate
even in the absence of external pressure or external reservoir of monomers, i.e.
a “freely suspended” tethered surface is in a true thermodynamic equilibrium.

(b) Fixed connectivity provides a convenient and natural way to describe the sur-
face. In this sense, the tethered surface closely resembles a linear polymer. The
spatial conformation of a linear polymer can be described by a set of position
vectors r(x), where x is the internal index (number of a monomer along the
chain), while r is the position of that monomer. A natural generalization for
a two-dimensional surface, is made by using a two-dimensional vector x which
denotes the internal position of the atom (i.e., its location within the array),
as depicted in Fig. 1. Such use of a fixed (flat) internal space, and its clear
separation from the external variable r, on which the Hamiltonian of the sys-
tem depends, enables an unambiguous definition of the statistical measure, thus
avoiding some problems regarding a proper measure, which may occur in, say,
liquid surfaces.

One should view a tethered surface not only as a member in the large family
of two-dimensional objects, but also, as a particular case of a polymeric structure.
It is very useful to consider the two-dimensional polymeric surface as a particular
case of D-dimensional polymeric manifolds, or as a case of a branched polymer.
Throughout these lecture notes, I will stress the analogies between these surfaces
and other polymeric structures.

These notes are based on work which was done in collaboration with M. Kardar
and D. R. Nelson. I have attempted to provide a self-contained description of the
main features of these surfaces, and have stressed the main problems which have
yet to be resolved. Since the subject is undergoing rapid development, I did not
attempt to make its review exhaustive, but rather tried to supply the reader with
the main references, where he can find a more detailed description.

The following section describes the behavior of oversimplified models for poly-
meric structures, which are both flexible and have no excluded volume interactions.
Section 3 analyzes the effects of the excluded volume. Finally, bending rigidity is
added to surfaces in Sec. 4, bringing the model close to realistic structures. In
Sec. 5, I summarize the properties of the tethered surfaces and discuss the possible
extensions and further directions in the development of this subject.
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2. Phantom Chains and Networks

2.1. Linear Polymers

Linear polymers are formed by interconnection of a large amount of chemical
(monomeric) units into a (topologically) linear structure, where each monomer is
connected only to two other monomers. Despite the complexity of macromolecular
structures, some of their properties are remarkably simple, and independent of their
detailed chemical composition. (For a review, see, Flory (1979), de Gennes (1979).)
The origin of such “universality” can be understood from the following idealized
model: Consider a linear chain consisting of L freely-jointed rods, embedded in d

dimensions. The length of each rod a is fixed, while the angle between the neigh-
boring rods is not restricted (see, e.g., Weiner (1983)). Each spatial conformation
of such a chain is a particular example of an L-step random walk. Since the vector
connecting the end-points of the chain r is a sum of L independent individual step
vectors, its probability distribution p(r) approaches a Gaussian form

p(r) ∼ e(−d/2La2)r2
, (2.1)

as L → ∞. Actually the probability distribution approaches its limiting form very
fast, and for L ∼ 10, it is already barely distinguishable from the Gaussian. This
limiting behavior is a direct consequence of the central limit theorem, and does
not depend on the binding potential between the neighboring monomers of the
chain. For an arbitrary binding (central force) potential, (2.1) is the ultimate (L →
∞) result, provided that a2 in that expression is replaced by the mean-squared
distance between a pair of neighboring monomers. Introduction of bending forces
or restriction of the angles between the successive bonds of the chain complicates
the treatment (see, e.g., Weiner (1983)), but results only in the replacement of a in
(2.1) by an effective length (“Kuhn statistical segment”), and replacement of the
actual number of monomers L by the number of Kuhn segments.

One may think of (2.1) as a statistical weight generated by a Hamiltonian

H =
1
2
kBT

d

La2 r2 (2.2)

of a “Gaussian spring”, with a temperature dependent force constant. Notice, that
it differs from a regular “Hookean spring”, by the fact that it has a vanishing
equilibrium length. It is important to realize the entropic origin of the behavior
described by (2.2): The “spring-like” Hamiltonian (2.2) simply indicates, that when
two ends of the molecule are brought closely together, the phase space available
for the intermediate points of the chain is larger. This H essentially represents the
−TS term in the expression for the free energy F = U −TS, where U is the energy
and S is the entropy.

It is convenient to subdivide a very long molecule into submolecules, each of
which is large enough to be described by (2.2). The “energy” of the entire molecule
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will now become a sum of the contributions of several Gaussian springs:

H

kBT
=

1
2
K0

∑
x

[r(x + a) − r(x)]2, (2.3)

where x is the internal coordinate of a unit (monomer or submolecule), measuring
its position along the chain, and a is the distance between the successive units. In
the continuum limit (2.3) is replaced by

H

kBT
=

1
2
K

∫ (
dr
dx

)2

dx. (2.4)

One should keep in mind, that here, and through the entire Sec. 2, we limit
the interaction of a monomer to few neighboring monomers along the chain and
completely disregard the interactions between the monomers located at the remote
parts of the chain. An important omission of the model is the absence of the steric (or
excluded volume, or self-avoiding) effect: In reality two monomers cannot occupy the
same position in space, and must repel each other, when they come close together.
(Of course, the details of the interaction also depend on the solvent in which the
polymer is placed.)

2.2. Gaussian Networks and Surfaces

A natural generalization of a linear polymer is a network of Gaussian chains, such
as depicted in Fig. 2. It is defined by a set of nodes {i} connected by Gaussian
springs with force constants Kij , i.e., the Hamiltonian of the network is

H

kBT
=

1
2

∑
i,j

Kij(ri − rj)2. (2.5)

Notice that (2.5) already assumes that the nodes are interconnected via long chains,
described by “energies” proportional to the squared end-to-end distance. In general,
we cannot prove, that a network of monomers with more realistic microscopic poten-
tial indeed approaches the form (2.5) on, say, sufficiently long length-scales.

The geometrical properties of Gaussian networks are extremely simple. Usually,
one can calculate the mean-squared distance between two nodes, say l and m,

Fig. 2. Example of a network. Full circles (•) denote the nodes. For a Gaussian network, the lines
depict the connecting springs. For a resistor network, the lines represent conductances Kij .
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since the thermal averaging of (rl− rm)2 for the Hamiltonian (2.5) only requires
calculation of the Gaussian averages:

〈(rl − rm)2〉 =
∫

(rl − rm)2e−H/kBT
∏

i dri∫
e−H/kBT

∏
i dri

. (2.6)

This type of average can be easily performed for simple networks (see, e.g.,
Kardar and Nelson, 1988), such as periodic arrays of monomers. However, for more
complicated networks, it is useful to notice a simple relation between this statistical-
mechanical problem, and the conductivity problem in a resistor network. Such a
relation has been known (in various forms) in polymer physics for quite some time,
and has been used, in conjunction with various approximations to discuss entropic
elasticity (see, e.g., Stauffer et al. (1982)). However, only recently it has been used
(Cates, 1984, 1985b) to apply our understanding of the resistor networks to the field
of polymer physics. In the absence of a convenient reference, I present a somewhat
detailed proof of the exact relation.

Consider a resistor network with a connectivity defined in Fig. 2, where Kij is the
conductance of an elementary resistor connecting the nodes i and j. The two-point
resistance Rlm between the nodes l and m equals the potential difference φl − φm

between the nodes divided by the current I which is injected in l and extracted at
m. The potential difference can be found from the solution of Kirchhoff’s circuit
rules, which is equivalent to minimization of heat dissipation. Thus, the conductance
problem is reduced to the minimization of S defined by

S ≡ S0 − I(φl − φm), (2.7a)

S0 ≡ 1
2

∑
i,j

Ki,j(φi − φj)2, (2.7b)

where the second term on the r.h.s. of (2.7a) accounts for the fact that the minimiza-
tion is performed under the restriction, that the current I is injected and extracted
at l and m respectively, by an external current source. One can further replace the
minimization of the quadratic form S by averaging with the Gaussian weight e−S

to obtain

Rlm =
[
φl − φm

I

]
min{S}

=

∫ [
φl−φm

I

]
e−S

∏
i dφi∫

e−S ∏
i dφi

=
∫

(φl − φm)2e−S0
∏

i dφi∫
e−S0 ∏

i dφi

(2.8)

(cf., Stephen, 1978). We now notice that (2.6) and (2.8) almost coincide. Although
(2.6) involves integrals over d-dimensional vectors ri, each component of the vectors
can be integrated separately, and we essentially have d identical scalar integrals.
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Thus we obtain a simple relation between the mean-squared distance in the statis-
tical mechanics and the resistance:

〈(rl − rm)2〉 = dRlm. (2.9)

In polymer physics, one usually characterizes the spatial extent of a network by
its squared radius of gyration

R2
g ≡ 1

2N2

∑
i,j

〈(ri − rj)2〉. (2.10)

In the case of a Gaussian network one may use (2.9) to relate this radius to the
resistance of an analogous resistor network

R2
go = dR. (2.11)

Here, R is the two-point resistance averaged over all possible pairs of the nodes of
the network. It is important to notice, that Rgo strongly depends on the connec-
tivity (topology) of the network, and, except for a trivial multiplicative factor, is
independent of the dimension d of the embedding space.

The simplest generalization of a linear polymer is a D-dimensional manifold.
D = 1 corresponds to a linear polymer, while D = 2 is a “regular” surface. We
consider a manifold of internal dimensions L×L×· · ·×L (D times). It is convenient
to index the monomers of the manifold in the internal coordinate space by a D-
dimensional vector x (see Fig. 1). The general expression (2.5) now simplifies, since
the summation now is performed only over the pairs of neighboring monomers of
the manifold. In the continuum limit, a simple generalization of (2.4) is

H

kBT
=

1
2
K

∫
(∇r)2dDx (2.12a)

(∇r)2 ≡
D∑

i=1

(
∂r
∂xi

)2

. (2.12b)

The extent to which a manifold is crumpled in the embedding space can be charac-
terized by the critical exponent ν, which relates the spatial extent of the manifold
to its internal size L

Rg ∼ Lν . (2.13)

Alternatively, one can use the fractal dimension df (Mandelbrot, 1977, 1982) to
relate the mass (number of monomers) of the manifold N to its size in the embedding
space

N ∼ R
df
g . (2.14)

Since for a D-dimensional manifold N = LD, these two indices are related by

ν = D/df . (2.15)

One can find the critical exponents for Gaussian manifolds either by a direct
calculation of (2.6) with the Hamiltonian (2.12) (Kardar and Nelson, 1988) or by
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a simple recollection of the distance (L) dependence of the potential produced by
a point charge in electrostatics (or produced by a current inserted at a point in
conducting medium) in D-dimensional space, and taking advantage of the relation
(2.11). Either way one finds, for D ≤ 2:

νo =
2 − D

2
, (2.16a)

dfo =
2D

2 − D
, (2.16b)

where the additional subscript o indicates that the exponents are related to the
Gaussian manifolds.

For a two-dimensional surface (D = 2), the exponent νo vanishes and the fractal
dimension is infinite, since for such manifolds

R2
go =

d

πK
lnL. (2.17)

One can visualize a surface as, say, a triangular network of Gaussian springs embed-
ded in d dimensions (Kantor et al., 1986). [A somewhat related, but not equivalent,
model has been considered by Billoire et al. (1984) and Gross (1984).]

Networks with irregular connectivity usually cannot be solved analytically. How-
ever, one may take advantage of the fact that the conductivity of the numerous
types of fractal structures, such as lattice animals, percolation clusters or cluster
aggregates, has been investigated numerically. Typically, numerical investigations of
fractals on the lattices are concerned with the establishment of a relation between
the mean resistance R of such a fractal and its linear size (on the lattice) L, i.e.
calculation of the critical exponent ζ̃ defined by

R ∼ Lζ̃ . (2.18)

The fractal dimension dfl, which relates the mass of the fractal N to its linear size L

on the lattice is also measured. These two exponents combined with the relation
(2.11) suffice for the calculation of the radius of gyration Rgo of a Gaussian network,
which has the same connectivity as the lattice fractal. Thus for fractals we find

νo = ζ̃/2, (2.19a)

dfo = 2dfl/ζ̃. (2.19b)

The exponent νo is not a very useful quantity for fractal networks, since it relates
Rgo to the linear size of lattice fractal, which depends on the choice of embedding
of the network on a lattice: E.g., the same linear polymer can be represented on a
lattice as a straight line and as a random walk, thus leading to different values of the
linear size of the fractal, and to different values of νo. On the other hand, dfo relates
Rgo to a physically well-defined mass N of the fractal. Since dfo may depend only
on the connectivity of the structure, while both dfl and ζ̃ depend on the particular
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embedding, it is not surprising that dfo depends only on the ratio between the
two. Actually, it can be reexpressed in terms of spectral (or fracton) dimension
(Alexander and Orbach, 1982; Rammal and Toulouse, 1983) d̃ ≡ 2dfl/(ζ̃ + dfl):

dfo =
2d̃

2 − d̃
. (2.20)

Notice the relation between (2.16b) and (2.20) — the spectral dimension plays the
role of the dimension of the manifold in the case of fractals.

2.3. Properties of Phantom Tethered Surfaces

In the previous subsection, I did not address the question, whether a tethered (two-
dimensional) surface with realistic interatomic interactions approaches the Gaussian
form (2.12) in the long wavelength limit. As an example, let us consider a triangular
array of monomers embedded in a d-dimensional space, such as depicted in Fig. 1.
The Hamiltonian with pairwise nearest-neighbor interactions is

H

kBT
=

∑
〈x,x′〉

V [r(x) − r(x′)], (2.21)

where x and x′ are the internal coordinates of a pair of neighboring monomers, while
r’s are their positions in the external (embedding) space. Since the self-avoiding
interactions between the distant parts of the surface are ignored, i.e., the surface
can freely cross itself, it will be denoted “phantom surface”.

In the previous subsection, I have shown that the model is solvable for V (r) =
1
2K0r

2. In particular, the radius of gyration of a finite surface is given by (2.17).
Unfortunately, such a potential prefers the neighboring monomers to be located at
the same point, and poorly represents any realistic microscopic interaction. Since
other choices of V(r) produce analytically unsolvable problems, we must resort to
more approximate techniques. One such method is to construct an approximate
renormalization group via Migdal–Kadanoff bond-moving approximation for inte-
grating out the intermediate particles (Kadanoff, 1976). Since the high connectivity
of a two-dimensional array prevents an exact rescaling, the Migdal–Kadanoff pro-
cedure replaces the actual connectivity by its approximation, i.e., the interactions
are moved as shown in Fig. 3 to produce an isolated one-dimensional set of degrees
of freedom. This approximate step conserves the number of bonds in the original
problem and is followed by an exact decimation of a subset of particles.

It can be verified analytically that any Gaussian spring potential is exactly
invariant under such transformation. We confirmed numerically (Kantor et al., 1987)
that several simple potentials converge to a Gaussian spring potential under the
repeated application of Migdal–Kadanoff approximation.

Going beyond the approximate rescaling of the potential, the asymptotic Gaus-
sian behavior was confirmed numerically by a Monte Carlo (MC) simulation
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Fig. 3. Migdal–Kadanoff rescaling procedure for a triangular lattice: the first approximate step
changes the connectivity of the lattice, and is followed by exact decimation.

(Kantor et al., 1986, 1987). We considered a hard-sphere-and-string model with

V (r) =

{
0, a < r < b

∞, otherwise
. (2.22)

Although the abrupt changes in the potential with increasing r are not realistic,
it has, at least, the realistic feature of not allowing the neighboring monomers of
the array to come too close together. Our model closely resembles models used
to simulate linear polymers (see, e.g., Baumgärtner (1984)). Since our potentials
do not introduce an energy scale into the problem, the results are independent of
temperature and the free energy is due solely to entropic effects. We used the MC
procedure to numerically equilibrate L×L parallelograms excised from a triangular
lattice with free edges. The procedure was performed for L ranging from 2 to 16.
The Rgo has been measured as a function of L and has been found to approach a
simple logarithmic behavior as L increased, i.e., the L-dependence coincided with
the prediction (2.17) obtained for a Gaussian surface.

Although the numerical proof of the Gaussian behavior has been made for a
particular type of potential V(r) in d = 3, it is plausible to assume that it will be
valid for any binding (central force) potential in an arbitrary d. Thus we shall use
(2.12) as a starting point for the investigation of more realistic surfaces.

3. Excluded Volume Effects

3.1. Bounds on the Exponent ν

The next step towards a realistic description of surfaces is to consider the effects
of self-avoiding interactions. One expects that introduction of such interactions will
create larger (more open) structures. In particular, the exponent ν of such a struc-
ture should be larger than νo. Indeed, for linear polymers, ν ≈ 0.59 > νo = 1

2 in
d = 3. The effect should be even more significant for two-dimensional surfaces, since
in the absence of the excluded volume effects, their Rg barely depends on L (see
Eq. (2.17)), and they overfill the embedding space (dfo = ∞ for any d).

The physical limits on the values of ν are determined from a simple argu-
ment: Consider a two-dimensional surface of size L × L of finite thickness w in a
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three-dimensional space. When the surface is stretched, its Rg ∼ L. Since the volume
of the surface is L2w, it can be “compactified” into an object of linear dimensions
∼ L2/3w. Thus, for such conformation, Rg ∼ L2/3. These two cases identify the
physical bounds on the exponent ν: 2

3 ≤ ν ≤ 1. Generally, for a D-dimensional
surface in d-dimensional space:

D

d
≤ ν ≤ 1, (3.1a)

d ≥ df ≥ D. (3.1b)

Are these, indeed, the best possible bounds, which can be obtained from simple
geometric considerations? There are many ways to compactify a linear (D = 1)
polymer in any d. However, the high connectivity of a two-dimensional surface
restricts its possible spatial conformations, and it is not obvious that the compact
conformation (ν = 2

3 in d = 3) can actually be attained. A “table-top experiment”
(Kantor et al., 1986, 1987; Gomes, 1987) in which sheets of foil have been “ran-
domly” crumpled, showed that the diameter of the crumpled ball increased with
the linear (uncrumpled) size of the sheet L as L0.8, i.e., the resulting structure is
not compact. Actually, it is quite difficult to find an “intelligent” (non-random)
folding procedure, which will allow compactification of an arbitrarily large surface.
(We assume, that the surface is elastic, and require that the elastic stretching energy
required to compactify the surface increase slower than the surface area.) The reader
is invited to try some simple folding procedures on a very large piece of paper, and
to convince himself, that the task is not trivial. Nevertheless, at least one fold-
ing procedure (suggested by R. C. Ball), depicted in Fig. 4, succeeds in achieving
that goal. Thus, the connectivity of the surface does not narrow down the bounds
2
3 ≤ ν ≤ 1 for D = 2 and d = 3. We can only hope that similar foldings also exist for
manifolds with D > 2 (for d ≥ D), and, thus, (3.10) are the best possible bounds.

Fig. 4. Compactification of a two-dimensional sheet. The lines depict the creases created by the
folds (of 180◦) which can be seen if the sheet is unfolded back to a flat state. The solid and dashed
lines indicate different directions of folding (“upwards” and “downwards”). Distances between the
neighboring parallel creases are of order L2/3w1/3.
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3.2. Analytic Estimates of ν

Excluded volume effects can be introduced into the continuum description of man-
ifolds by generalizing Edwards’ (1965) model for polymers (Kantor et al., 1986).
The full Hamiltonian now becomes

H

kBT
=

1
2
K

∫
(∇r)2dDx +

1
2
v

∫ ∫
δd[r(x) − r(x′)]dDxdDx′, (3.2)

where the interaction ν measures the excluded volume effect. Dimensional analysis
of (3.2) shows that for D < 2 there exists an upper critical dimension

dc(D) =
4D

2 − D
, (3.3)

such that for d > dc the excluded volume interactions are irrelevant, and ν and
df are given by (2.16). For D ≥ 2 self-avoidance is relevant in any d. The critical
exponent at any point in the (D, d)-plane can (in principle) be evaluated by a
systematic expansion from any point (D∗, dc(D∗)) on the line of critical dimensions
(3.3) (Kardar and Nelson, 1987, 1988; Aronovitz and Lubensky, 1987; Duplantier,
1987). To the lowest order in the “distance” from the line of critical dimensions,
one finds

ν(D, d) =
2 − D

2
+

2 − D∗

8[D∗ + 2C(D∗)]
ε, (3.4a)

ε ≡ 4D − (2 − D)d, (3.4b)

C(D∗) ≡
√

πΓ(2/(2 − D∗))
22D∗/(2−D∗)Γ((2 + D∗)/2(2 − D∗))

. (3.4c)

Unfortunately, this expansion is too short to be useful for D = 2 in d = 3 since
it predicts ν = 0.536 (expansion around dc(D∗) = 3), which is certainly incorrect
since it violates the bound (3.1). Thus, for the time being, we must rely on more
approximate estimates.

The scaling behavior of self-avoiding polymers can be studied by Flory-type
approximation (see, e.g., de Gennes (1979)). Consider a D-dimensional manifold
of internal size L (and mass N = LD), occupying a region of size Rg in the d-
dimensional space. According to Flory, we may approximate the free energy F of
the manifold by

F

kBT
=

1
2

(
Rg

Rgo

)2

+
1
2
v

(
N

Rd
g

)2

Rd
g . (3.5)

The first term on the r.h.s. of (3.5) is the elastic (entropic) free energy of a phantom
manifold (Rgo is the radius of gyration of the manifold without self-avoidance).
The second term is the mean-field estimate of the repulsive interaction energy (the
squared density of the monomers (N/Rg)2 is a mean-field-type estimate of the
number of pair of monomers coming into close contact with each other in a unit
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volume). By minimizing (3.5) and using (2.16) to relate Rgo to L, we find Rg ∼ LνF ,
with

νF =
D + 2
d + 2

. (3.6a)

Thus, the Flory estimate of the fractal dimension of the manifold is

dfF =
d + 2
D + 2

D. (3.6b)

In particular, for D = 2 and d = 3, we have νF = 4/5 and dfF = 2.5. Somewhat
more formally, we can determine νF from (3.2) by requiring (Oono, 1981) that the
rescaling factors of the internal coordinate x and the external coordinate r be related
in such a way that the ratio between the two terms in (3.2) will remain unchanged
under the rescaling.

For a more general case of a network with fractal connectivity (Cates 1984,
1985b), one can use (2.18) and (2.19), as well as the relation between N and L for
a fractal, to obtain

dfF =
d + 2
d̃ + 2

d̃. (3.7)

As in the then case of phantom networks, the expression (3.7) is obtained from
(3.6b) by a substitution D → d̃.

Despite its numerous deficiencies, the Flory-type theory produces remarkably
good estimates of ν for linear polymers. Note that in the trivial cases of d = D

and d = dc(D), it produces exact answers. However, since it is an uncontrolled
approximation, it is difficult a priori to assess its accuracy.

3.3. Monte Carlo Investigation of Tethered Surfaces

We performed a numerical (MC) equilibration of tethered surfaces with self-
avoidance (Kantor et al., 1986, 1987). As in the case of phantom surfaces, we equili-
brated L×L parallelograms, with nearest neighbor interaction described by (2.22).
However, now the repulsive (hard-core) interaction was “switched on” for any pair
of monomers, i.e. no two monomers could come closer together than a distance a.
The parameters in (2.22) were chosen to be b/a =

√
3, since such a choice ensures

a complete impenetrability of the surface.
The size of equilibrated parallelograms L ranged from 2 to 11. Figure 5 depicts

an equilibrium conformation of a self-avoiding surface. To study scaling properties
of these surfaces, the Rg was calculated as a function of L. We found a nice power
law dependence with ν ≈ 0.83.

The main source of possible errors in the simulation of such small surfaces are not
the statistical errors, but rather “systematic errors” which appear since we are not
in the asymptotic regime. Thus, it is useful to have two distinct ways to estimate ν,
e.g. directly from the two-point (density-density) correlation function and from the
“mass versus radius of gyration” curve. Differences in the exponents obtained by
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Fig. 5. Shape of the self-avoiding surface for L = 11 (top). Sphere sizes indicate the range of the
repulsive potential. “Skeleton” of the same surface (bottom): For clarity, the sizes of the monomers
(spheres) were taken to be 1

5 of the actual range of the hard-core potential. Bonds indicate the
nearest-neighbor atoms between which the “string” attractive potential acts. Boundary bonds and
corner monomers are shown in black.

those methods provide an estimate of the “systematic error.” We examined the
Fourier transform of the two-point correlation function (or the structure factor)

S(k, L) ≡ 1
L4

∑
x,x′

〈eik·[r(x)−r(x′)]〉. (3.8)

In analogy with polymeric systems, we assume, that the structure factor satis-
fies the scaling form S(k, L) = S(kRg) = S(kLν). The lack of sphericity of the
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self-avoiding surfaces is evident from Fig. 5, while our scaling relation for S assumed
an isotropic k-dependence. The deviation from sphericity can be characterized by
the ratio between the minimal and the maximal principal moments of inertia of the
surface. This ratio was found to be ≈ 0.16, and independent (within the accuracy of
the measurement) of L, thus justifying the use of spherically-symmetric scaling form.
S(0) ≈ 1 for k < 1/Rg, while for very large k (k > 1) we expect to have S = 1/L2.
To satisfy these conditions, as well as the scaling relation we must require S ∼ k−2/ν

for 1 < k < 1/Rg. From the k-dependence of S in this intermediate range of k’s, we
find ν ≈ 0.77. Thus, our overall estimate of ν is ∼ 0.8. The corresponding fractal
dimension is 2.5. This result is in good agreement with the Flory estimate νF = 4/5,
thus confirming the accuracy of the estimate and the physics embodied in (3.2).

4. Crumpling Transition in Tethered Surfaces

4.1. Very Rigid and Very Flexible Surfaces

What happens when we introduce bending rigidity into the tethered surfaces? In
the previous sections, we ignored the rigidity and were led to the continuum descrip-
tions (2.12) and (3.2) of the, respectively, phantom and self-avoiding surfaces. The
(∇r)2-term in those expressions does not represent the microscopic interactions, but
results from a “coarse-graining” of the problem and is generated by the entropy in a
crumpled surface. We might expect, that introduction of small rigidity will modify
the persistence length, but will cause no change in the asymptotic behavior of the
surfaces.

Investigations of the properties of very rigid surfaces usually take a point of view
diametrically opposed to the crumpled surface ideas: One assumes that the surface is
(at least locally) flat and describes its fluctuations using the Monge parametrization
in terms of normal dispacement f, r(x1, x2) = (x1, x2, f). To the lowest order in f
and its gradients, the surface energy may be written (Landau and Lifshitz, 1970)

F =
1
2
κ̃

∫
d2x(∇2f)2 +

1
2

∫
d2x(2µu2

ij + λu2
kk), (3.9)

where the strain matrix uij is related to f and the in-plane displacements ui by
uij = 1

2 (∂iuj + ∂jui + ∂if∂jf), κ̃ is the bending rigidity, and µ and λ are the in-
plane Lamé constants. In liquid membranes the second term of (3.9) vanishes, and
this leads to a crumpled surface, since the short wavelength transverse oscillations
(undulations) reduce the effective rigidity of liquid surfaces on large length scales
(Helfrich, 1985). However, it has been shown by an approximate (self-consistent)
treatment of the vibrations, that in the presence of that term the transverse fluc-
tuations are suppressed (〈f2〉 increases slower than L2), and the surface remains
asymptotically flat (Nelson and Peliti, 1987).

Clearly, the results for very rigid and very flexible surfaces are not compatible,
and one may expect a phase transition from a crumpled to a flat phase. We applied
Monte Carlo methods to investigate the possibility of such a transition (Kantor and
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Nelson, 1986, 1987). The model consisted of a hexagonal surface L monomers across,
excised from a triangular lattice. The energy assigned to a particular conformation
contained the nearest-neighbor interactions (2.22) and a bending energy term

Hb

kBT
= −κ

∑
〈α,β〉

(nα · nβ − 1), (3.10)

where the sum is performed over pairs 〈α, β〉 of adjacent unit normals {nα} erected
perpendicular to each elementary triangle. Due to extremely long MC equilibration
times, we did not attempt to include the excluded volume interactions into the
model.

Figure 6 depicts the equilibrium conformations of the surface for several
values of κ. We observe a dramatic change in the shape of the surface: For small
values of κ, the surface overfills the space, as expected from flexible phantom sur-
faces. For large κ, the surface is quite “flat”. We obtained quantitative evidence,
supporting the claim that the observed effect is not a mere crossover. In particular,
investigation of the L- and κ-dependence of Rg leads to the conclusion that for
L → ∞,

Rg(L) =

{
ξ
√

lnL for κ < κc

ζL for κ > κc,
(3.11)

Fig. 6. Equilibrium conformations of hexagons L = 15 monomers across in the crumpled phase
(κ = 0.01 and κ = 0.25), in flat phase (κ = 2.0), and close to the transition point (κ = 0.5).
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where κc ≈ 0.33. The values of ξ and ζ in (3.11) depend on κ: When κ approaches κc

from below, the persistence length ξ increases and diverges at the transition point.
The parameter ζ, which measures the possible shrinkage of the flat phase, decreases
as κ approaches κc from above, and vanishes at the transition point. Precisely at
the transition point κc (as well as away from κc, on length scales shorter than the
correlation length), one may expect an intermediate “semicrumpled” regime, with
Rg ∼ Lν′

. We indeed obtain such behavior with ν′ ≈ 0.8.
However, the best evidence of the presence of the phase transition is provided by

the specific heat measurements. Figure 7 depicts the κ-dependence of the specific
heat per monomer C. For κ = 0 the fluctuations are purely entropic since the
potential (2.22) allows only conformations with zero potential energy. Consequently,
C = 0 at this point. (We suppress the trivial kinetic part 3

2kB of the specific
heat.) For sufficiently large κ, one can neglect the coupling between the transverse
oscillations. [The two-dimensional (in-plane) degrees of freedom are entropic and
do not contribute to the specific heat.] Therefore, for large κ we expect to obtain
C = 1

2kB , in accordance with the Dulong–Petit law. Indeed all curves in Fig. 7
approach that limit for κ → ∞. In the absence of a phase transition, one might
expect a smooth interpolation of C as κ changes from 0 to ∞. On the other hand,
we see a peak, which sharpens for large L. The position of the peak drifts towards
small κ’s as L increases and tends to a constant (positive) value κc.

Fig. 7. Specific heat per monomer C as a function of bending rigidity κ for several values of L.
The peak in the specific heat becomes more pronounced for larger L.
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These MC results have been obtained for systems of quite limited size, and no
attempt has been made to determine the critical exponents of the specific heat. The
data is, however, sufficient to practically exclude the possibility of the first order
phase transition (or, at least, to limit the possible latent heat to a very small value).
Recently David and Guitter (1988) studied the behavior of rigid two-dimensional
surfaces in large embedding dimension d, and recovered (to the first order in 1/d)
the second order phase crumpling transition. There is a reasonable quantitative
agreement between those predictions and our MC results regarding the position
of the critical point and the scaling behavior in the “semicrumpled” phase. On
the other hand, a critical fluctuation analysis by an ε = 4 − D expansion, within
Landau–Ginzburg theory (Paczuski et al., 1988) predicts a first-order transition for
d < dc = 219. Such predictions, however, are not always reliable in the lowest order
in ε.

4.2. Excluded Volume Effects

Excluded volume interactions may modify the details of the crumpling transition.
In the flat phase, self-avoidance should be unimportant at long wavelengths. The
main effect should be to augment the bending forces, thus delaying the transition
to the crumpled state. In the crumpled phase, on the other hand, self-avoidance
plays a major role of swelling the surface. The available numerical data (Kantor
and Nelson, 1986, 1987) indicates that the excluded volume effects are relevant at
the transition point, and thus we may expect a modification of the critical expo-
nent, or even a change in the order of the transition. If the transition remains of
second order, an interesting situation may appear: Just below the transition point
(κ ≤ κc), the density-density correlation function is expected to have a power-law
dependence on the distance on length scales shorter than the correlation length
(“semicrumpled” regime), just as in “regular” phase transitions. However, beyond
the correlation length, we will again have a power-law regime determined by the
behavior of self-avoiding flexible surfaces. Thus, instead of a crossover from a power-
law to homogeneous regime, we will have a crossover between two different power-
law regimes.

5. Concluding Remarks

5.1. Summary and Discussion

Our knowledge of the properties of tethered surfaces can be summarized in a few
sentences: Flexible surfaces resemble linear polymers, and they can be treated by the
methods which generalize the usual approach to polymers. This applies not only to
the static, but also to the dynamic properties of flexible surfaces (Kantor et al., 1986,
1987). As the rigidity of the surface increases, it undergoes a remarkable transition
from a crumpled to flat state. Such a crumpling transition has no equivalent in the
case of linear polymers.
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The list of gaps in our knowledge is significantly longer: The problems begin
at the earliest stage of transition from a microscopic Hamiltonian to its contin-
uum version. Even in the case of a flexible phantom surface, we had to rely on
MC results to justify the continuum form (2.12), and the subsequent use of the
generalized Edwards’ Hamiltonian (3.2). Similar problems prevent the proof of the
validity of the recently suggested Hamiltonian (Paczuski et al., 1988), which has
been used to analyze the nature of crumpling transition within the framework of
the Landau–Ginzburg theory. Although we understand the important qualitative
features of the physics of tethered surfaces, our quantitative knowledge is quite
limited: e.g., the value of the exponent ν has been established by MC investiga-
tions of very small systems, while the ε-expansion to the lowest order in ε did not
produce a useful estimate of ν for a two-dimensional surface. We do not know the
critical exponents, characterizing the crumpling transition, and can only speculate
regarding the changes in the transition which will be caused by the excluded volume
effects.

5.2. What Next?

Investigation of the behavior of the tethered surfaces presents an interesting and very
rich problem. Presently, we only begin to understand the behavior of a single surface.
Many questions of practical importance have yet to be answered. For example, it
would be useful to know the physical properties of melts of surfaces, because, unlike
linear polymers, tethered surfaces will not become ideal in a dense melt, since in
their ideal (Gaussian) state they overfill the embedding space. Also, it would be
interesting to find out the behavior of the surfaces near an adsorbing wall.

Two-dimensional membranes often exist as closed vesicles containing a volume
of space, and this is a possibly important application of polymerized surfaces. Prop-
erties of such vesicles depend not only on the intrinsic properties of the membrane,
but also on the pressure difference between their interior and the exterior. Behavior
of a linear “vesicle” in d = 2 (i.e., a closed loop) has been recently investigated by
Leibler et al. (1987). It would be very useful to extend those results to the more
realistic case of two-dimensional tethered surface in d = 3.

Recently, it has been shown (Seung and Nelson, 1987) that a two-dimensional
“solid” (i.e., a surface with a finite bond strength between the neighboring atoms or
monomers) embedded in three dimensions, will melt, since the dislocation energy is
finite in a surface, which is allowed to buckle in three dimensions. It is not known
whether it will melt to a liquid or hexatic phase. Since the behavior of a surface
depends on its in-plane order (in particular, hexatic membranes may undergo a
crumpling transition (Nelson and Peliti, 1987)), it would be useful to have some
way to compare the free energies of these two in-plane phases. Tethered surfaces
provide a convenient “reference point” and may, probably, be used to compare
these two phases. Melting of a two-dimensional “solid” in d = 3, has been analyzed
under the assumption that in the absence of dislocations it is in the flat phase
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(Nelson and Peliti, 1987; Seung and Nelson, 1988). It is not clear, what are the
effects of the dislocations in the crumpled phase.
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The large distance behaviors of membranes fall into a variety of universality classes,
depending, for example, on whether the local order is liquid or crystalline. Here
we show that membranes with a nonzero shear modulus differ from their liquid
counterparts in that they exhibit a flat phase with long-range order in the normals
at sufficiently low temperatures.1 Because entropy favors crumpled surfaces with
decorrelated normals, there must be a transition to a crumpled phase at sufficiently
high temperatures. The numerical evidence for such a crumpling transition in the
absence of self-avoidance2 is reviewed in the lectures of Kantor. We describe here a
simple Landau theory of the crumpling transition which shows how it is affected by
self-avoidance.3 Finally, we discuss the energies of disclinations and dislocations in
flexible membranes with local crystalline order.1,4 Unlike crystalline films forced to
be flat by a surface tension, it is energetically favorable for membranes to screen out
elastic stresses by buckling into the third dimension. Dislocations, in particular, are
predicted to have a finite energy. We conclude that a finite density of dislocations
must exist at all nonzero temperatures in nominally crystalline but unpolymerized
membranes. The result macroscopically is a hexatic membrane, with zero shear
modulus, but extended bond orientational order.5 The elastic energy which controls
undulations in hexatic membranes is discussed briefly.

1. Normal-Normal Correlation in Liquid Membranes

Before proceeding to flexible membranes with a shear modulus, we review expecta-
tions for normal correlations in liquid membranes.

Figure 1 shows a fragment of a liquid membrane which we assume is approxi-
mately parallel to the (x1, x2)-plane so that we can use a Monge representation for
its position,

�r(x1, x2) = (x1, x2, f(x1, x2)). (1.1)

131
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Fig. 1. Liquid membrane broken up into plaquettes each characterized by a unit normal.

The unit normal at any point is easily shown to be

�n(x1, x2) = (−∂1f,−∂2f, 1)/
√

1 + [�∇f ]2. (1.2)

If we think of the membrane as composed of rod-shaped amphiphillic molecules, it
is natural to associate these normals with the local rod axis. Upon partitioning the
membrane into segments as shown in Fig. 1, we can write down a lattice model of
the bending energy,

Fb = −κ̃
∑
〈i,j〉

�ni · �nj , (1.3)

in analogy with a one-Frank-constant elastic energy for nematic liquid crystals.6

Here the sum is over nearest-neighbor segments, �ni is the normal associated with
the i-th segment, and κ̃ is a microscopic bending rigidity.

Equation (1.3) resembles the energy of a classical Heisenberg ferromagnet on a
two-dimensional lattice.7 The normals are like spin vectors, and the rigidity κ̃ is
like a Heisenberg exchange constant. Rotational symmetry is broken at T = 0 by a
“ferromagnetic” flat surface, with a uniformly aligned normal field. It is well-known,
however, that long-range order is destroyed at any finite temperature in the two-
dimensional Heisenberg model by spin wave fluctuations.8 In surfaces, we might also
expect long range-order to be destroyed, in this case by surface undulations. The
analogy with spin waves is not perfect, however, because the normals are constrained
to be part of a surface, which forces them to be expressible as in Eq. (1.2). For small
undulations, this restriction means that “spin waves” in the normals must be purely
longitudinal; transverse “spin waves” would tear the surface.

To determine how undulations affect correlations in the normals it is useful to
take the continuum limit of Eq. (1.3). To leading order in a expansion in gradients
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of f(x1, x2), we can neglect the factor
√

g =
√

1 + |�∇f |2 in the measure as well as

the |�∇f |2 term in the denominator of (1.2) and find

Fb ≈ 1
2
κ

∫
d2x|∇�n|2 ≈ 1

2
κ

∫
d2x[(∂2

1f)2 + 2(∂1∂2f)2 + (∂2f)2]

≈ 1
2
κ

∫
d2x[(∇2f)2 − 2 det(∂i∂jf)] (1.4)

where κ is proportional to κ̃. The last two terms of (1.4) are just the mean curvature
and Gaussian curvature pieces of the Helfrich9 bending energy of a liquid membrane.
The Gaussian curvature is a perfect derivative, which we can see by writing the
second term as

2 det(∂i∂jf) = −εimεjn∂m∂n[(∂if)(∂jf)]. (1.5)

Upon neglecting the contribution from this surface term, we can write

Fb ≈ 1
2
κ

∫
d2x(∇2f)2. (1.6)

Following de Gennes and Taupin,10 we can now estimate fluctuations in the
normals. The angle θ(x1, x2) which the normal �n(x1, x2) makes with respect to the
x̂3 axis is given by

�n · x̂3 = cos θ = 1/

√
1 + |�∇f |2. (1.7)

If there is a broken symmetry such that the normals point on average along the
x̂3 axis, fluctuations in θ2 = |�∇f |2 should be small at low temperatures. Because
Eq. (1.6) is a quadratic form, we can calculate 〈θ2〉 by passing to Fourier space and
using the equipartition theorem,

〈θ2(x1, x2)〉 ≈ kBT

∫
d2q

(2π)2
1

κq2 ≈ kBT

κ
ln(L/a). (1.8)

Just as in many other systems with continuous symmetries in two dimensions,11

there is a logarithmic divergence with system size L, signalling the breakdown
of long-range order in the normals. More sophisticated calculations by Peliti and
Leibler12 show that the renormalized wave-vector-dependent rigidity κR(q) is soft-
ened by these fluctuations,

κR(q) = κ − 3kBT

4π
ln(1/qa). (1.9)

Note that if we replace κ by κR(q) in Eq. (1.8), this only makes the divergence worse.
The renormalization group calculations of Ref. 12 are consistent with exponential
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decay of the normal-normal correlation function.

〈n̂(x) · n̂(0)〉 ∝ e−x/ξ (1.10)

with a correlation length which diverges at low temperatures

ξ ≈ ae4πκ/3kBT . (1.11)

The low temperature behavior of the two-dimensional Heisenberg model8 is very
similar.

2. Tethered Surfaces with Bending Energy

Figure 2 shows a surface in which bending energy and tethering are present simul-
taneously. If �ri denotes the position of the i-th vertex, and �nα is the normal to the
α-th triangular plaquette, a microscopic model Hamiltonian would be

H = −κ̃
∑
〈α,β〉

�nα · �nβ +
∑
〈i,j〉

V (|�ri−�rj |), (2.1)

where V (r) is a tethering potential between nearest neighbor vertices. We have
just seen that liquid membranes, subject only to bending energy, crumple at finite
temperatures, in the sense that long-range order in the normals is destroyed. As dis-
cussed in the chapter by Kantor, tethered surfaces, subject only to the constraint of
fixed bonding connectivity, also crumple, like polymers in a good solvent.13 We shall
now argue that there is a fundamental incompatibility when these two energies are
simultaneously present which stabilizes a flat phase at sufficiently low temperatures.

Fig. 2. Unit normals defined on the triangular plaquettes of a tethered surface.
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Fig. 3. Displacement field �u(x1, x2) of a deformed membrane.

As in our discussion of liquid membranes, we start with a locally flat surface
and ask if a state with long-range order in the normals is stable to thermal fluctua-
tions. We assume that the tethering potential induces nonzero elastic constants in
approximately planar membranes, so that there is elastic stretching energy, as well
as the bending energy characteristic of liquid membranes.

As shown in Fig. 3, a three-component displacement field is necessary to describe
the deformation of an initially flat membrane. If �r0(x1, x2) = (x1, x2, 0) describes
the undistorted membrane at T = 0, an arbitrary membrane configuration for T > 0
is given by

�r(x1, x2) = �r0 +


u1(x1, x2)

u2(x1, x2)
f(x1, x3)


 . (2.2)

A small line element d�r0 = (dx1, dx2, 0) in the undistorted membrane is mapped
by this transformation into a line element,

d�r =


 (1 + ∂1u1)dx1 + (∂2u1)dx2

(∂1u2)dx1 + (1 + ∂2u2)dx2

(∂1f)dx1 + (∂2f)dx2


 . (2.3)

As usual in discussions of continuum elastic theory,14 we describe the stretching of
this line element by a strain matrix uij(x1, x2),

d2r = d2r0 + 2uijdxidxj , (2.4)

where using Eq. (2.3) we find

uij =
1
2
[∂iuj + ∂iui] +

1
2
(∂if)(∂jf) +

1
2
(∂iuk)(∂juk). (2.5)
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To lowest order in gradients of u and f we can neglect the term 1
2 (∂iuk)(∂juk) and

simply write

uij ≈ 1
2
[∂iuj + ∂jui + (∂if)(∂jf)]. (2.6)

The free energy of a nearly flat tethered membrane is a sum of bending the
stretching energies,

F [f, u] =
1
2
κ

∫
d2x(∇2f)2+

1
2

∫
d2x[2µu2

ij + λu2
kk] (2.7)

where the elastic stretching energy has been expanded in powers of the strain
matrix, and µ and λ are elastic constants.14 The vertical membrane displacement
f in Eq. (2.6) introduces an important element of “frustration” into (2.7). To see
this, imagine that we are given a vertical displacement field f(x1, x2) which has a
particularly low bending energy, and hence would lead to a low overall energy if
the membrane were a liquid. If this is to be a low energy configuration for tethered
membranes as well, it must be possible to choose phonon displacements such that
uij vanishes for the given f. Note that the term (∂if)(∂jf) acts like a matrix vector
potential in Eq. (2.6). It will in general be impossible to choose the two indepen-
dent phonon displacement fields u1(x1, x2) and u2(x1, x2) to cancel all three distinct
components of this symmetric matrix. We conclude that there must be many low
energy configurations of a liquid membrane which will be energetically unfavorable
when we introduce stretching energy.

To treat stretching energy more quantitatively, it is useful to eliminate the
quadratic phonon field in (2.7) and define

F̃ (f) = −kBT ln
{∫

D�u(x1, x2)e−F [f,u]/kBT

}
. (2.8)

To carry out the functional integral in (2.8), it is essential to separate uij into its
q = 0 and q �= 0 Fourier components

uij(x) = u0
ij + A0

ij +
∑
q�=0

{
1
2
i[qiuj(�q) + qiui(�q)] + Aij(�q)

}
eiq·x. (2.9)

Here, Aij(q) is the qth Fourier component of the “vector potential” Aij(x) =
(∂if)(∂jf),

Aij(q) =
∫

d2xe−iq·x(∂if)(∂jf), (2.10)

while A0
ij is the corresponding component for �q = 0. Although there are only

two independent phonon degrees of freedom �ui(q) in the in-plane strain matrix
at nonzero wavevectors, the uniform part of the in-plane strain matrix u0

ij has
in fact three independent components, reflecting the three independent ways of
macroscopically distorting a flat two-dimensional crystal.15 The q �= 0 part of
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Aij can be decomposed, as can any two-dimensional symmetric matrix, into trans-
verse and longitudinal parts,16

Aij(x) =
1
2
[∂iφj(x) + ∂jφi(x)] + PT

ij Φ(x), (2.11)

where PT
ij is the transverse projection operator, PT

ij = δij − ∂i∂j/∇2. By applying
the transverse projector to both sides of (2.11), we find that

Φ(x) =
1
2
PT

ij (∂if)(∂if). (2.12)

The functional integral can now be efficiently performed by integrating over the
shifted variables

ũ0
ij = u0

ij + A0
ij (2.13a)

ũi = ui + φi, (2.13b)

which leads to an effective free energy

Feff =
1
2
κ

∫
d2x(∇2f)2 +

1
2
K0

∫ ′
d2x

[
1
2
PT

ij (∂if)(∂if)
]2

(2.14)

where the prime on the integral means that the q = 0 part of Pij has been integrated
out, and

K0 =
4µ(µ + λ)

2µ + λ
. (2.15)

To obtain a physical interpretation of the peculiar form assumed by the stretching
energy in (2.14), we note first that the Laplacian of the square root of the integrand
is just the Gaussian curvature,

−∇2
[
1
2
Pij(∂if)(∂if)

]
= det

(
∂2f

∂xi∂xj

)
= S(x). (2.16)

Thus, the parts of a membrane with a nonzero Gaussian curvature act as source
terms in the Laplace equation (2.16), leading inevitably to a large positive contri-
bution to the stretching energy. The elastic coupling K0 penalizes all membrane
distortions which are not “isometric,” i.e., those with a nonzero Gaussian curva-
ture. There are still many low energy configurations available to the membrane,
however, as one can verify by crumpling a piece of paper, which has essentially
infinite in-plane elastic constants.

The effect of the nonlinear stretching energy on the renormalized wave-vector-
dependent rigidity

κ−1
R (q) ≡ q4〈|f(q)|2〉 (2.17)

can be calculated perturbatively in K0.
1 Figure 4 summarizes the relevant Feynman

graphs. The slashes on the interaction vertex denote derivatives of f(x1, x2). Note
that the “tadpole” graphs vanish identically because we have integrated out the
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Fig. 4. Graphical rules for calculating the renormalized rigidity: (a) interaction vertex, (b) a graph
which vanishes because the �q = 0 part of the interaction has eliminated by integrating out the
in-plane strain field, and (c) most divergent terms in the perturbation series for κR.

q = 0 part of the interaction. The first two terms in the perturbation series for
κR are

κR(q) = κ + kBTK0

∫
d2k

(2π)2

[
q̂iP

T
ij (k)q̂j

]2
κ|q + k|4 . (2.18)

In contrast to the weak logarithmic singularity for liquid membranes displayed
in Eq. (1.9), the integral in Eq. (2.18) exhibits a strong 1/q2 divergence for small q.
The correction to the bare rigidity is positive, showing that the stretching energy
stiffens the resistance of the membrane to undulations. Summing up the series of
badly diverging diagrams displayed in Fig. 4 leads to a self-consistent equation
for κR(q),

κR(q) = κ + kBTK0

∫
d2k

(2π)2

[
q̂iP

T
ij (k)q̂j

]2
κR(q + k)|q + k|4 (2.19)

which has the solution, valid for small q,

κR(q) ∼
√

kBTK0 q−1. (2.20)

We can now repeat the analysis of fluctuations of the surface normals carried
out for liquid membranes in Sec. 1. Upon inserting the renormalized rigidity (2.20)
into Eq. (1.8), we find that the fluctuations in θ2 are now finite,

〈θ2(x)〉 = kBT

∫
d2q

(2π)2
1

κR(q)q2 

√

kBT

K0

∫
d2q

(2π)2
1
q

< ∞. (2.21)

The mode-coupling analysis which led to this important result assumed no signif-
icant renormalization of the elastic coupling K0.

1 A recent renormalization group
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calculation of Aronovitz and Lubensky17 suggests that the elastic constants will in
fact exhibit weak singularities as q → 0, but that κR still diverges strongly enough
to make (1.8) finite. Equation (2.21) shows that tethering stabilizes long-range order
in the normals at low temperatures, and suggests the existence of the finite temper-
ature crumpling transition1,2 discussed in the chapter by Kantor. The possibility
of a crumpling transition due to long-range forces was suggested in the paper on
liquid membranes by Peliti and Leibler.12 Although it is possible to rewrite the
stretching energy in Eq. (2.14) terms of a long-range interaction between Gaussian
curvatures,1 this interaction is rather different from the long-range forces considered
in Ref. 12. There are, moreover, no true microscopic long-range forces in a tethered
surface: they arise here only to compensate for integrating out the underlying phys-
ical phonon field.

3. Landau Theory of the Crumpling Transition

In this section we discuss an order parameter theory of the crumpling transition.18

The model reduces to Eq. (2.7) in a low temperature flat phase and leads to the
Gaussian crumpled surfaces discussed by Kantor at high temperatures. How self-
avoidance modifies this second-order crumpling transition can be determined within
the Flory approximation. This approximation should be sufficient for laboratory
experiments on flexible membranes, except for very large surfaces close to the critical
point.

We focus on the quantity �r(x), where x is an internal D-dimensional vector which
labels the particles, and �r is an external d-dimensional position vector representing
the embedding of the particles. In the simplest case, the internal connectivity of the
particles corresponds to a D-dimensional lattice with nearest neighbor interactions.
A statistical description is developed by coarse graining this lattice so that the
vector x becomes a continuous variable which labels a “block” of lattice points.

Symmetries of the microscopic Hamiltonian delimit the form of the free energy
functional for the coarse grained variable �r(x). For a uniform network, overall trans-
lational invariance requires that this functional depends on gradients such as the
coarse grained tangent vectors �tα = ∂�r(x)/∂xα, α = 1, . . . , D. In the crumpled
phase, these tangent vectors scale as �tα ∼ �ν−1, where � is the coarse graining size.
A discussed in the chapter of Kantor, ν is generically less than one, so the tangents
diminish under scaling. In the rigid phase, close to the transition, the �tα are also
small. Hence, an expansion in powers of the �tα and their derivatives is justified. In
this simplest case of an isotropic network, overall rotational invariance leads to a
“Landau–Ginzburg” expansion19

βF{ri(xα)} =
∫

dDx

[
κ

2
(∂α∂αri)2 +

t

2
(∂αri)2 + u(∂αri∂βri)2 + ṽ(∂αri∂αri)2

]

+
b

2

∫
dDxdDx′δd(�r(x) − �r(x′)) (i = 1, 2, . . . , d), (3.1)
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where β = 1/kBT . The last term is a nonlocal excluded volume term which repre-
sents the effects of self-avoidance at large length scales. Self-avoiding interactions
account for interparticle hard core repulsions which mitigate collapse and also pre-
vent the manifold from folding through itself to access unphysical configurations.
The local terms represent elastic free energies: the coefficients t, u, and ṽ can be
interpreted as harmonic and anharmonic stretching energies, while the coefficient κ

is a measure of bending rigidity. Upon identifying the tangents �tα = ∂α�r with a set of
order parameters �φα, an analogy with the usual φ4 theories of critical phenomena20

becomes apparent. Given the free energy (3.1), the probability for a configuration
{�r(x)} is proportional to the Boltzmann weight e−βF , and the partition function is
a functional integral over all surfaces {�r(x)}.

At high temperatures we expect a crumpled phase where t is positive for entropic
reasons. Indeed, if we neglect κ, u, and ṽ, we then obtain the model of self-avoiding
crumpled surfaces discussed in the chapter by Kantor. At low temperatures, how-
ever, the microscopic surface tangents tend to align in order to minimize the micro-
scopic bending energy, driving the manifold to form a flat phase described by a
negative value of t. For t < 0, the manifold is stabilized by the anharmonic terms,
provided that u > 0 and v = ṽ + u/D > 0. We anticipate a continuous transition
between these phases when t ≡ α(T − T 0

c ) ≈ 0.
As an illustration, we first discuss the mean-field solution in the absence of self-

avoidance using the ansatz �r(xα) = ζxα�eα, where the {�eα} are a set of orthogonal
unit vectors specifying the orientation of the manifold in Rd, and the xα range from 0
to L. The prefactor ζ, which has been studied numerically in computer simulations
for D = 2, d = 3, is an order parameter which measures the shrinkage of the
manifold in the flat phase due to undulations, and vanishes for t > 0. Minimizing
Eq. (3.1) for t < 0 leads to ζ = 1

2

√−t/Dv, which shows that the radius of gyration
scales as RG = ζL ∼ |t|1/2L when the crumpling transition is approached from
below. Fluctuations within the ordered phase can be studied by introducing in-plane
phonon modes uα (α = 1, . . . , D) and out-of-plane undulations hβ (β = D+1, . . . , d),
and setting

�r(xα) = ζ[(xα + uα)�eα + hβ�eβ], (3.2)

where the orthonormal vectors {�eβ} are orthogonal to the {�eα}. To leading order
in gradients of the uα and hβ , the free energy (3.1) reduces to a generalization of
Eq. (2.7),

βF =
∫

dDx

[
1
2
κ(∇2hβ)2 + µu2

ij +
1
2
λu2

kk

]
(3.3)

where the strain matrix is uij = 1
2 [∂iuj +∂iuj +∂ihβ∂jhβ ] and the elastic constants

are µ = 4uζ4 and λ = 8ṽζ4. The d = 3, D = 2 version of this low temperature model
was studied in Sec. 2, where it was argued that the renormalized bending rigidity
grows at large distances and stabilizes the stretched phase against undulations. Note
that the elastic constants in this treatment are predicted to vanish like (Tc−T )2 near
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Fig. 5. Behavior of (a) the stretching factor ζ and correlation length ξ as well as (b) the shear
modulus µ and specific heat C(T) of a tethered surface near the crumpling transition.

the crumpling transition. Mean field theory leads in the usual way to a discontinuity
in the specific heat at t = 0 and a tangent-tangent correlation length ξ ∼ |t|−1/2 close
to Tc. Above Tc, RG ∼ L1−D/2, while precisely at Tc, RG ∼ Lνc with νc = 1−D/4.
Although the Monte Carlo data on D = 2 tethered surfaces in d = 3 dimensions
without self-avoidance are not yet good enough to obtain precise exponents, all
measured quantities in Ref. 2 behave qualitatively as predicted above. Differences,
such as the apparently diverging specific heat and somewhat larger exponent νc

are probably due to critical fluctuations, which will be discussed later. Some of the
mean field predictions of the model are summarized in Fig. 5.

The possibility of laboratory experiments on crumpled surfaces requires that we
also understand self-avoiding interactions. The Landau expansion (3.1) allows us
to treat such effects (within mean field theory) using the Flory approximation.21

For a network of size RG, the Flory estimates for the individual terms of
(3.1) can be obtained as discussed in the chapter by Kantor. The results are
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Fig. 6. Radius of gyration RG above, below and precisely at the crumpling temperature Tc.

summarized by

2βF

D
≈ κR2

GLD−4 + tR2
GLD−2 + DvR4

GLD−4 + bR−d
G L2D/D. (3.4)

Using these estimates, it is straightforward to show that self-avoidance is irrelevant
in the flat phase, i.e., for t < 0, where RG ∼ |t|1/2L. For t > 0, the anharmonic terms
u and v are asymptotically irrelevant, and balancing the entropic and self-avoiding
energies leads to RG ∼ t−ωLνF where ω = 1/(d + 2), and νF = (D + 2)/(d + 2)
is the Flory exponent for self-avoiding manifolds. At t = 0, R ∼ Lνc where νc =
(D+4)/(d+4). The behavior of RG near the crumpling transition for D = 2, d = 3
is sketched in Fig. 6.

Thus far, we have neglected critical fluctuations. As the crumpling temperature
is approached from the flat phase, self-avoiding effects are always irrelevant when
L → ∞. A simple application of the Ginzburg criterion shows that mean field theory
for Eq. (3.1) breaks down for t2(κ/−t)D/2/8Dv � 1. Provided the transition remains
continuous, the analogy with φ4 theory for T < Tc suggests that ζ = RG

L ∼ tβ with
a nontrivial β, which could, e.g., be obtained from careful simulations on surfaces
without self-avoidance, since self-avoidance is irrelevant for T < Tc. We have just
seen that, for d = 3, D = 2, RG ∼ t−ωLνF for T > Tc, with ω ≈ 1/5 and ν ≈ 4/5.
Assuming that RG assumes the scaling form RG ≈ LνcΨ(tLy) with a common value
of y for t > 0 and t < 0, we find νc = (ω + βν)/(ω + β). Upon using the Flory
estimates ν = 4/5 and ω = 1/5, and assuming that β decreases with fluctuations
to a typical φ4 value of β ≈ 1/3, we find νc = 7/8, which is greater than the mean
field Flory estimate νc = 6/7 displayed in Fig. 6.

The phenomenological treatment sketched above assumes that the transition
remains continuous in the presence of fluctuations, with a well-defined critical expo-
nent β. When fluctuations are treated to lowest order in an expansion in ε = 4 − D

(with b = 0 in Eq. (3.1)), one finds in fact a weak fluctuation-driven first-order
phase transition for d < dc ≈ 219.3 Such predictions are not always reliable for
ε = O(1) in conventional critical phenomena,22 so we cannot be certain of what
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happens here for the interesting case ε = 2, d = 3. A weak fluctuation-driven first
order phase transition certainly cannot be ruled out in the simulations of Ref. 2,
however.

In the d → ∞ limit, exact saddle point techniques show an isomorphism to the
n → ∞ limit of O(n)|�φ|4 models.3 In this limit, there is a continuous transition
with a specific heat singularity C ∼ |t|(4−D)/(D−2) and a diverging persistence
length ξ ∼ |t|−1/(D−2). In contrast to the case d = 3, a D = 2 surface is always
crumpled in the limit d → ∞, while a higher dimensional manifold exhibits a finite
temperature rigid phase. Recently, David and Guitter,23 have solved a model similar
to this one, but with infinite bare elastic constants. These authors show that a finite
temperature crumpling transition is recovered for D = 2 within a 1/d expansion for
d < ∞. In other related work, Aronovitz and Lubensky17 have studied the singular
renormalization of κ, µ and λ in the low temperature phase described by (3.3) to
lowest order in ε = 4 − D.

4. Defects and Hexatic Order in Membranes

In our discussion of tethered surfaces, it has been convenient to consider poly-
merized membranes, tied together with permanent covalent bonds. It is interesting
to consider instead nominally crystalline membranes bound together by weaker,
van der Waals forces. This situation arises, for example, in unpolymerized lipid
bilayers at sufficiently low temperatures. If these materials were constrained to be
flat, their low temperature crystalline phase would eventually become unstable to a
proliferation of unbound dislocations. As first elucidated in a famous argument by
Kosterlitz and Thouless,24 a dislocation with Burger’s vector �b (see Fig. 7) in a flat
two-dimensional crystal of radius R has an energy of order K0b

2ln(R/a), where K0

is given by Eq. (2.15) and a is the lattice spacing. This energy cost suppresses the
formation of dislocations at low temperatures. However, there is also an entropy
of roughly 2kB ln(R/a) associated with a dislocation, since it can be located at
(R/a)2 possible positions. Above the critical melting temperature kBTM ∼ K0b

2,
the entropy term dominates, dislocations proliferate, and the crystal melts into a
hexatic phase.25 Figure 7 also shows another type of defect, the disclination, which
has an energy of order K0R

2s2. Here s is the disclination charge, defined as the
angle in radians of the wedge which must be removed or added to a perfect crystal
to make the defect. Disclination energies diverge so rapidly with system size that
isolated defects of this kind are extremely unlikely in equilibrated 2d crystals.

In this section we sketch what happens when crystals containing defects are
allowed to buckle into the third dimension.1,4 As shown in Fig. 8a, an initially flat
disclination in a triangular lattice (obtained by removing a 60◦ wedge of material
from a perfect crystal) will prefer to buckle into an approximately conical shape in a
large enough crystal. A similar, hyperbolic buckling (Fig. 8b) occurs in a sufficiently
large crystal containing a negative disclination, obtained by adding a 60◦ wedge of
material. This buckling occurs because the system finds it energetically preferable
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Fig. 7. Defects of interest in polymerized crystalline membranes: (a) dislocation with Burger’s
vector �b, (b) +2π/6 disclination and (c) −2π/6 dislcination.

Fig. 8. Buckling of (a) positive and (b) negative disclinations.
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to trade in-plane elastic energy for bending energy. Suppose for simplicity that the
in-plane elastic constants are very large, as in an ordinary piece of writing paper.
It is easy to check by inserting disclinations into pieces of paper that there are then
essentially no elastic distortions in the buckled state. The only remaining energy is
now the bending energy, i.e., the first term of Eq. (2.7). It is not hard to show that,
for small s, the vertical displacement in polar coordinates (r, θ) is,1

f(r, θ) ≈
√

s

π
r, (4.1)

and

f(r, θ) ≈
√

2|s|
3π

r cos 2θ, (4.2)

for positive and negative disclinations respectively. In both cases ∇2f ∝ 1/r, and
the bending energy in Eq. (2.7) diverges logarithmically, F ∼ κ ln(R/a). The discli-
nation energy still diverges with system size, but it has been reduced considerably
from the quadratic divergence characteristic of flat membranes. The logarithmic
dependence on system size is not restricted to the large in-plane elastic constant,
small disclination charge approximation considered here.4

The dislocation in Fig. 7 can be regarded as a tightly bound pair of oppositely
charged disclinations, in the sense that its core consists of two displaced points of
local five- and seven-fold symmetry. When the dislocation is allowed to buckle, as
in Fig. 9, we might expect the two (logarithmically divergent) strain fields to cancel
at large distances leading to a finite dislocation energy.1 The underlying elasticity
equations for buckled membranes are nonlinear,14 however, so we cannot really
apply the superposition principle in this way. Numerical calculations have recently

Fig. 9. Buckling of a dislocation. Note the ±2π/6 disclination pair in the dislocation core.
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Fig. 10. Dislocation energy as a function of membrane radius R. The energy ceases to increase
logarithmically beyond a critical buckling radius.

been carried out4 using the model Hamiltonian (2.1), with

V (�r) =
1
2
[|�r|2 − a2], (4.3)

where a is the lattice constant. The energy of an isolated dislocation at the origin in
a system of size of R is shown in Fig. 10 for a variety of ratios of the elastic param-
eter K0 to the bending rigidity κ̃. The energy initially increases logarithmically
with distance, but eventually breaks away and increases more slowly after a critical
buckling radius Rc(K0/κ̃). Arguments given in Ref. 4 suggest that the energy E(R)
approaches a constant in large R,

E(R) ≈
R→∞

ED

[
1 − cRc

R

]
(4.4)

where c is a constant of order unity.
The finiteness of the dislocation energy has important consequences for the

statistical mechanics of these membranes.1 The entropy term in the Kosterlitz–
Thouless argument now dominates at all nonzero temperatures. Instead of
logarithmically bound dislocation pairs, one now has a finite density of unbound
dislocations, with density

nD ≈ a−2e−ED/kBT . (4.5)
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Translational order will be broken up at length scales greater than the translational
correlation length

ξT ≈ n
−1/2
D ≈ aeED/2kBT . (4.6)

The resulting phase will be a hexatic, with extended bond orientational order.25

Because disclinations retain a logarithmically divergent energy even after buck-
ling, hexatic membranes should be stable against disclination unbinding into an
isotropic liquid over a range of temperatures. Note that hexatics replace crystals as
the inevitable low temperature phase in equilibrated membranes. Similar conclu-
sions would apply even if the energy increased indefinitely for R > Rc in Fig. 10,
provided only that the rate of increase is less than logarithmic.

The properties of undulating hexatic membranes are intermediate between the
liquid and tethered membranes discussed so far in this chapter. The free energy Eq.
(2.7) must now be replaced by1

FH =
1
2
κ

∫
d2x(∇2f)2 +

1
2
KA

∫
d2x

[
∂iθ +

1
2
εjk∂k((∂if)(∂jf))

]2

(4.7)

where θ(x1, x2) is the local bond angle field defined within the membrane,
and KA is the hexatic stiffness constant.25 Gradients of θ are accompanied by
a “vector potential”

Ai =
−1
2

εjk∂k((∂if)(∂jf)) (4.8)

in Eq. (4.7). Just as in Eq. (2.6), this vector potential reflects frustration: the bond
angle field cannot return to itself when parallel transported around a region of
nonzero Gaussian curvature (The Gaussian curvature is given by the curl of (4.8)).
The statistical mechanics associated with Eq. (4.8) was worked out by David et al.26

Remarkably, there is a low temperature “crinkled” phase with a radius of gyration
RG controlled by a continuously variable Flory exponent

RG ∼ Lν(KA) (4.9)

where L is a characteristic membrane linear dimension and

ν(KA) = 1 − kBT

2πKA
+ O(kBT )2. (4.10)

Both disclination unbinding transitions and finite crumpling transitions are possible
in hexatic membranes. For more information, see the lectures of F. David.

Acknowledgements

The work described here was carried out in collaboration with L. Peliti, Y. Kantor,
M. Kardar, S. Seung, and M. Paczuski. It is a pleasure to acknowledge these fruitful
collaborations, as well as stimulating interactions with F. David and S. Leibler. This
work was supported by the National Science Foundation, through grant DMR85-
14638 and through the Harvard Materials Research Laboratory.



April 20, 2004 9:20 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap06

148 D. R. Nelson

References

1. D.R. Nelson and L. Peliti, J. Physique 48, 1085 (1987).
2. Y. Kantor and D.R. Nelson, Phys. Rev. Lett. 58, 2774 (1987); Phys. Rev. A36, 4020

(1987).
3. M. Paczuski, M. Kardar, and D.R. Nelson, Phys. Rev. Lett. 60, 2638 (1988).
4. S. Seung and D.R. Nelson, Phys. Rev. A38, 1055 (1988).
5. D.R. Nelson and B.I. Halperin, Phys. Rev. B19, 2457 (1979).
6. P.G. de Gennes, The Physics of Liquid Crystals (Clarendon, Oxford, 1974).
7. A.M. Polyakov, Nucl. Phys. B268, 406 (1986).
8. A.M. Polyakov, Phys. Rev. Lett. 59B, 79 (1975).
9. W. Helfrich, Z. Naturforsch. 28C, 693 (1973).

10. P.G. de Gennes and C. Taupin, J. Phys. Chem. 86, 2294 (1982).
11. D.R. Nelson, in Phase Transitions and Critical Phenomena, Vol. 7, edited by C. Domb

and J. Lebowitz (Academic, New York).
12. L. Peliti and S. Leibler, Phys. Rev. Lett. 54, 690 (1985); see also W. Helfrich,

J. Physique 46, 1263 (1985).
13. Y. Kantor, M. Karkar, and D.R. Nelson, Phys. Rev. Lett. 57, 791 (1986); Phys. Rev.

A35, 3056 (1987).
14. L.D. Landau and E.M. Lifshitz, Theory of Elasticity (Pergammon, New York, 1970).
15. For an analogous treatment of compressible spin models in d-dimensions, see J. Sak,

Phys. Rev. B10, 3957 (1974).
16. See, e.g., S. Sachdev and D.R. Nelson, J. Phys. C17, 5473 (1984).
17. J.A. Aronovitz and T.C. Lubensky, Phys. Rev. Lett. 60, 2634 (1988).
18. This section closely follows the presentation by Paczuski et al. in Ref. 3.
19. M. Kardar and D.R. Nelson, Phys. Rev. A38, 966 (1988).
20. K.G. Wilson and J. Kogut, Phys. Reports 12C, 75 (1974).
21. P.G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press,

Ithaca, NY, 1979).
22. C. Dasgupta and B.I. Halperin, Phys. Rev. Lett. 47, 1556 (1981).
23. F. David and E. Guitter, Europhys. Lett. 5, 709 (1988).
24. J.M. Kosterlitz and D.J. Thouless, J. Phys. C5, 124 (1972); J. Phys. C6, 1181 (1973).
25. D.R. Nelson and B.I. Halperin, Phys. Rev. B19, 2457 (1979).
26. F. David, E. Guitter, and L. Peliti, J. Phys. (Paris) 48, 2059 (1987).



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

CHAPTER 7

GEOMETRY AND FIELD THEORY
OF RANDOM SURFACES AND MEMBRANES

François David

Service de Physique Théorique de Saclay,
Institut de Recherche Fondamentale du Commissariat à l’Energie Atomique,

91191 Gif-sur-Yvette Cedex, France

1. Introduction

Random surfaces (two-dimensional objects fluctuating in d-dimensional Euclidean
space) and their Minkovskian counterpart, relativistic strings (1 + 1 dimensional
objects in 1 + (d − 1) Minkovskian space) have been considered in various areas of
physics, spanning from biophysics and chemical physics to high energy physics. Let
us mention a few examples. The fluctuations of the interface between two phases
(for instance between a liquid and a gas) are governed by the surface tension. Tran-
sitions may occur if the interface interacts with some underlying crystalline struc-
ture (roughening transition) or with an external wall or other interfaces (wetting
transition). Near the critical point where the two phases become undiscernable,
the surface tension is very small and large fluctuations of the interface take place.
Membrane-like surfaces (such as phospholipid mono- or bilayers), may have a very
large total area, in this case large fluctuations may also take place, governed by the
bending rigidity energy, and the effective surface tension is very small.

Random surfaces appear also in the strong coupling expansion for lattice gauge
theories, which involves plaquette ensembles. Many efforts have also been devoted
to formulate a theory of strong interactions as a theory of strings. Although this
approach has not really been successful, it led to the tremendous development of
string theories as quantum theories of gravity.

In all these developments the technics of classical and quantum field theory
are essential. The purpose of these lectures will be to give an introduction to those
technics. A special emphasis will be put on surfaces with curvature energy, which are
expected to be “smooth” at small scales and therefore susceptible of a description
in terms of differential geometry. Discretized models of random surfaces are treated
in J. Fröhlich’s lectures.

Section 2 is devoted to an introduction to differential and Reimannian geometry
for surfaces. I have tried to make this introduction accessible to readers with no

149
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extensive background in the language and technics of modern differential geometry.
I have used the “old-fashioned” presentation with tensors, indices, (rather than the
modern one involving forms, vector bundles . . .) which proves to be useful when
precise field theoretical calculations have to be done.

Section 3 deals with the free field on a curved background as the simplest exam-
ple of how the curvature properties of the surface may modify the properties of the
fluctuations of a field living on that surface.

Section 4 deals with models for fluid surfaces with bending energy. Particular
emphasis is put on the choice of the measure for the fluctuations and on the calcu-
lation of the renormalization of the rigidity moduli by thermal fluctuations.

Section 5 is devoted to a non-perturbative approach to fluid membranes, which
consists in taking the dimension of bulk space to be large, and to a comparison with
the perturbative results of Sec. 4.

Section 6 discusses briefly the possible connection between the behavior of fluid
membranes at scales larger than the persistence length ξp and the properties of
other models of random surfaces, including string models and the models discussed
in J. Fröhlich’s lectures.

The last two sections deal with surfaces with internal structure and bend-
ing energy. Section 7 discusses hexatic membranes with orientational order and
Sec. 8 discusses elastic membranes with crystalline order. These systems are also
discussed in D. Nelson’s and Y. Kantor’s lectures.

Owing to my slowness in writing these lecture notes, some interesting develop-
ments occurred since this school took place, particularly on elastic membranes and
the relationship between some strings models and discrete models of surfaces. I have
refered to those results when this was useful.

It is a pleasure for me to thank D. Nelson and T. Piran for organizing a very
pleasant and stimulating school and for giving me the opportunity to give those lec-
tures. I am very grateful to my collaborators A. Billoire, J.M. Drouffe, E. Guitter,
J. Jurkiewicz, A. Krzywicki, L. Peliti and B. Petersson, and to J. Ambjørn,
B. Durhuus, J. Fröhlich, I. Kostov, F. Koukiou, T. Jonsson, S. Leibler and
D. Petritis, for their interest and discussions on the subject. Finally I thank the
Niels Bohr Institute, where those notes were started, and the Aspen Center of
Physics, where they were finished, for their hospitality.

2. Differential Geometry for Surfaces

In this section we shall try to give a elementary, but hopefully self-consistent intro-
duction to differential and Riemannian geometry, with special emphasis on the
specific applications for two-dimensional surfaces. Those mathematics are classic
and may be found in many textbooks. A list of useful references is Refs. 1 and 4
(this is by no means an exclusive or exhaustive list).
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2.1. Surfaces, Tangent Vectors, Tensors

A surface S is defined as a two-dimensional (smooth) object embedded in d-
dimensional Euclidean flat space Rd. If not specified we consider only compact
surfaces, namely bounded surfaces with no boundary. To describe the surface one
can cover it by “patches” Uα such that every point of some patch Uα may be labelled
by two coordinates

σ = (σi; i = 1, 2) (2.1)

in some subset V of R2.
The position in Rd of a point P in patch Uα with coordinate σ is represented

by a d component vector
�X(σ) = {Xµ(σ); µ = 1, . . . , d}. (2.2)

The surface will be assumed to be “smooth” enough, in most cases �Xµ(σ) will be
twice differentiable.

Tangent vectors

A basis for the plane tangent to S at point P is given by the two tangent vectors

�ti = ∂i
�X(σ), i = 1, 2, (2.3)

Fig. 2.1. A local system of coordinates in a patch U of a surface.
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Fig. 2.2. The tangent plane at point P .

where ∂i denotes the partial derivative with respect to coordinate σi

∂i =
∂

∂σi
. (2.4)

Any vector �V tangent to S at P may be written as

�V = V i�ti =
2∑

i=1

V i�ti (2.5)

with Einstein’s convention of summation over repeated indices. The two V i are
called the components of �V in the system of coordinate {σi} and obviously depend
on the coordinate system.

Change of coordinates

It is very important for two reasons to know how quantities expressed in a coordinate
system σ (in some patch U of S) vary as one changes of coordinate system. First
we need to change coordinate systems when going from some patch Uα to some
neighboring patch Uβ (when moving on S). Second the same patch may be labelled
by various coordinate systems, by a simple change of coordinates. Let us consider
a new coordinate system

σ′ = {σ′j(σ); j = 1, 2}
A basis for tangent vectors in σ′ is simply

�ti
′ =

∂ �X

∂σ′i (σ
′) =

∂σj

∂σ′i
∂ �X

∂σj
(σ) =

∂σj

∂σ′i�tj (2.6)

and the components V ′j of the same vector V than in (2.5)

�V = V ′j�tj ′ (2.7)
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are simply given in the new coordinate system by

V ′j =
∂σ′j

∂σi
V i. (2.8)

Fig. 2.3. Changes of coordinates allow us to connect two different patches and to get a global
description of the surface.

Tensors

The �ti and the V i are the components of the simplest examples of objects called
tensors, or more exactly tensor fields, since they depend on the point P on S. A
type

(
P
Q

)
tensor T is an object defined by its 2P+Q components in a coordinate

system σ

T i1···iP
j1···jQ

labelled by P upper indices and Q lower indices, which are such that under a change
of coordinates σ → σ′, the components T transform into T ′ according to

T ′k1···kP

�1···�Q
=

∂σ′k1

∂σi1
· · · ∂σ′kp

∂σip
· ∂σ�1

∂σ′j1 · · · ∂σ�Q

∂σ′jQ
· T i1···iP

ji···jQ
. (2.9)

This transformation rule may easily be obtained by writing the tensor T in terms
of its components as

T = T i1···iP
j1···jQ

· dσj1 · · · dσjQ · ∂

∂σi1
· · · ∂

∂σiP
. (2.10)

This is in fact the mathematical definition of a tensor field, once a rigorous defini-
tion of the “ ∂

∂σi ” (differential operator), of the “dσi” (differential form) and of the
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product “·” (tensorial product) has been given. One sees immediately that in the
case of tangent vectors considered above, the V i are the components of a type

(1
0

)
tensor, often called a contravariant vector, and the µ-components (in bulk space)
tµi of �ti are the components of a type

(0
1

)
tensor tµ. A type

(0
1

)
tensor is called a

contravariant vector.

The metric tensor

The simplest more elaborate example of tensor is obtained by considering the
infinitesimal Euclidean distance between two points with respective coordinates
σ and σ + dσ. Their distance dS is

dS2 =
[
�X(σ + dσ) − �X(σ)

]2 = dσidσj ∂ �X

∂σi
(σ)

d �X

∂σj
(σ)

= dσidσjgij(σ), (2.11)

gij(σ) =
∂ �X

∂σi

∂ �X

∂σj
, (2.12)

are the components of a type
(0
2

)
tensor, called the metric tensor, or the first fun-

damental form. It allows to a define a scalar product for two contravariant vectors
V and W by

V · W = V igijV
j = |V ||W | cos θ. (2.13)

Obvious examples of type
(1
1

)
tensors are the Kronecker’s symbols δi

j and δj
i, whose

components do not depend on the coordinate system. From the metric tensor g we
can construct a type

(2
0

)
tensor g−1 by considering the matrix elements of the inverse

of the metric tensor

gij =
(
g−1

k�

)
ij

. (2.14)

Finally it is obvious that both g and g−1 are symmetric, namely

gij = gji; gij = gji. (2.15)

The antisymmetric tensor

Another important type
(0
2

)
tensor is obtained by considering the area A of the

polygon generated by two tangent vectors V and W . It is easy to show that it may
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be written

A = |V ||W | sin θ = W iV jγij , (2.16)

with

γij = [det g]1/2εij . (2.17)

εij is the totally antisymmetric matrix

εij =
(

0 −1
1 0

)
or ε11 = ε22 = 0, ε21 = −ε12 = 1 (2.18)

and det g is the determinant of the metric tensor

det g = εijεk�gikgj� = g11g22 − g12g21. (2.19)

γij are the components of a
(0
2

)
antisymmetric tensor which allows us to define the

elements of area.

Fig. 2.4. Area A(V, W ).

Infinitesimal element of area

For instance the element of area, generated by the two infinitesimal vectors (dσ1, 0)
and (0, dσ2) is simply

d2S = dσ1dσ2
√

det g. (2.20)

Orientable surfaces

In fact it is not always possible to define globally the antisymmetric tensor γij , since
it requires a choice of orientation on the surface. This is possible only for orientable
surfaces. For a non-orientable surface, for instance the Moebius strip or the Klein
bottle, if we start from γij at some point and “transport” it along the surface (in a
way which will be defined rigorously later as the parallel transport), we may come
back to the origin and find that we have now −γij , thus the orientation is reversed
and the sign of elements of area is changed. In practice we shall always consider in
the following orientable surfaces.
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Raising and lowering of indices

gij and gij allow to raise the lower indices. For instance from a contravariant vec-
tor with components V i one constructs a covariant vector with components Vi by
“contraction”

Vi = gijV
j . (2.21)

In particular, from γij one constructs

γi
j = gikγkj (2.22)

and

γij = gikγk�g
�j = [det g]−1/2εij . (2.23)

γi
j performs rotation by π/2 over tangent vector, indeed the tangent vector V⊥

V i
⊥ = γi

jV
j (2.24)

has some length and is orthogonal to V , V⊥ · V = 0.

2.2. Geodesics, Parallel Transport, Covariant Derivatives

Let us consider on curve C on a surface S, labelled by a curvilinear coordinate s

going from 0 to 1. In a coordinate system σ the curve is given by σi(s). The length
of the curve is

L(C) =
∫ 1

0
ds

∣∣∣∣∣d
�X(σ(s))

ds

∣∣∣∣∣ =
∫ 1

0
ds

√
dσi

ds
gij(σ)

dσj

ds
. (2.25)

Geodesics

The generalization of the notion of “straight lines” on a surface is geodesics: A
geodesic is a curve with extremal length with respect to small variations. If one
changes the curve by an infinitestinal amount δσi(s) (with δσi(0) = δσi(1) = 0),
the variation of the length is δL = 0. In a parametrization s such that∣∣∣∣∣d

�X

ds

∣∣∣∣∣ = cst (2.26)

(constant speed), one can show (by writing the Euler–Lagrange equations for the
action L) that any geodesic satisfies the following second order differential equation

d2σi(s)
ds2 + Γi

jk(σ(s))
dσj(s)

ds

dσk(s)
ds

= 0, (2.27)

where the quantity Γi
jk, which is not a tensor, is

Γi
jk(σ) =

1
2
gi�(σ)[∂kgj�(σ) + ∂jg�k(σ) − ∂�gjk(σ)] (2.28)

and is called the affine connection.
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Parallel transport

The physical meaning of Γ is quite clear when one generalizes the usual notion of
translation of vectors in flat space to surfaces. Let us consider two points P and P ′,
close to each other, with coordinates σ and σ + δσ respectively, and V a tangent
vector to the surface at P . To move the vector V to P ′ in a geometrical way which
does not depend on the coordinate system, let us consider the geodesic σ(s) joining
P to P ′ (it is unique if the distance between P and P ′ is small enough) and let us
consider the vector V ′ tangent to S at P ′ which has the following two properties
(which determine it in a unique way)

– V ′ has same length than V

– the angle between V ′ and the geodesic at P ′ is the same than the angle between
V and the geodesic at P .

From the equation of the geodesic it is easy to show that in the coordinate system
considered

V ′i = V i − Γi
jk(σ)V jδσk. (2.29)

In other words, −Γi
jk represents the element of matrix

(
i
j

)
of the linear variation

undergone by a vector V when parallel transported along direction k.
An important property of the affine connection Γi

jk is that it is symmetric in j

and k. One may define more general affine connections which are not symmetric, in
such a situation the connection is said to be “with torsion”.

Parallel transport along a curve C is easily defined by decomposing the curve
into infinitesimal segments. The parallel transported vector V i(s) along the curve
σ(s) satisfies the differential equation

dV i(s)
ds

+ Γi
jk(σ(s))V j(s)

dσk(s)
ds

=
DV i

Ds
= 0. (2.30)

Covariant derivative

One can now easily extend to vectors, and to tensors, the notion of partial deriva-
tives. Let V i(σ) be a tangent vector field. The derivative of V (σ) in direction δσ is

Fig. 2.5. Parallel transport of a vector V along the curve C.
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Fig. 2.6. Geometrical representation of Eq. (2.31).

obtained by comparing the vector V (σ+δσ) with the vector V ′ obtained by parallel
transport of V (σ) at point σ + δσ, namely

δσjDjV
i(σ) = V i(σ + δσ) − [

V i(σ) − Γi
jk(σ)V k(σ)δσj

]
. (2.31)

Thus the covariant derivative is

DjV
i = ∂jV

i + Γi
jkV k (2.32)

and one can check that it is a type
(1
1

)
tensor. More generally, the covariant deriva-

tive of a type
(
P
Q

)
tensor is defined as

DkT i1···iP
j1···jQ

= ∂kT i1···iP
j1···jQ

+
P∑

α=1

Γiα

k�T
i1···iα−1�iα+1···iP

j1····················jQ
−

Q∑
β=1

Γ�
kjβ

T i1··················iP

j1···jβ−1�jβ+1···iQ

(2.33)
and is a type

(
P

Q+1

)
tensor. By definition the covariant derivative of a scalar function

is the ordinary derivative. The covariant derivative shares all usual properties of the
ordinary derivative, with one very important exception: Covariant derivatives do not
commute,

DiDj �= DjDi, (2.34)

except when applied to scalar functions

DiDjf = DjDif. (2.35)

Another important property is that covariant derivatives of the metric tensor and
of the antisymmetric tensor vanish:

Digjk = 0, Dig
jk = 0, Diγjk = 0. (2.36)

This implies that lowering and raising of indices is an operation which commutes
with covariant derivatives (this is quite useful for practical calculations).
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2.3. Integration, Stokes Formula

If D is a (disk shaped) domain bounded by a clockwise oriented contour C and if
Vi is a contravariant vector field (1-form) in D, Stokes formula states that∫

D

d2σεij∂iVj =
∫

C

dσiVi. (2.37)

Fig. 2.7. Domain D and its oriented boundary C.

Expressed in terms of tangent (covariant) vector field and of the element of area
d2S = d2σ

√
det g this becomes∫

D

d2Sγj
iDjV

i =
∫

C

dσiV fgij (2.38)

or equivalently ∫
D

d2SDiV
i =

∫
C

dσiV jγij . (2.39)

2.4. Extrinsic Curvature

Up to now, no result really depends on the fact that the metric tensor gij derives
from the embedding of the surface in Rd, or that the surface is two-dimensional
(except for results involving γij). However, different surfaces, embedded in different
ways in Rd, may have the same metric tensor gij , but differ by the way they are
curved in bulk space. To measure such a curvature, one generalizes the notion of
curvature of a curve by considering the extrinsic curvature tensor

�Kij = Di�tj = DiDj
�X. (2.40)

It is a symmetric
(0
2

)
tensor and each component is a vector in bulk space.

Let us show that each component �Kij is normal to the surface: indeed

�Kij�tk =
(
Di�tj

)
�tk = Di

(
�tj · �tk

) − �tj
(
Di�tk

)
= − �Kki�tj (2.41)

since Di

(
�tj�tk

)
= Digjk = 0. (2.42)

Repeating this operation twice, we get �Kij�tk = 0. �Kij has a simple geometrical
interpretation. Obviously

∂i�tj = Γk
ij
�tk + �Kij . (2.43)
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Fig. 2.8. Two different surfaces with the same intrinsic metric.

Fig. 2.9. The two principal directions 1 and 2 at a saddle point.

Thus Γk
ij are the tangential components of ∂i�tj and �Kij is the component of ∂i�tj

normal to the surface, which measures the amount of rotation of tangent vectors
when parallel transported along the surface.

In the particular case of a surface in R3, in �Kij is proportional to the unit
normal vector to the surface �n, it writes

�Kij = Kij�n, (2.44)

where Kij is a symmetric tensor (the second fundamental form of Gauss), which
may also be defined from

∂i�n = Kij�t
j . (2.45)

At every point σ Kij(σ) may be diagonalized in a tangent frame which defines the
principal directions of curvature at this point. In this frame it writes

Kij =
(

K1 0
0 K2

)
, (2.46)

where K1, K2 are the two principal curvatures and encode the local curvature prop-
erties of the surface.
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ri = 1/Ki, i = 1, 2, (2.47)

are called the principal curvature radii. The signs of K1 and K2 correspond to the
following geometrical situations.

Fig. 2.10. Different cases for the two principal curvatures.

Rather than dealing with K1 and K2 one prefers often to deal with the two
following scalar quantities. The Gauss curvature

K = det(Kij) =
1

r1r2
(2.48)

and the mean curvature

H =
1
2
Tr(Kij) =

1
2

(
1
r1

+
1
r2

)
(2.49)

which generalize in Rd to

K =
1
4
γijγk� �Kik

�Kj�,

=
1
2
(
�Ki

i
�Kj

j − �Kj
i

�Ki
j

)
(2.50)

and to the vector normal to the surface (and which has therefore d− 2 independent
components)

�H =
1
2
gij �Kij . (2.51)

2.5. The Riemann Curvature Tensor

Riemann curvature

Let us come back to the difference between ordinary derivatives in flat space
and covariant derivatives in a general curved surface: covariant derivatives do not
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commute. In fact an explicit calculation shows that the commutator

[Di, Dj ] = DiDj − DjDi (2.52)

acting on a vector field V k acts only as a linear transformation which defines a new(1
3

)
tensor, the curvature tensor Rk

�ij

[Di, Dj ]V k = Rk
�ijV

� (2.53)

explicitly

Rk
�ij =

(
∂iΓk

�j + Γk
imΓm

j�

) − (i ↔ j). (2.54)

Scalar curvature

The geometrical intepretation of the curvature tensor is the following. If we perform
parallel transport of a vector V along the infinitesimal parallelogram generated by
two infinitesimal vectors δσ and δσ′, we get a new vector V ′ which differs from V

only by a rotation, which is a linear transformation. In fact

(V ′ − V )k = dσ′idσjRk
�ijV

� (2.55)

and δk
� −dσ′idσjRk

�ij is the
(
k
�

)
matrix element corresponding to a rotation by some

infinitesimal angle δθ = θijδσ
′idσj . Thus Rk

�ij may be written as

Rk
�ij = γk

�θij (2.56)

(we have seen that γk
� performs a π/2 rotation on vectors). But since Rk

�ij is
obviously antisymmetric in (i, j), we may write θij as γij

1
2R and

Rk
�ij = γk

�γij
1
2
R (2.57)

where R is a scalar function, the scalar curvature, and is the only independent
component of the curvature tensor.

Fig. 2.11. Parallel transport along an infinitesimal circuit defines the Riemann curvature tensor.

The geometrical meaning of the scalar curvature R is the following. If D is
a (disk-shaped) domain bounded by a clockwise-oriented closed curve C and if a
vector V is parallel transported along C, after one turn, it is rotated by an angle θ



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

Geometry and Field Theory of Random Surfaces and Membranes 163

proportional to the integral of R inside D:

θ =
1
2

∫
D

d2SR. (2.58)

Proof: This may be shown either by decomposing the domain D into infinitesimal
elementary parallelograms, or by considering a smooth vector field Na(σ) in D with
unit length

|N |2 = N iN jgij = 1 (2.59)

(it is always possible to construct such a vector field in a domain D with the shape
of a disk). When parallel transported in direction dσi, the vector N(σ) is rotated
with respect to N(σ + dσ) by an elementary angle

dΩ = γjkN jDiN
kdσi = Ωidσi, (2.60)

integrating dΩ over the boundary C = ∂D of D gives the angle θ (whatever the
vector field N is)

θ =
∫

C

dσiΩi =
∫

C

γjkN jDiN
kdσi, (2.61)

using Stokes’ formula

θ =
∫

D

d2σ
√

|g|γijDjΩi

=
∫

D

d2σ
√

|g|γijγk�Dj(NkDiN
�)

=
∫

D

d2σ
√

|g|γijγk�

[
Nk(DjDiN

�) + (DjN
k)(DiN

�)
]
, (2.62)

the first term is, using antisymmetry of γij ,

∫
D

d2σ
√

g
1
2
γijγk�N

k[Dj , Di]N �

=
∫

D

d2σ
√

g
1
2
γijγk�N

kR�
mjiN

m =
∫

D

d2σ
√

g
R

2
, (2.63)

while the second term vanishes also by antisymmetry.
There is a remarkable connection between Gauss curvature K (obtained from

the extrinsic curvature tensor) and the scalar curvature (obtained from the Riemann
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curvature tensor). It is given by

Fig. 2.12. Parallel transport of V along C induces a rotation by an angle θ.

Gauss’ Theorema egregium

K =
1
2
R (2.64)

Proof: Starting from the definition of K

K =
1
4
γijγk�(Di�tk)(Dj�t�) (2.65)

using the fact that �tk · �t� = gk� and that the covariant derivative of g vanishes, we
can rewrite K as

K = −1
8
γijγk��tk[Di, Dj ]�t�, (2.66)

which gives

K =
1
2
R. (2.67)

2.6. The Gauss–Bonnet Theorem

We have seen that the scalar curvature R is an “intrinsic” quantity of the surface,
which depends only on the metric tensor gij on S and not on the embedding. In
fact a much stronger result is valid for the integral of R over a closed surface. It is
a topological invariant, which depends on the global shape of S and which does not
change under any smooth deformation of S.

Genus and the Euler characteristic

Let us consider an orientable closed surface S with no boundary. One can show that
its shape (topology) is only characterized by an integer g ≥ 0, called the genus of S,
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which represents the “number” of “handles” of S. More precisely, two orientable
closed surfaces with no boundary with the same genus are homeotopic, namely may
be mapped into one another.

Let us introduce another concept. The Euler characteristic χ which may be
defined as follows.

Let us consider a smooth vector field V on a closed orientable surface S, which
vanishes only at some isolated points P1, . . . , PN (this is the generic case). At each
point PI we may associate an integer nI , called the index of the vector field V at
point PI , which is the winding number of V around PI , which shall be defined more
rigorously later. Figure 2.13 represents vector fields with winding numbers +1, 0
and −1.

Fig. 2.13. The index of a vector field at a point is the number of turns that it performs around
this point.

The Euler characteristic is defined as

χ =
N∑

I=1

nI (2.68)

and shall be shown to depend only on S and to be the same for any vector field
V on S.

Gauss–Bonnet theorem

∫ √
gR = 4πχ = 8π(1 − g). (2.69)

Proof: Taking the vector field V introduced before, let us consider infinitesimal
anti-clockwise oriented circles CI with infinitesimal radius ε around the points
PI (I = 1, N) which bound small disks DI containing PI . Away from the PI ’s,
we can construct a unit norm vector field N by taking

N i =
V i

|V | = (V igijV
j)−1/2 · V i. (2.70)
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Fig. 2.14. Construction of the unit vector field N away from the disks DI where V is small.

Fig. 2.15. An example of surface with g = 2 and χ = 2.

We may decompose S−UDI

I (the exterior of the disks) into disk-shaped domains and
apply the same reasoning used in the derivation of (2.68) to show that∫

S

d2σ
√

gR =
∫

S−UDI
I

d2σ
√

gR + 0(ε) � −2
∑

I

∫
CI

dσiΩi

� −2
∑

I

θI , (2.71)

where

Ωi = γjkN jDiN
k. (2.72)

There is a − sign because the circles CI ’s, which circle anti-clockwise around DI ,
circle clockwise around the exterior S−UDI

I and because θI is nothing but the angle
of rotation of N with respect to itself when parallel transported along CI , after one
complete turn. Thus θI must be a multiple of 2π by some integer which is nothing
but minus the index of Vi at PI , nI , which we introduced previously:

θI = −2πnI . (2.73)
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Thus
∫

S

√
gR = 4π

(∑
I

nI

)
= 4πχ (2.74)

and this shows that the Euler characteristic χ does not depend on V but only on
the surface S.

The second part of the theorem

χ = 2(1 − g) (2.75)

is simply obtained by considering a surface with g handles embedded in three-
dimensional space R3, by considering the height h = (X3) of each point on the
surface as a smooth function on S and by taking as a vector field V on S the
gradient of h

V i = gij∂ih. (2.76)

The points where V vanishes are extrema of h which may be local maxima or
minima (with index n = +1), or saddle point, (with index n = −1). Counting on a
specific example, as the one depicted in Fig. 2.15, shows that

χ =
∑

I

nI = 2 − 2g. (2.77)

The Gauss–Bonnet theorem is one of the simplest examples of an index theorem,
which relates the integral of some local quantities on a surface to some global topo-
logical properties of the surface. There is a version of the Gauss–Bonet theorem valid
for surfaces with boundaries, which involves the integral of the extrinsic curvature
of the boundaries.

We shall now present some other simple applications of Riemannian geometry
which are quite important for the theory of surfaces.

2.7. Minimal Surfaces

Let us consider a surface S in d-dimensional space Rd, bounded by a curve C in
Rd. S is said to be a minimal surface (or rather an extremal surface), if its total
area A is stationary under infinitesimal changes of shape which leave the boundary
C fixed.

Let us represent the surface by �X(σ), where the coordinates σ = (σi) belong to
some domain D bounded by a boundary ∂D mapped on C. Then it is quite easy
to write the differential equation satisfied by �X(σ) if S is minimal. The area is

A =
∫

d

d2σ
√

g. (2.78)
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Fig. 2.16. A minimal surface bounded by a contour C.

Under a small change �X(σ) → �X(σ) + δ �X(σ) such that δ �X = 0 on the boundary
∂D of D, the metric tensor changes as

δ(gij) = δ(∂i
�X∂j

�X) = �ti∂jδ �X + �tj∂iδ �X (2.79)

and the variation of the area is

δA

∫
d

d2σδ
√

g =
1
2

∫
d

d2σ
√

gg
ij

δgij . (2.80)

Integrating by part by using Stokes formula and the fact that δ �X vanishes on the
boundary, we get

δA = −
∫

d

d2σ
√

g(di�ti)δ �X. (2.81)

If S is minimal, δA = 0 for any variation δ �X and therefore

di�ti = �Ki
i = 0. (2.82)

Therefore, a surface is minimal if and only if the mean curvature �H vanishes.

2.8. Conformal (or Isothermal) Coordinates

Another important result, valid only for two-dimensional surfaces, and which goes
back to Gauss, is the following. Locally, it is always possible to construct a coordi-
nate system σ on a surface such that the metric tensor gij(σ) is proportional to the
unit matrix

gij(σ) = ρ(σ)δij . (2.83)

Proof: Let us start from an arbitrary coordinate system τ = (τ1, τ2) and let us take
us σ2(τ) a non-constant solution of Laplace equation (the heat diffusion equation)

∆σ2 = didiσ
2 1√

g(τ)
∂

∂τ i

√
g(τ)gij(τ)

∂

∂τ j
σ2 = 0 (2.84)

such that ∂iσ
2 �= 0 (σ2 �= cst). It is always possible to find such a σ2 locally. Then

one can take as other coordinate a function σ1 such that the lines of constant σ1
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are normal to the lines of constant σ2. This is satisfied if the gradient vector field
∂iσ

1 is orthonormal to ∂iσ
2:

∂iσ
1 = −γj

i (τ)∂jσ
2, (2.85)

which gives two first order differential equations. These two equations are compatible
because σ2 satisfies (2.84) and therefore there is a solution σ1 of (2.85).

Then one can check that (σ1, σ2) provides a conformal coordinate system. The
metric tensor g̃ in (σ) satisfies

g̃12(σ) = g̃21(σ) = 0,

g̃11(σ) = g̃22(σ) = ρ(σ),
(2.86)

with

ρ(σ) =
1√
g(τ)

∣∣∣∣∂(σ1, σ2)
∂(τ1, τ2)

∣∣∣∣ . (2.87)

This result has very important consequences.

(i) Locally, any metric may be written as

gij(σ) = ρ(σ)go
ij(σ), (2.88)

where go
ij(σ) is a flat metric such that the curvature tensor vanishes (Ro = 0).

One says that any metric is locally conformally equivalent to a flat metric in
two dimensions.

(ii) In a conformal coordinate system, the scalar curvature reads simply

R(σ) = − 1
ρ(σ)

(
∂2

∂σ2
1

+
∂2

∂σ2
2

)
ln ρ(σ) = −1

ρ
∂2(ln ρ). (2.89)

(iii) There is a natural analytic structure on two-dimensional surfaces. Indeed,
let us consider two different conformal coordinate systems σ = (σ1, σ2) and
τ = (τ1, τ2) on the same patch. It is easy to show that if σ and τ are confor-
mal.

σ1 + iσ2 = f(τ1 + iτ2) (2.90)

where f in an analytic (or anti-analytic if the change of coordinates reverses
orientation) function of one complex variable. Thus conformal changes of coor-
dinates are simply analytic changes of the complex coordinate

z = σ1 + iσ2.

Two-dimensional Riemannian manifolds may thus be viewed as one-
dimensional complex manifolds (or complex curves).

Note also that a conformal transformation z → f(z) changes the length of
tangent vectors but not the angles.
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(iv) (1) does not mean that globally any metric is conformally equivalent to a flat
metric. However, (1) has a simple but non-trivial global extension:

Any metric on a closed compact surface with no boundary is conformally
equivalent to a metric with constant curvature.

Since the integral of the curvature is a topological invariant depending on
the genus g of the surface, this curvature R(o) may be chosen to be

R(o) = 1 if g = 0 sphere,
R(o) = 0 if g = 1 torus,
R(o) = −1 if g ≥ 2 higher genus surface.

(2.91)

3. Fields on Surfaces

For various reasons, we shall have to consider statistical systems living on a curved
surface. In the vicinity of a critical point, where correlation lengths and typical scales
for variations of curvature of the surface are large, this reduces in the continuum
limit to consider Euclidean quantum field theories on a curved two-dimensional
space.5 The simplest example of such fields in provided by the massless free field,
that we consider now.

3.1. Free Field

Consider a free field φ(σ) living on a 2-d. Riemannian manifold M with metric ten-
sor gij . The natural generalization of the Gaussian action which is reparametrization
invariant is

S =
1
2

∫
M

d2σ
√

ggij∂iφ∂jφ. (3.1)

If M has no boundaries, integrating by parts gives

S =
1
2

∫
M

d2σ
√

gφ(−∆)φ, (3.2)

where ∆ is the scalar Laplacian (2.84).

Partition function

The partition function for such a system is formally

Z =
∫

D[φ]e−S[φ] � [det(−∆)]−1/2. (3.3)

In order to define this functional integral in a more rigorous way, we stress that we
require that the partition function must be reparametrization invariant. Therefore
the integration measure D[φ] has also to be reparametrization invarariant. One
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simple way to achieve this is to decompose φ into a basis of eigenvectors of the
scalar Laplacian6

φ =
∞∑

k=0

akφk − ∆φk = λkφk,

∫
M

d2σ
√

gφkφl = δkl,

(3.4)

and to write

D[φ] =
∏
k

dak, det(−∆) =
∏
k

λk = exp

(∑
k

lnλk

)
. (3.5)

Two problems arise in the calculation of this determinant.
(1) There is a zero mode λo = 0 corresponding to the constant function

φo =
[∫

M
d2σ

√
g
]−1/2, which necessitates some care.

(2) Large eigenvalues λk give a divergent contribution. Indeed, the corresponding
eigenfunctions ϕk may be written locally within the WK B approximation as plane
waves with wavevector ki

φk ∝ exp(−ikiσ
i) λk = |k2| = kikjg

ij (3.6)

and as for the Laplacian in flat space, they give a contribution

∑
k large

lnλk ∼
∫

d2k

(2π)2
ln k2, (3.7)

which diverges like k2. We need to introduce a short distance regulator a, or a high
momentum cut-off Λ ∼ 1/a, to suppress the contribution of eigenmodes with wave
vectors k2 > Λ2 in order to define in a proper way the partition function. Such a
regulator has to be introduced in a reparametrization invariant way and we expect
that in the limit of large cut-off Λ, the logarithm of the partition function will have
an expansion as

ln Z = BΛ2 + C ln Λ2 + D + 0
(

1
Λ2

)
. (3.8)

As we shall see in the next section, for two-dimensional surfaces, these coefficients
may be computed as a function of the geometry of the surface. As a consequence,
for “smooth” surfaces such that the curvature R is (at any point) much smaller that
the regulator Λ2, the partition function may be calculated (almost) exactly!
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3.2. The Heat Kernel Regularization

A simple way to give a sense of det′(−∆) (the ′ means that the contribution of the
zero mode is always omitted) by suppressing the contribution of the large eigen-
modes is to write its logarithm as

Tr′ log(−∆ε) = log det′(−∆ε) = −Tr′
[∫ ∞

ε

dt

t
et∆

]
= −

∫ ∞

ε

dt

t
Tr′(et∆). (3.9)

The parameter ε ∼ Λ2 acts as a cut-off. Indeed, for small eigenvalues λk � ε the
t integral gives a contribution of order ln(λkε), while for large eigenvalues λk 	 ε

the t integral gives a contribution of order exp(−ελk). Tr′ means that the sum over
eigenvalues λk starts at k = 1. Now Tr′(et∆) may be written as

Tr′(et∆) =
[∫

M

d2σ
√

gG(σ′, σ; t)
]

− 1, (3.10)

where the “heat-kernel” G(σ, σ′; t) is the integral kernel of the operator et∆, which
is defined as the solution of the differential equation,

d

dt
G(σ, σ′; t) = ∆σG(σ, σ′; t) (3.11)

with initial condition

G(σ, σ′; t = 0) =
1√
g(σ)

δ2(σ − σ′) = δ2
cov.σ, σ′ (3.12)

Thus G describes the diffusion (according to Laplace equation) in a curved space
of a distribution (for instance of heat) initially localized at the point σ′ at t = 0.
The short time behavior of this heat kernel has been extensively studied in math-
ematics. We shall need only its short time behavior at coinciding points, which
reads5−7

G(σ, σ; t) 
 1
4π

[
1
t

+
R(σ)

6
+ 0(t)

]
, (3.13)

where R(σ) is the scalar curvature at point σ. This result has a simple physical
significance. The leading term 1

t corresponds to diffusion in flat space. The correction
R/6 corresponds to the fact that diffusion will be slower on a space with positive
curvature than on a space with negative curvature. Indeed, the area of a ball in this
space grows more slowly with its radius if R > 0 than if R < 0. Hence the “available
space” for diffusion is smaller and diffusion is slower for positive curvature.

From this formula we obtain immediately the small ε expansion of the logarithm
of the partition function by integrating over t,

Tr′ log(−∆ε) 
 − 1
4πε

∫
M

d2σ
√

g − 1
24π

∫
M

d2σ
√

gR log ε + 0(1). (3.14)

Hence the quadratic divergent part B is proportional to the area of the surface
and the logarithmically divergent part C is proportional to the Euler character. Such
a formula may be extended to the case of surfaces with boundaries. Let us stress that
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Fig. 3.1. Diffusion of a distribution localized at t = 0.

if the coefficient of the quadratic divergence is not universal and should depend on
the regulator used, one can show that the coefficient of the logarithmic divergence
is universal, provided that the regulator respects reparametrization invariance and
is “smooth enough” in suppressing the contribution of higher modes (it is worth
mentioning that a sharp cut-off giving zero weight to all modes such that λk > 1/ε

and weight 1 to the others does not satisfy this smoothness assumption).

3.3. The Conformal Anomaly and the Liouville Action

In fact the method described above allows also to extract very strong information
about the finite part D of Tr log(−∆). More precisely, one can compute exactly how
this finite part changes when an arbitrary local conformal transformation

gab(σ) → gab(σ)eϕ(σ) = g′
ab(σ) (3.15)

is performed. Indeed under such a transformation, the scalar Laplacian changes as

∆g → ∆g′ = e−ϕ(σ)∆g. (3.16)

Therefore, under an infinitesimal change δϕ

δ

δϕ(σ)
Tr′ log(−∆ε) = −

∫ ∞

ε

dt

t
Tr

[
t
δ∆
δϕ

et∆
]

=
∫ ∞

ε

dt

t

√
g(σ)[t∆et∆]σσ

=
∫ ∞

ε

dt
d

dt
[et∆]σσ

√
g(σ)

= −[eε∆]σσ
√

g(σ) = −√
g(σ)G(σ, σ; ε)

= −
√

g(σ)
[

1
4πε

+
R(σ)
24π

+ 0(ε)
]

. (3.17)
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This is the conformal anomaly.5,7−9 Most remarkably, the result of (3.17) may be
written as

δ

δϕ(σ)

[
1

4πε

∫
M

d2σ
√

g(σ) − 1
48π

∫
M

d2σ

×
∫

M

d2σ′√g(σ)R(σ)G(σ, σ′)
√

g(σ′)R(σ′)
]

, (3.18)

where G(σ, σ′) is the propagator in the metric gij solution of

(−∆σ)G(σ, σ′) = δcov(δ, δ′). (3.19)

Therefore one can integrate out the variation over ϕ, starting for instance from a
constant curvature metric go

ij conformally equivalent to the metric gij , to obtain
the finite part of the trace of the logarithm as

Tr log(−∆gε) =
1

4πε

∫ √
g − 1

48π

∫∫ √
gR

(
1

−∆g

) √
gR + f [go] + 0(ε), (3.20)

where f [go] depends only on the conformal class of the metric g, characterized by
the metric go, and contains the logarithmic divergent part obtained in (3.14).

The finite part in (3.20) is called the Liouville action.8 In a conformal system of
coordinates where gij(σ) = δije

ϕ(σ) it takes the simple form

SLiouville(ϕ) = − 1
48π

∫
d2σ

[
(∂ϕ)2 + µ2eϕ

]
; µ2 = − 1

6ε
. (3.21)

It plays a very important role in the study of surfaces with constant curvature (where
the Liouville equation −∂2ϕ + eϕ = 0 was originally introduced by Liouville), in
string theory and, as we shall see, in the study of membranes with hexatic order.

Finally let us mention that the free field coupled to a 2-d metric is the simplest
example of 2-d conformal field theories,5,10 a subject which has seen a tremendous
development during the last years.

4. Fluid Membranes Models

In this section, we shall apply the notions of geometry and of field theory to mod-
els describing the statistics of fluid membranes, namely models of random surfaces
with bending rigidity but where elements of the membrane are free to move in the
plane of the membrane and to adjust themself to the shape deformations. Such an
hypothesis is valid if the characteristic time for in-plane diffusion of molecules is
much shorter than the characteristic time for thermal undulations corresponding to
shape deformations. In such a case one can assume that the energy of a configuration
depends only on the geometry of this configuration and is therefore independent of
any particular coordinate system chosen to describe the membrane, (which could
correspond physically to a labeling of distinct constitutive elements of the mem-
brane). In doing so, one also assumes that internal degrees of freedom (for instance
sound waves associated to the finite compressibility of the fluid) are irrelevant for
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the large distance properties. This assumption is in fact valid, since such degrees of
freedom do not exhibit in general critical fluctuations. At the end of this section we
shall briefly discuss the effect of global tangential flows in the membrane.

4.1. Continuous Model for Fluid Membranes

To construct an effective Hamiltonian for fluid membranes, one proceeds in the fol-
lowing way. As argued before, the Hamiltonian must be only a function of the field
�X(σ) (describing the position in d-dimensional Euclidean space of points of the
membrane), invariant under displacements and rotations in Rd, and reparametriza-
tion invariant. Expanding in local terms involving more and more derivatives
and keeping only the terms relevant by näıve power counting, the most general
Hamiltonian has only three terms, and is given by11,12

H = r0

∫
d2σ

√
g +

κ0

2

∫
d2σ

√
g
(
∆ �X

)2 +
κ̄0

2

∫
d2σ

√
gR, (4.1)

where

gij = ∂i
�X∂j

�X (4.2)

is the induced metric, g its determinant, ∆ the scalar laplacian in metric gij and R

the scalar curvature.
In this formulation the total area

∫
d2σ

√
g is allowed to vary. The conjugate

parameter r0 has engineering dimension (length)−2. It is strongly relevant and will
often be called the microscopic surface tension. Physically it corresponds to a chem-
ical potential for unit elements of area for the membrane.

κ0 and κ̄0 are respectively the bending rigidity and the Gaussian rigidity, they
have engineering dimension 0 and correspond to marginal parameters. κ̄0 plays
no role if the topology of the membrane is fixed but is important if topological
fluctuations occur, as this is the case in microemulsions. The microscopic origin of
κ0 and κ̄0 is described in S. Leibler’s lectures. Other terms involving for instance
higher powers of the extrinsic curvature are irrelevant. Indeed, if one rescale the
whole surface by a factor λ

�X(σ) → λ �X(σ)

the area energy scale obviously as λ2, the curvature energy terms are unchanged
and higher terms scale as negative powers of λ. Hence they are negligible if one
considers large wavelength deformations of the surface.

There are two important special cases where additional relevant terms can be
included in the Hamiltonian; they correspond to space dimension d = 3 and 4.
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d = 3: spontaneous curvature

If d = 3 the membrane has an “interior” and an “exterior” and may have a sponta-
neous curvature.11 The corresponding energy term is

Hsp. curv. = S0

∫
d2σ

√
g(∆ �X · �n), S0 = −κ0H0, (4.3)

where �n is the vector normal to the surface and H0 the spontaneous mean curvature.
This requires the choice of an orientation on the surface.

d = 4: “winding number”

If d = 4 another term may be considered.5,12 It is obtained from the quantity

Q =
1
4π

∫
d2√gεµνρσgij∂iQ

µν∂jQ
ρσ, Qµν = γij∂iX

µ∂jX
ν , (4.4)

where εµνρσ is the totally antisymmetric rank 4 tensor.
Q, which makes sense only in dimension 4, is in fact, like the Euler character χ,

an integer quantity of topological origin. It is nothing but the winding number of the
surface in four-dimensional space, and generalizes to two-dimensional surfaces the
notion of winding number of a one-dimensional curve in two-dimensional space,5

Q1D =
1
2π

∫
dsεµν

∂2Xµ

∂s2

∂Xν

∂s
s curvilinear coordinate. (4.5)

Since Q may be negative or positive, one can add to the Hamiltonian a topological
term of the form

Hθ = iθQ, 0 ≤ θ < 2π, (4.6)

depending on an angle θ and still get a real partition function.
However if θ �= 0 (modulo 2π) the Boltzmann weights in the partition function

are no more real and positive. Nevertheless, it has been suggested that the case
θ = π could correspond to some kind of “fermionic” surfaces, in analogy with the
case of 1 − D random walks in two dimensions with a topological term (4.5), which
for θ = π describes in fact free fermions, while random walks at θ = 0 describes
free bosons.13 This topological term with θ = π could perhaps describe some kind
of self interaction between surfaces.

4.2. Partition Function, Gauge Fixing

Our purpose is to study the statistics of a membrane in thermodynamic equilibrium
at temperature T . The partition function Z should write

Z =
∫

D[ �X]e−βH , β = (kBT )−1, (4.7)

where the measure D[ �X] is defined in the space of all membranes configurations.
This measure should satisfy two properties, whose physical significance is quite
natural.
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(i) Reparametrization invariance
The weight of a configuration should not depend on the coordinate system used
to describe this configuration.

(ii) Locality
Deformations of the surface at far away points must be treated independently
and the measure should factorize (there are no long distance correlations on
the surface).

If (ii) is not satisfied, this means that additional degrees of freedom should be
introduced to describe these correlations and a different physical problem is studied.

Finally, to define the partition function, a short distance cut-off has to be intro-
duced. It represents the minimal wave length possible for shape deformations.

At that point we immediately run into a problem. Many different configu-
rations �X(σ) are equivalent under some change of coordinates and describe the
same membrane. We should choose a particular configuration in each “equivalent
classe” to really sum over configuration. But doing so in an arbitrary way in general
violates (ii). The way to deal with this problem is similar to the one used in the
functional quantization of gauge theories.

(1) One first sums in a “dumming” way over all possible configurations �X(σ)
with a measure which is local and reparameterization invariant. In our case such a
measure is provided by Fujikawa’s measure which writes (somewhat formally)5−9

D
[
�X

]
=

∏
σ

d∏
µ=1

[
dXµ(σ)[g(σ)]1/4]. (4.8)

This measure satisfies (i) and (ii) because it is the covariant measure associated
with a Riemannian metric on the space of all configurations { �X(σ)}, which is itself
local and reparametrization invariant.

(2) Since we sum over physically equivalent configurations, we pick up a set of
inequivalent configurations (“gauge slice”) by a “gauge fixing” condition. Then we
write the functional integral as an integral over the gauge slice weighted by the
volume of each equivalent class of all configurations physically equivalent to their
representant in the gauge slice.

Before dealing with the particular case of surface, let us recall briefly the gen-
eral formulation of this procedure.14 Let X be a space labelled by coordinates
x = (xi) (i = 1, M).

A symmetry group G acts on X with generators tα (α = 1, N = dimG). We
want to compute an integral

I =
∫

dµ(x)f(x), (4.9)
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where the measure dµ and the function f are invariant under the action of elements
of g of G

x → xg = exp

[∑
α

θαtα

]
x. (4.10)

Then it is enough to pick one configuration x in the set x̃ of all configurations
equivalent to x by G

x̃ = {xg; g ∈ G} (4.11)

by choosing N constraints Fα in an appropriate way

Fα(x) = 0, α = 1, N. (4.12)

Then, using the invariance of f and dµ, we can rewrite I as

I =
∫

X

dµ(x)f(x)
N∏

α=1

δ(Fα(x)) · |detJαβ(x)| · vol G, (4.13)

where Jαβ(x) is the matrix of the derivatives of the constraints,

Jαβ(x) =
∂Fα(xg)

∂θβ

∣∣∣∣
σ=0

. (4.14)

det J is called the Faddeev–Popov determinant. As a trivial example one can con-
sider a rotationally invariant two-dimensional integral

I =
∫
R2

dxdyf(x2 + y2). (4.15)

A rotation writes eθt, t =
[

0 −1
1 0

]
. Choosing as constraint F (x, y) = y (x > 0) the

matrix J is J = ∂y
∂θ

∣∣∣ y = 0
θ = 0

= x and one gets the well-known result

I =
∫

dxdyθ(x) δ(y)Jf(x2 + y2) vol(0(2)) =
∫ ∞

0
dx xf(x2)2π. (4.16)

Gauge fixing for reparametrization invariance

In the case of reparametrization invariance, the generators of infinitesimal diffeo-
morphisms are vector fields εa,

σa → σ′a = σa + εa(σ), (4.17)

which act on �X as

�X(σ) → �Xε(σ) = �X(σ) + εa(σ)
∂

∂σa
�X(σ). (4.18)

A general class of gauge constraints, which includes most of the cases considered
in the literature, is the normal guage.15



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

Geometry and Field Theory of Random Surfaces and Membranes 179

Fig. 4.1. The normal gauge.

We choose a particular configuration of the surface and a particular system of
coordinate, in which this configuration (which is called the background configura-
tion) is �X0(σ). Configuration “close enough” to the background configuration can
be written as

�X(σ) = �X0(σ) + �x(σ). (4.19)

The normal gauge consists in taking �x orthogonal to the background configurations
�X0. This is achieved by the two sets of constraints Fa(σ) (a = 1, 2):

Fa(σ) = �x(σ)
∂

∂σa

�X0(σ) = 0. (4.20)

Such a gauge is valid only for small deformations around �X0. It cannot deal with
the possibility of “overhangs”, neither of course with the possibility of changes of
topology. However this is sufficient for the perturbative calculations that we shall
perform. Let us note that some global gauges such as the conformal gauge (choose
a system of coordinates in which the induced metric is conformally equivalent to a
fixed reference metric), although more complicated to deal with, allow to consider
arbitrarily large deformations.

The particular case of the Monge representation for a surface corresponds to
take as a background configuration a plane parametrized by a Cartesian system of
coordinates.16

The Faddeev–Popov determinant is obtained by calculating how the constraints
Fa are affected by an infinitesimal diffeomorphism generated by a vector field εa:

δFa(σ) = δ[ �X(σ) − �Xo(σ)]
∂

∂σa
�Xo(σ) = δ �X(σ)

∂

∂σa
�Xo(σ)

= εb(σ)
∂

∂σb
�X(σ)

∂

∂σa
�Xo(σ)

= εb(σ)
[

∂

∂σb
�Xo(σ) +

∂

∂σb
�x(o)

]
∂

∂σa
�Xo(σ)

= εb(σ)
[
go

ab(σ) +
∂

∂σb
�x(σ)

∂

∂σa
�Xo(σ)

]
. (4.21)
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Hence, from the general result, the corresponding Faddeev–Popov determinant is
the determinant of the operator acting on vector fields with the kernel

Jab(σ, σ′) =
δFa(σ)
δεb(σ′)

= δ(σ − σ′)
[
go

ab(σ) + ∂b�x(σ)∂a
�Xo(σ)

]
(4.22)

(both the index a and the coordinates σ label the constraints and the generators
of infinitesimal transformations). One notices that for the normal gauge J is purely
local, so that its determinant factorizes into

det(J) =
∏
σ

det[go
ab + ∂b�x∂a

�Xo(σ)] (4.23)

so that the partition function writes

Z = cst
∫

D[ �X]
∏
σ,a

δ(Fa(σ)) det[J ]e−β·H . (4.24)

In the particular case of the Monge representation, ∂b�x∂a
�Xo(σ) = 0 and

go
ab = δab so that the Faddeev–Popov determinant is trivial. As we shall see later,

the fact that det J is purely local for normal gauges means that it will play no
role in the calculation of the renormalization of the bending constants. This is not
the case in general gauges such as the conformal gauge where the Faddeev–Popov
determinant is not local and must be taken into account.12

4.3. Effective Action and the Background Field Method

In order to compute the renormalization of the bending constants, one must cal-
culate the free energy of surface configurations which are not equilibrium config-
urations but close to such configurations. This is done in the following standard
way.15,17 We assume that some external force is applied to the surface by adding to
the Hamiltonian H a “source term” of the form

Hsource =
∫

d2σ
√

g �X(σ) �J(σ). (4.25)

The partition function depends now on the external source term via

Z[J ] =
∫

D[ �X]e−βH+Hsource . (4.26)

The mean position of some points of the surface is

�Xc� = 〈 �X〉 =
1√
g

δ

δ �J
lnZ[J ] (4.27)

and one defines the effective action (that is the free energy) of the classical config-
uration �Xc� via the Legendre transform

Γ( �Xc�) =
[∫ √

g �Xc�
�J − lnZ

]
1
β

(4.28)

so that the minimum of the effective action corresponds to the expectation value of
the field �X in the absence of source term J . Classically, that is at zero temperature
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(β = ∞), Γ coincides with H. To first order in the temperature (one loop) one can
show that this standard method to compute the effective action is equivalent to the
following “background method”. Write the configuration �X as the classical part �Xc�

plus fluctuations �x:

�X = �Xc� + �x. (4.29)

Expand the Hamiltonian H( �X) in terms of �x, disregard the linear term (this is in
fact what the source term does) and integrate over the fluctuations. The leading
contribution comes from the quadratic part of H in �x and the Gaussian integration
gives for the free energy the logarithm of a determinant

Γ( �Xc�) = H( �Xc�) +
1
2
β−1 log · det

[
∂2H( �Xc� + �x)
∂�x(σ)∂�x(σ′)

]
x=0

+ 0(β−2). (4.30)

This procedure is slightly complicated by the gauge fixing procedure. One has to
consider only fluctuations �x satisfying the gauge constraints and add to (4.30)
−β−1 log det(J) to obtain Γ.

4.4. Renormalization of the Bending and Gaussian Rigidity

We are now in a position to study the renormalization of the bending rigidity κ

by thermal fluctuations. We shall use the above described background method15,18

and limit ourself to the special case d = 3. The general case has been considered in
Refs. 12 and 19.

In d = 3 we can write

�X(σ) = �Xc�(σ) + �x(σ) = �Xc�(σ) + ν(σ)�n(σ), (4.31)

where �n(σ) is the normal vector. The extrinsic curvature writes �Kij = Kij�n and
the mean curvature and Riemann curvature are

H =
1
2
C =

1
2
Tr(Kij), R = 2 det(Kij).

We start from the action

H =
κ

2

∫
d2σ

√
g(σ)C2. (4.32)

Expanding H to second order in ν is lengthy but presents no conceptual difficulty.
We refer to Refs. 15 and 18. One has for instance

gij = gc�
ij − 2νKc�

ij + Kc�
ikKkc�

j ν2 + ∂iν∂jν + 0(ν3). (4.33)

The term quadratic in ν of H is finally

H(2) =
∫

d2σ
√

gc�

[
∆ν∆ν + ν

1
2
(C2 + 2R)∆ν + 2CCijDiνDjν

+
(C2 − 2R)(5C2 − R)

2
ν2

]
, (4.34)
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where the covariant derivatives Di and the Laplacian ∆ refer to the background
metric gc�

ij = ∂i
�Xc�∂j

�Xc�. Thus the effective potential is at one loop.

Γ = H +
1
2
kBT Tr log

[
∆2 +

1
2
(C2 − 2R)∆ + 2CCijDiDj + scalar function of (σ)

]
+ Faddeev–Popov term. (4.35)

The issue is to determine how short wavelength fluctuations of ν, with wavevector
k satisfying

kmin < |k| < kmax, (4.36)

where kmax represents the ultraviolent regulator to the theory (kmax ∼ π
a , where a

is some short distance cut-off) contribute to Γ. For that purpose, let us consider a
background configuration which is “almost flat”, namely such that

C2, R � k2
min. (4.37)

Then one can expand the Tr log[ ] in powers of the curvature as

Tr log[ ] = 2 Tr log(−∆) + Tr
[
∆−2

[
1
2
(C2 − 2R)∆ + 2CCijDiDj

]]
,

+ higher order terms, (4.38)

where the trace of some operator O means (see Sec. 3)

Tr O =
∫

d2σ
√

g(σ)O(σ, σ), (4.39)

where O(σ, σ′) is the kernel associated to O. Therefore the first term in the trace
means

Tr
[
∆−1

(
1
2
C2 − 2R

)]
=

∫
d2σ

√
g(σ)

[
2R(σ) − 1

2
C2(σ)

] (
1

−∆

)
σσ

, (4.40)

where ( 1
−∆ )σσ′ is nothing but the propagator G(σ, σ′) considered in Sec. 3. Using

for instance the heat kernel regularization, one shows easily that at short distances
the propagator behaves as

G(σ, σ′) 
 − 1
4π

ln
[
(σ − σ′)i(σ − σ])jgij(σ)

]
(4.41)

and that the contributions of short wavelength modes in the trace gives∫
d2σ

[
1
2
C2 − 2R

]
· 1
4π

ln
[
k2
max

k2
min

]
+ subdominant terms. (4.42)

Similarly, the second term gives

Tr[∆−2[2CCijDiDj ]] 
 −
∫

d2σ
√

gC2 · 1
4π

ln
[
kmax

k2
min

]
. (4.43)

The first term Tr log(−∆) depends only on the intrinsic metric and therefore cannot
give a contribution involving the mean curvature C. It has been calculated in Sec. 3
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and was shown to give

Tr log(−∆) = cst
(
k2
max − k2

min
) ∫

d2√g − 1
24π

∫
d2σ

√
gR ln

(
k2
max

k2
min

)
. (4.44)

The other terms in the expansion of the Tr log[ ] can easily be shown not to
contribute to any divergent contribution for large momenta. Finally let us briefly
discuss the contribution of the Faddeev–Popov determinant. As seen previously
det(J) is a purely local object which factorizes at different points. Thus

Tr log(J) 

∫

d2σ
√

g [divergent contribution] (4.45)

and cannot give terms proportional to C2 or R.
The calculation is now complete. Starting from the Hamiltonian

H =
∫

d2σ
√

g
(κ

2
C2 +

κ̄

2
R

)
(4.46)

the contribution of the short wavelength thermal undulations to the effective action
can be absorbed into a redefinition of the coupling constants

Γ =
∫

d2σ
√

g
[
reff +

κeff

2
C2 +

κ̄eff

2
R

]
. (4.47)

reff diverges quadratically with |k|. κeff behaves as16

κeff = κ − 3
8π

kBT ln
∣∣∣∣k2

max

k2
min

∣∣∣∣ + · · · (4.48)

and κeff as18

κ̄eff = κ̄ +
5

12π
kBT ln

∣∣∣∣k2
max

k2
min

∣∣∣∣ + · · · (4.49)

while

reff ∝ kBT (k2
max − k2

min). (4.50)

The calculation can be extended to d-dimensional bulk space with only technical
difficulties. The result for κeff is12

κeff = κ − d

8π
kBT ln

∣∣∣∣k2
max

k2
min

∣∣∣∣ + · · · (4.51)

and for κ̄eff
19

κ̄eff = κ̄ − d − 8
12π

kBT ln
∣∣∣∣k2

max

k2
min

∣∣∣∣ + · · · . (4.52)

The physical consequences of the renormalization of κ are discussed at length
in S. Leibler’s and D. Nelson’s lectures. Because of short distance thermal undula-
tions, there is a decrease of the effective rigidity. The length scale ξp at which the
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effective rigidity is of the order of kBT corresponds to the persistence length20 and
from the above result scales for large κ as

ξp ∼ a exp
(

4π

d

κ

kBT

)
, (4.53)

where a is the short distance cut-off.
The meaning of the renormalization of the gaussian rigidity κ̄ is less clear since

κ̄ can be “measured” experimentally only when topological fluctuations occur. One
expects that such fluctuations will take place only at scales larger than the persis-
tence length, where the perturbative results becomes unapplicable.

4.5. Renormalization of the Surface Tension

Up to now, the effect of the surface tension r has been neglected. Since an effective
surface tension reff is generated by thermal fluctuation, in fact a microscopic surface
tension has to be introduced in order to counterbalance this effect and to obtain a
small effective surface tension and large surfaces. If one adds to the Hamiltonian H

a term r
∫

d2σ
√

g, from the expansion of gij to second order in ν,
√

g expands as

√
g =

√
gcl

[
1 − νC +

1
2
ν(−∆ + R)ν + · · ·

]
(4.54)

and we must add in the Tr log[ ] a term of the form

Tr log[r(−∆ + R)]. (4.55)

When expanding in powers of curvatures this gives a correction to the effective
action proportional to

−r Tr
[

1
∆

]

 r

∫
d2σ

√
g

1
4π

ln
(

k2
max

k2
min

)
. (4.56)

Thus the surface tension r does not affect the renormalization of κ and κ̄ (as
expected) but r gets a new renormalization

reff = r

[
1 +

1
8π

ln(k2
max/k2

min)
]

− cst(k2
max − k2

min). (4.57)

4.6. Effect of Tangential Flows

In the previous derivation, a crucial assumption is that the energy of the surface
depends only on its shape and that in-plane fluctuations of the elements of fluid can
be integrated out. In fact, as pointed out by W. Helfrich21 and D. Förster,22 things
are more subtle because of the following effect. The 2-dimensional fluid constituent
of the membrane may be considered as incompressible at large scales. As seen from
(4.54), a normal displacement at some point will induce a change of local area
proportional to the mean curvature C at that point. To keep the density constant,
a global in-plane fluid displacement in needed, its amplitude decreasing like one
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over the distance to the point, when some normal displacement is performed. As a
consequence, the kinetic energy of such a displacement diverges logarithmically with
the size of the membrane. Such a phenomenon unduces long distance correlations
between mean curvatures and hypothesis (ii) (locality) may not be valid.22 In fact it
has been shown recently that because of transverse undulations, such large distance
correlations are in fact screened, so that the locality hypothesis holds.23

5. Fluid Membranes: Non-Perturbative Issues and the
Large d Limit

Of course a major issue is to understand the properties of membrane systems at
scales larger that the persistence length. Indeed beyond that scale topological fluc-
tuations will occur and steric repulsion effects will have to be taken into account.
Those effects are of crucial importance to understand the structure of microemul-
sions systems. Two approaches are possible:

One can consider effective discrete models with a short distance cut-off which
will play the role of the persistence length. Such models are described in J. Fröhlich’s
lectures.

One can develop non-perturbative schemes to study the continuous model.
A possible approach is the large d limit,24,25 that we now describe.

5.1. The Large d Limit

The large d limit, where d is the dimension of bulk space, is very similar to the
large N limit for N component spin systems. One way to construct it is to treat
the internal metric gij and the position field �X as independent variables and to
enforce the constraint gij = ∂i

�X∂j
�X with a Lagrange multiplier field λij . Then the

partition function writes

Z =
∫

D[ �X]D[gij ]D[λij ]e−βH , (5.1)

H = r0

∫ √
g +

κ0

2

∫ √
g(∆ �X)2 +

d

2

∫ √
gλij(∂i

�X∂j
�X − gij), (5.2)

where the λij field is integrated over a complex contour going from −i∞ to +i∞.
The integration over the d-component field �X is Gaussian and can be performed
explicitly. The final result for the effective action Γ( �X, gij , λ

ij), where �X, gij and
λij are now classical backgrounds fields, is

Γ( �X, gij , λ
ij) = H( �X, gij , λ

ij) +
d

2
kBT Tr log

(
κ′

0∆
2 − Diλ

ijDj

kBT

)
+ o(d), (5.3)

where we have rescaled

κ0 = dκ′
0, r0 = dr′

0. (5.4)

In the large d limit (κ′
0, r

′
0 fixed) only the saddle point of the effective action

Γ contributes and the free energy for a classical configuration �X is obtained by
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extremizing Γ with respect to the auxiliary fields gij and λij :

Γ( �X) = Extremum over (gij , λ
ij) of Γ( �X, gij , λ

ij). (5.5)

In particular, the constraint gij ∝ ∂i
�X∂j

�X should be recovered by extremizing Γ
only with respect to λij .

Of course one has to compute the Tr log[ ]. This is possible only for quite simple
background configurations. The simplest one is the case of the planar configuration,
that we now discuss.

5.2. Planar Configuration

Let us consider a membrane which is enforced classically to stay in a reference
plane.25 This may be achieved by the boundary conditions, for instance by limiting
the membrane by a square frame with size L, but by allowing its area to fluctuate
(grand canonical formulation) by taking the surface tension to be small enough
(Fig. 5.1), and then by taking the thermodynamic limit L → ∞.

As an ansatz for the background configuration which minimizes the effective
action we take a planar configuration

�X(σ) = σ1�u1 + σ2�u2 (5.6)

where �u1, �u2 are 2 orthonormal vectors in the reference plane (�ui�uj = δij), and we
take constant auxiliary fields

gij(σ) = ρδij ,

δij(σ) = λ/ρδij
. (5.7)

Fig. 5.1. The boundary conditions keep the surface in the (x1, x2) plane.
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In this background the Tr log( ) may be computed exactly and the final result for
the effective action density f is

f =
Γ
L2 = d

{
r′
0ρ + γ(1 − ρ)

+
kBT

8π

[
Λ2 log

1
kBT

(
κ′

0 +
λ

Λ2

)
+

λ

κ′
0

log
(

1 +
Λ2

λ
κ′

0

)]}
, (5.8)

where Λ is a sharp regulator (in estimating the Tr log we are only summing over
eigenvalues λ of the Laplacian Λ = 1

ρ∂2 such that |λ| < Λ2). From its definition f

is nothing but the physical surface tension rphysical of the system. At the extremum
of Γ the equation ∂f

∂λ = 0 implies that f = λd and thus

rphysical = λd. (5.9)

The mean total area of the surface is nothing but

〈Area〉 =
∂Γ
∂r0

= L2ρ. (5.10)

Thus

ρ =
〈Area〉

L2 =
Total Area
Frame Area

. (5.11)

This provides a physical interpretation of the parameters λ and ρ.
Extremizing f with respect to λ and ρ leads to the following phase diagram in

the (r′
0, κ

′
0) plane depicted in Fig. 5.2.

There is a critical line L where the area of the surface diverges (ρ = ∞). Above
that line, that is for a bare surface tension r′

0 larger than the critical value r′
cr(κ

′
0),

Fig. 5.2. Phase diagram at d = ∞ (assuming translation invariance in the plane).
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the mean area of the surface is finite and the surface tension λ is positive. As one
goes to the critical line from above, the mean area diverges as

ρ 
 (r′
0 − r′

crit(κ
′
0))

−1/2 (5.12)

but the surface tension stays finite.

λcrit = Λ2κ′
0

[
exp

(
8πκ′

0

kBT

)
− 1

]−1

. (5.13)

Below the critical line the system does not exist. If one takes into account selfavoid-
ance this domain should correspond to a dense phase.

The mean orientation of the surface and the correlations between tangents may
be studied by associating to a point of the surface the d × d antisymmetric matrix
which characterizes the tangent plane at that point

Qµν =
1√|g|ε

ij∂iX
µ∂jX

ν . (5.14)

The correlation between two tangent planes at points σ and σ′, which generalizes
to d dimensions the scalar product of normal vectors in three dimensions, is

cos θσσ′ = −1
2
Tr[Q(σ) · Q(σ′)]. (5.15)

The order parameter cos θ =
〈− 1

2 Tr(Q(σ)Q0)
〉

(where Q0 is associated to the ref-
erence frame plane) decreases from 1 for r′

0 = ∞ (infinite tension) to zero on the
critical line. This means that above the critical line the symmetry group 0(d) of
rotation invariance in d-dimensional bulk space is explicitly broken by the introduc-
tion of the frame (to a subgroup 0(2)×0(d−2) corresponding to rotations within the
plane of the frame and to rotations in the normal directions). The 0(d) invariance
is restored on the critical line L, since the area is infinite and the surface does not
feel anymore the influence of the boundary conditions introduced by the frame.

The correlation function between two tangent planes as a function of the distance
� = | �X(σ) − �X(σ′)| in bulk space between the two points becomes rotationally
invariant on the critical line L and may be computed. It behaves as some universal
function f

〈cos θ〉 = f

(
�2λ

kBT

)
, (5.16)

where f goes to zero at infinity. Therefore√
kBT

λ
= ξp (5.17)

corresponds to the persistence length. ξp scales according to the perturbative renor-
malization group calculation at large κ.
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5.3. Renormalization Group Behavior

Effective coupling constants behave at large distances in a way which may be studied
by perturbing the background configuration around the equilibrium configuration

�X = �Xplane + �x⊥ �Xplane = σ1�u1 + σ2�u2

�x⊥ · �ui = 0 i = 1, 2,
(5.18)

and by calculating the corresponding effective potential to quadratic order in �x⊥.
The result is in fact very simple since from the expression for Γ normal fluctuations
�x⊥ are decoupled from the other fluctuations of gij and λij . Thus even for non-zero
but small �x⊥, the saddle point value for gij and λij stay extrema of the effective
action which writes

Γ(�x⊥) = dλ

∫
d2σ

(
1 +

1
2
∂�x⊥∂�x⊥

)
+

dκ′
0

2ρ

∫
d2σ(∂2�x⊥)2 + 0(x4

⊥). (5.19)

The two terms in (5.19) are simply the first terms of the expansion of the area and
of the total extrinsic curvature of the background configuration. Thus the physical
surface tension and bending rigidity at large distances are

rphys = dλ, κphys =
dκ′

0

ρ
(5.20)

and the renormalization group functions are obtained in the standard way by com-
puting how the microscopic (bare) couplings depend on the regulator Λ for fixed
physical couplings

β(κ′
0, r

′
0) = Λ

∂

∂Λ
κ′

0

∣∣∣∣
phys

, (5.21)

γ (κ′
0, r

′
0) = Λ

∂

∂Λ
r′
0

∣∣∣∣
phys

. (5.22)

In particular, along the critical line we get for β

β(κ′
0) =

kBT

4π

[
1 − kBT

4π

(
1 − exp

8π

kBT
(κphys − κ′

0)
)]−1

. (5.23)

β behaves for large rigidity like

β(κ′
0) 
 kBT

4π
+ 0

(
1
κ′

0

)
, (5.24)

as predicted by the perturbative renormalization group calculation.
Integrating out the R.G. equation one defines an effective rigidity κeff(q) depend-

ing on the momentum scale q by

q
d

dq
κeff(q) = β(κeff(q)). (5.25)

The q dependence of κeff(q) is represented in Fig. 5.3 for various values of the surface
tension. Starting from the bare bending rigidity κ0 at the cut-off scale Λ, it flows to
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Fig. 5.3. Behavior of the effective rigidity κeff(q) for different values of the surface tension r0.

Fig. 5.4. Renormalization group flow for r and κ at large d.

the physical rigidity κphys at zero momentum (large distance). On the critical line
where ρ = ∞ and thus κphys = O, κeff(q) vanishes at a finite value of q, which is of
the order of the inverse of the persistence length ξp. This discontinuity is probably
a consequence of our definition of the effective bending constant and of the large d

limit.
The renormalization group flow obtained from the large d calculation is depicted

in Fig. 5.4. As expected, if we do not start on the critical line, the effective surface
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tension becomes large at large distances, since the membrane has a finite area and
is under tension. On the critical line, the effective couplings flow from the critical
point W at infinite rigidity (κ

′
0 = ∞) with one relevant direction (corresponding

to r0) and one marginally relevant one (corresponding to κ0), which describes rigid
surfaces with small surface tension, to an ordinary critical point C at vanishing
rigidity (κ

′
0 = 0) describing the large distance physics of the membrane. According

to our large d calculation the effective action at C should be (keeping only the terms
relevant at large distance) the action of a Gaussian surface.

Γeff(�x⊥) = rphys

∫
d2σ

1
2
(∂�x⊥)2. (5.26)

Such an object should “crumple” with an infinite Hausdorff dimension.

5.4. Conformal Fluctuations and Instabilities

The previous analysis of the effective action for small fluctuations around the flat
background is valid provided that this background is stable under fluctuations of
the auxiliary fields gij and λij and under longitudinal deformations x||. A general
fluctuation takes the form

�X = �Xplane + �x⊥ + x̃i
||�ui,

gij = ρδij + g̃ij , (5.27)

λij = λgik
[
δi
k + λ̃i

k

]
and the effective action expands to second order in the fluctuations into

Γ
(

�X, gij , λ
ij

)
=

∫
d2σ

[
rphys

[
1 +

1
2
(∂x̃⊥)2

]
+

κphys

2
(∂2x̃⊥)2

]
+ Γ(2)(x̃i

||, g̃ij , λ̃
i
j

)
, (5.28)

where Γ(2) is a quadratic form. Since Γ is reparametrization invariant we shall
fix a guage by choosing a conformal system of coordinates (see Sec. 2.8) where
gij = ρδije

φ(σ). Thus

g̃ij = ρδijφ(σ) (5.29)

and Γ(2)(x̃i
||, φ, λ̃i

j) involves only a 6×6 symmetric matrix. The issue of the positivity
of Γ(2) is complicated by the fact that λi

j is an auxiliary field which is integrated from
−i∞ to +i∞ in the functional integral. Hence the fluctuations λ̃i

j are imaginary. The
whole discussion of the positivity of Γ(2) and of the stability of the flat background,
as well as the details of the calculations, are contained in Ref. 25. We shall only
give the main conclusions of this analysis here.

It is most convenient to discuss first the stability of Γ(2) under small imaginary
fluctuations of λ̃i

j , the real fields x̃i
|| and φ being fixed. It turns out that Γ(2) always

stays positive under fluctuations of λ̃i
j . Moreover, correlations between λ̃i

j are always
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short ranged, with typical correlation length of the order of the persistence length
ξp. The longitudinal fluctuations x̃i

|| share the same properties. Therefore the issue
of the stability of the flat background reduces to the study of the positiveness of
the effective action for conformal deformations of the metric

Γ(2)(φ) = Extremum over
(
x̃i

||, λ̃
i
i

)
of Γ(2)(x̃i

||, φ, λ̃i
j

)
. (5.30)

From translation invariance in the plane it takes the form

Γ(2)(φ) =
∫

d2pφ̂(p)G(p2)φ̂(−p), (5.31)

where φ̂(p) is the 2-dimensional Fourier transform of φ(σ) and G(p2) the inverse
propagator for the field φ.

An estimate of the “mass” of the conformal field φ is given by G(0). It is found
to be positive above the critical line L and to decrease to zero as r0 → r0 crit.
Thus on the critical line L, the φ field becomes long ranged and must be taken
into account in the effective action at large distance. However at large d we run
into a problem. As depicted in Fig. 5.5, where G(p2) is plotted for various values
of the bare surface tension r′

0, G(p2) becomes negative for a finite wave number
p⊥, (whose typical scale is given by the inverse of the persistence length ξp), for
a value of the bare surface tension rinst

1 larger than the critical value rcrit
0 . This

means that the flat configuration becomes instable with respect to conformal fluc-
tuations before one reaches the critical point. The new physical ground state which
minimizes the full effective action Γ will be no more homogeneous, (namely char-
acterized by a constant average internal metric gij), but will be non-homogeneous,
with “bumps” or “ripples” with typical wavelength of the order of the persistence

Fig. 5.5. The energy G(p2) of a conformal fluctuation with wavevector p for different values for
the surface tension r0.
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length ξp. Hence the instability displayed by the large d calculation is a strictly non-
perturbative phenomenon, which could not have been predicted by the loop expan-
sion in powers of κ−1. Indeed, for large momenta |p| 	 ξ−1

p , G(p2) is positive and
the flat configuration is always stable with respect to short wavelength conformal
fluctuations.

Many issues remain to be understood concerning the physical meaning of this
instability. Is the transition between the flat phase and the “bumped” phase con-
tinuous or discontinuous as one decreases the tension parameter r0? What is the
nature of the “bumped” phase? As one decreases the surface tension r0 below rinst

1
how does the area of the surface diverge and to which new universality class does
the system belong? Is such an instability a particularity of the large d limit or does
it exist for low dimensions (d = 3)? What is the effect of topological fluctuations on
such a transition and what is its relationship with the appearance of a bicontinuous
phase in real layers systems?

The first question may be studied in the following way. At the instability
threshold r0 = rinst

1 , one should compute the effective action for the marginal mode
φ(�p⊥) = φ1e

ip⊥σ, Γ(φ1), at least to third order in φ1 and check whether φ1 = 0 is an
absolute minimum (continuous transition) or only a relative extremum (first order
transition) of Γ. Such a calculation has not been carried out yet but the most
plausible case is the second one (discontinuous transition).

The other issues are non-perturbative and much more difficult to answer. Some
partial insights may be gained by considering which effective theory may govern the
system at scales much larger than the persistence length and by making comparisons
with other random surface models.

Fig. 5.6. Conjectured behavior of the physical surface tension τ as r0 is decreased. At r = r1 a
first order transition occurs. For r0 < r1 the surface is in an inhomogeneous phase (heavy line)
where τ is smaller than in the homogeneous phase (dashed line). The area diverges at a new critical
point rcrit.
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6. Effective Models for Fluid Membranes and Strings

6.1. The Polyakov String Model

From the large d limit, we have seen that on the critical ling L, both the position
field �X and the metric conformal field φ have long range correlations, while the
auxiliary field λij has only short range correlations (of the order of the persistence
length ξp). The existence of an instability is in fact a consequence of the negative
sign of the kinetic term for φ at small momenta on the critical line. We shall assume
that the above described features of the model persist for finite dimensions d and
shall make the following hypothesis.5–25

Starting from the action

S =
κ

2

∫ √
g(∆ �X)2 + r0

∫ √
g +

∫ √
gλij(∂i

�X∂j
�X − gij), (6.1)

let us assume that there is a critical point r0 = rcrit
0 where a finite persistence length

ξp is generated so that λij gets a finite expectation value

〈λij〉 = gij〈λ〉 (6.2)

and that the fluctuations of λ are short ranged (this is reasonable since λij is a
Lagrange multiplier and it should not have observable excitations at large distances).
Then at scales � larger that ξp one can replace λij by its expectation value in
(6.1) and obtain an effective action for the membrane, which depends only on �X

(representing the coarse grained position of the membrane) and gij (corresponding
to some coarse grained density of the membrane)

Seff(X, gij) = s0

∫ √
g + 〈λ〉

∫ √
ggij∂i

�X∂j
�X, (6.3)

where s0 ∼ r0 − 2〈λ〉 and the curvature energy term has been neglected since it
is now irrelevant in the infrared (this is not the case at short distance with the
action (6.1) since gij is not independent of �X). Such an effective action describes a
Gaussian surface coupled to a fluctuating intrinsic metric gij . This model has been
first introduced in the context of string theories8 and extensively studied after the
work of A. Polyakov. We shall discuss its main properties.

6.2. The Liouville Model

The simplest way to study Polyakov’s string model is to choose a conformal gauge
where the internal metric writes

gij = δije
φ, (6.4)

where φ is the conformal field. Then one integrates out the fluctuations of the �X

field and also take into account the Faddeev–Popov determinant introduced by the
gauge fixing, which is in this case non trival. As seen in Sec. 3, the integration of
the �X field gives nothing but det(−∆)d/2, where ∆ is the scalar Laplacian in the
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metric g. Provided that the fluctuations of the conformal field φ are not too large,
in such a way that the fluctuations of the total curvature are much smaller than the
short distance regulator of the effective theory (represented by ξp)

〈R2〉 ∼ 〈
(∆φ)2

〉 � ξ−4
p , (6.5)

this determinant is given by the Liouville term. The Faddeev–Popov determinant
may be in fact computed by using the same technics and is found to be also pro-
portional to the Liouville term, but with a different numerical factor. One gets an
effective action for φ which is8

Seff(φ) =
26 − d

48π

∫
d2σ

[
(∂φ)2

2
+ µ2eφ

]
, (6.6)

where µ2 is a “mass” term which represents the effect of the surface tension r0. In
fact

26 − d

48π
µ2 ∼ r0 − rcrit

0 , (6.7)

where r0 is the bare surface tension we started from and rcrit
0 the critical value of the

surface tension where the mean area diverges. The action (6.6) has many interesting
features:

For d large the kinetic term (∂φ)2 has negative sign, with in fact the same
coefficient than the one obtained in the large d calculation.

For r0 > rcrit
0 the classical extremum of the action obeys the Liouville equation

−∂2φ + µ2eφ = 0, (6.8)

which can be solved exactly. For d large (µ2 < 0) it turns out that the corresponding
metric gij = δije

φ has a constant positive curvature R which scales as

R ∼ 1
r0 − rcrit

0
. (6.9)

Thus classical solutions describe closed surfaces (with the topology of the sphere)
with an area which diverges as r0 → rcrit

0 , as expected if there where no instability
associated to the negative sign of the kinetic term. On the other hand for d < 26
the solutions describe surfaces with constant negative curvature and the physical
interpretation of such solutions is not clear, indicating some trouble.

These problems become more apparent if fluctuations are taken into account. In
fact the Liouville model is an integrable model which can be treated exactly.29,30

The coupling constant (26 − d) plays the role of a Boltzmann factor and the model
turns out to make sense only in a low temperature phase29,30 corresponding to

d < 1. (6.10)

It is beyond the scope of these lectures to explain how the exact solution is
obtained but let us give some results. For instance, the mean area of a closed surface
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with the topology of the sphere becomes singular at the critical point as

Mean Area =
〈∫

d2σ
√

g

〉

 (r0 − rcrit

0 )−γ + regular part, (6.11)

with31

γ =
1
12

[
(d − 1) −

√
(1 − d)(25 − d)

]
. (6.12)

In the weak coupling phased d ≤ 1, γ is negative and thus the mean area stays
finite (and of the order of ξ2

p) at the critical point. The regime d > 25, where
formally 1 ≤ γ ≤ 2, corresponds in fact to the regime where the kinetic term for φ

is negative and where strong instabilities in the conformal factor take place. In the
intermediate regime 1 < d < 25 the real part of γ is > 0 but γ is complex, indicating
also some kind of instability. In fact, various arguments indicate31,32 that for d > 1,
the assumption that fluctuations of the intrinsic metric at the scale of the short
distance cut-off in the Polyakov string model are small breaks down. If this is the
case, the effective theory governing fluctuations of the surface at large scales is not
the Liouville action but belongs to some different universality class. More insight is
provided by the study of discretized models.

6.3. Discretized Models for Surfaces

Discretized model of random surfaces are described in J. Fröhlich’s lectures and we
shall discuss them only briefly.

A first class of models is provided by models of non-self avoiding planar surfaces
made of plaquettes on some hypercubic lattice Zd in Rd.33 The lattice size a cor-
responds then to the persistence length and the action is taken to be equal to the
area of the surface (number of plaquettes). (More realistic models of self-avoiding
surfaces made out of plaquettes are discussed in Ref. 34.) It has been shown35 that,
under some reasonable scaling assumptions, for planar surfaces, if the exponent γ

defined by (6.11) is positive (i.e. if the mean area diverges at the critical point), then
at the critical point the dominant contributions are “fingered surfaces” correspond-
ing to branched polymers. The corresponding critical exponent γ is γ = 1/2 and
the Hausdorff dimension of the surface is dH = 4. Numerical experiments indicate
that in 3 and 4 dimensions that is indeed what happens. The inclusion of bending
rigidity does not change this result in a large class of models.36 An intuitive reason
for such a “collapse” into branched polymers is the following. If the area diverges
(γ > 0) it is easier, for entropic reasons, for the surface to increase its area by gluing
together small blobs (with typical size of the order of the cut-off a) than by making
larger blobs by some kind of global rescaling.

A second class of models is provided by discretized models of the Polyakov action
(6.3), where the functional sum over continuous metrics gij is replaced by a sum over
discretized metrics provided by random triangulations.37 Then the short distance
cut-off a is given by the intrinsic length of the links between neighboring points
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of the random triangulation, which is kept fixed. The embedding in the continuous
d-dimensional Euclidean space is realized by a Gaussian action (spring model) which
is a discretized version of the Gaussian action

∫
d2σ

√
ggij∂i

�X∂j
�X for fixed metric

gij . Such models may be extended to continuous real values of the space dimension
d by simple analytic continuation.

The partition function of these models may be computed exactly for some special
values of the dimension (d = −2, 0, 1/2 and 1 up to now),37 using combinatoric
methods or an equivalence with some random matrix problems. The results, in
particular for the exponent γ, are in perfect agreement with the analytic predictions
of the Liouville model. This is particularly interesting, since this is an explicit case
where the field theoretical functional integral over two-dimensional metrics is shown
to give the same results than discrete models in their continuum limit.

For d > 1, no analytical results have been obtained so far but numerical results
(from Monte Carlo simulations and high temperature series) indicate that, at least
for not too large values of d, γ is positive and that the surface may look like a
branched polymer (with γ = 1/2 and d4 = 4), although large finite size effects make
the interpretation of the numerical results delicate.

In any case, those results are consistent with the conjecture that for physical
dimensions d > 2, at scales larger than the persistence length ξp, and if no change of
topology or self-avoidance effects are included, fluid membranes undergo for small
enough surface tension (or large enough area) a fingering transition and become
some kind of branched objects. The transition observed in the large d limit is prob-
ably a precursor of this phenomenon.

When topology changes are allowed, self-avoidance must be included in the
models. It is indeed a general feature of the discrete models studied insofar that if no
self-avoidance constraint is included, the sum over topologies diverges (proliferation
of handles). One expects that when the surface starts to become a branched objects,
topological fluctuations also occur. The nature of the resulting phase must depend
in particular of the value of the Gaussian rigidity κ̄. A general and interesting
discussion of the possible phases for a system of self avoiding fluid membranes may
be found in S. Leibler’s lectures.38

7. Hexatic Membranes

As discussed in D. Nelson’s lectures, membranes which sustain an internal order
may exhibit a different behavior than fluid membranes. For a flat two-dimensional
system made of (isotropic) molecules, the KTNHY theory predicts three possible
phases: A low temperature crystalline phase, where the molecules form a regular
triangular lattice, and characterized by quasi-long range positional order, an inter-
mediate hexatic phase where translational order is lost but where a quasi-long range
orientational order of bonds between nearest neighbors exists and a high tempera-
ture liquid phase with no translational or orientational order. The KTNHY theory
predicts two successive Kosterlitz–Thouless-like transitions separating these three
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phases, driven respectively by the liberation of dislocations and the liberation of
disclinations.

If the two-dimensional membrane is now free to move in the transversal direc-
tions, as described in Ref. 39, when a dislocation (defect of translational order) is
present, the membrane will “buckle” in order to reduce the elastic free energy of
the dislocation. The total elastic bending free energy of a buckled dislocation will
be in general lower than that of a flat dislocation and there are good numerical
indications that it is in fact finite.40 This indicates that, if dislocations are allowed
to appear in the system, they will be liberated for arbitrary low temperature and
that the hexatic phase is the natural low temperature phase for membranes. The
situation is different for polymerized membranes, which can sustain a low tem-
perature crystalline phase.39 We now describe a field-theoretical model for hexatic
membranes.

7.1. Hexatic Membranes: Continuous Model

In order to construct a field theoretical model41 describing large distance properties
of hexatic membranes, one starts from the model for fluid membranes described in
Sec. 4. A hexatic membrane, although fluid, will sustain a local orientational order
(defined modulo rotations by π/3), which is described by a local order parameter
�N(σ). It is a unit vector tangent to the membrane, which may be written in terms
of two components N i in the frame of the tangent vectors ∂i

�X:

�N(σ) = N i(σ)∂i
�X(σ), N2 = N iN jgij = 1. (7.1)

For a flat membrane the hexatic free energy corresponds to the usual XY model

Hhex =
KA

2

∫
d2σ∂i

�N∂i
�N. (7.2)

Using the fact that

Di
�N = (∂i

�N)|| = (DiN
j)∂j

�X = ∂i
�N − N j �Kij (7.3)

is the tangential component of ∂i
�N , one can show that the only possible term for

the hexatic free energy Hhex, which cannot be recast into the usual free energy for
fluid surfaces

Hfluid( �X) = r

∫
d2σ

√
g +

κ

2

∫
d2σ

√
g( �Ki

i
�Kj

i ) +
κ̄

2

∫
d2σ

√
gR (7.4)

is

Hhex( �X, �N) =
KA

2

∫
d2σ

√
gDi

�NDi �N. (7.5)

The coupling constant KA is the hexatic stiffness and measures the strength of the
coupling between the orientations of neighboring bonds.

In deriving this form of Hhex we have neglected all terms which by power count-
ing are irrelevant at large distance. Other terms which couple �N to the principal



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

Geometry and Field Theory of Random Surfaces and Membranes 199

Fig. 7.1. Order parameter N for hexatic membranes.

Fig. 7.2. �N expressed in the frame (�e1, �e2).

directions of curvature of the surface (such as: NaKa
b KbcNc) are not invariant under

the hexatic symmetry (global rotation by π/3 of �N) and are irrelevant at large dis-
tance, so that the model has in fact a full 0(2) rotational symmetry. This is similar
to the fact that a 2-dimensional crystal with hexagonal or triangular structure has
isotropic elastic properties at large distances.

To describe �N in term of an angular variable, it is convenient to associate to
every point of the surface two tangent orthonormal vectors �ea (a = 1, 2). Locally it
is possible to construct such a field of two vectors, called a 2-bein, in a continuous
way. In components

�ea = ei
a∂i

�X (7.6)

and the orthonormality �ea�eb = δab implies

ei
aej

bgij = δab and ei
aej

a = gij . (7.7)

The covarient derivative of �ea in direction i defines an angle Ωi. Under parallel
transport in direction dσi, each �ea is rotated by an angle Ωidσi. The vector field Ωi

is defined by

Di�ea = (∂i�ea)|| = −Ωiεab�eb (7.8)

and ωiab = Ωiεab is called the “spin connection” and describes how �ea rotates under
parallel transport. We can write �N as

�N(σ) = cos θ(σ)�e1 + sin θ(σ)�e2 (7.9)
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(where θ is in fact defined modulo π/3). The tangential component of the derivative
of �N writes

Di
�N = (DiN

j)∂j
�X = (∂iθ − Ωi) �N⊥, (7.10)

where �N⊥ = cos θ�e2 − sin θ�e1. In the angular variable the hexatic action writes then

Hhex =
KA

2

∫
d2σ

√
g(∂iθ − Ωi)(∂iθ − Ωb)gij . (7.11)

In this form, Hhex is invariant under local 0(2) rotations

θ → θ + ψ, Ωi → Ωi − ∂iψ (7.12)

of the vector frame �ea. Ωi corresponds to the “gauge field” considered in Sec. 2
in the derivation of the Gauss–Bonnet theorem. It measures in fact the amount of
frustration for parallel transport induced by the intrinsic curvature R of the surface.
Indeed, Ωi is related to R by

R = 2γijDiΩj , (7.13)

as seen by computing [Di, Dj ]�ea. If the surface is flat one can always choose a
parallel 2-bein such that Ωi = 0 and Hhex reduces to the free energy of XY model.
In the presence of local curvature R, one cannot make the hexatic energy vanish
by making the hexatic order parameter �N parallel. A classical configuration θo

minimizing Hhex satisfies the equation

−∆θo + DiΩi = 0. (7.14)

One can check that

∂iθo − Ωi =
[
Di

1
∆o

Dj − ∂j
i

]
Ωj =

1
2
εij

1
∆

DjR. (7.15)

It follows that the hexatic free energy of the classical configuration θo is

Ho
hex = Hhex(θo) =

KA

8

∫
d2σ

√
g(σ)

∫
d2σ′√g(σ′)R(σ)

(
1

−∆

)
σσ′

R(σ′), (7.16)

where ( 1
−∆ )σσ′ is the massless scalar propagator in the intrinsic metric gij .

Thus the existence of an orientation order and of the hexatic stiffness KA induces
long distance Coulombic interactions between intrinsic curvatures on the surface,
analogous to the Coulombic interaction between vortices in the XY mode. This
is not a coincidence. Intrinsic curvature introduces frustration for the �N vectors
exactly as defects (disclinations here or vortices in the XY model) do. It is exactly
the same mechanism which generates both Coulombic interactions.
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Fig. 7.3. A pair of disclinations may be represented by a line of discontinuity of θ.

Now taking into account the fluctuations around θo

θ(σ) = θo(σ) + θ̃(σ) (7.17)

the full hexatic energy writes

Hhex(θ) = Ho
hex +

KA

2

∫
d2σ

√
ggij∂iθ̃∂j θ̃. (7.18)

Thus it reduces to the Coulombic interaction between intrinsic curvatures plus an
ordinary XY model on the surface for the fluctuations. The first part is nothing
but the Liouville action KA

4 SLiouville[gij ] discussed in Sec. 3.
In the above derivation, we have been somewhat sketchy on two points. First

the angle variable θ(σ) may not in general be defined globally on a surface but only
locally. For a general surface with non zero Euler character χ disclinations must be
introduced to define �N globally, so that

∑
disclinations

(charge of the disclination) = 6χ. (7.19)

Pairs of disclinations may also be present, which will be described by lines of discon-
tinuity of θ (by multiples of π/3). In the following renormalization group calculation
we shall not treat the effect of disclinations, by assuming that they have a very small
fugacity.

7.2. Hexatic Membranes: Renormalization Group Behavior

Neglecting disclinations, the fluctuations θ̃ of θ may be treated as real field instead
of a field with periodicity π/3. The difference will only give non-perturbative effects
which will not affect the one loop calculation. The integration over θ̃ is then
Gaussian and reduces to the calculation of det(−∆)−1/2, which has been discussed in
Sec. 3. The result, up to a shift in the surface tension r, is the Liouville action
and is therefore proportional to Ho

hex. Thus the full intergration over the orien-
tational degrees of freedom has been performed, �X(σ) being fixed, with the final
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result

Z =
∫

D[ �N ]D[ �X]e−βHfluid(X)+Hhex(N) =
∫

D[ �X]e−βHeff(X), (7.20)

Heff( �X) = r′
∫ √

g +
κ

2

∫ √
g(∆ �X)2

+
κ̄

2

∫ √
gR +

(
KA − kBT

12π

)
1
8
SLiouville [g]. (7.21)

We can now study how κ, κ̄ and KA are renormalized by short wavelength fluc-
tuations. The first result is that there is no renormalization of the hexatic stiffness.
Indeed the same effective action could have been obtained by introducing on the
membrane N independent free fields φα (α = 1, N), provided that N =

(
1− 12πKA

kBT

)
(with a proper analytic continuation in N). The

∑
α

∫ √
g(∂φα)2 has an obvious

0(N) symmetry which cannot be broken by renormalization effects and neither N ,
nor KA are renormalized. The renormalization of κ may be studied along the lines
of Sec. 4 by taking into account the effect of Hhex in the background field calcu-
lation. On general grounds one expects a new contribution to κ(q) proportional to
KA

κ kBT ln(q). The exact calculation gives41

κeff = κ +
kBT

4π

(
d − KA

κ

3
4

)
ln

(
kmax

kmin

)
. (7.22)

The corresponding one loop β functions are

βKA
= 0, βκ =

kBT

4π

(
d − 3

4
KA

κ

)
. (7.23)

For fixed hexatic stiffness KA there is an long distance (infra-red) attractive fixed
point κ∗ at

κ∗(KA) =
3
4d

KA. (7.24)

Fig. 7.4. The β function of the inverse bending rigidity α = κ−1.
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Fig. 7.5. Phase diagram and R.G. flow for hexatic membranes.

For large κ > κ∗, κeff(q) decreases for small momenta and the membrane becomes
less rigid. For small κ < κ∗, κeff(q) increases and the membrane becomes more rigid.
The surface has a finite bending rigidity κ∗ at large distance, at variance with fluid
membranes which have very small rigidity of the order of kBT .

The introduction of the surface tension r does not change the result. The renor-
malization group flow in the (r, κ−1) plane for fixed KA is depicted in Fig. 7.5. The
I.R. fixed point has now one unstable direction and governs the critical behavior of
hexatic surfaces with infinite area.

The existence of the I.R. stable fixed point has very important consequences for
the structure of the surface, which can be obtained by working out the renormaliza-
tion group equations satisfied by various correlation functions of the model.41 The
membrane is in a “crinkled phase” intermediate between a crumpled phase and a
rigid phase. The correlation between normals does not decay exponentially but with
a power law

〈�n(0)�n(r)〉 ∼ |r|−η (7.25)

and consequently the persistence length is infinite, while the physical surface tension
vanishes. Thus the crinkled phase is characterized by quasi-long range order between
normals. The fractal dimension of the surface is larger than two. The one loop
renormalization group calculation gives

η =
2
3π

d(d − 2)
kBT

KA
, (7.26)

dF = 2 +
d(d − 2)

3π

kBT

KA
, (7.27)

and the critical exponents vary continuously with the hexatic stiffness KA. The
R.G. flow on the critical surface with zero surface tension is shown on Fig. 7.6. Two
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Fig. 7.6. The lines of fixed points in the κ, KA plane.

lines of fixed points merge at K−1
A = κ−1 = 0. The marginally unstable one 0 at

κ−1 = 0 describes �N vectors on a flat (infinitely rigid) surface and is nothing but
the line of Gaussian fixed points of the XY model. The line L of I.R. stable fixed
points describes the crinkled phase. The picture is expected to be valid for large
bending rigidity and hexatic stiffness.

Up to now, we have not considered the effect of disclinations, namely of defects
for the orientational order parameter. We expect that at some small value of KA

disclination will be liberated and the hexatic surface will melt. This is known to
occur through a Kosterlitz–Thouless transition for κ = ∞ and the buckling of the
membrane should make such a melting easier for finite κ. On the other hand for
large KA but smaller κ one may expect that the membrane will be crumpled. The
study of the complete phase diagram and the possible interplay between liberation
of disclinations, crumpling and buckling obviously deserve further study.

8. Crystalline Membranes

Crystalline membranes, which are non-zero in plane shear and compression mod-
uli, appear to behave in a very different way than fluid or hexatic membranes.38

The elastic forces mediated by phonons enhance strongly the correlations between
tangent planes and a low temperature flat phase where the membrane has a spon-
taneous orientation exists, separated from a high temperature crumpled phase by a
finite temperature crumpling transition. The theory of this crumpling transition is
discussed in detail in D. Nelson’s and Y. Kantor’s lectures and we shall only discuss
here a few more technical aspects.

The basic property of an elastic membrane is that it admits a prefered reference
frame associated with the internal crystal structure. The order parameter for an
effective Hamiltonian will be simply the D×d matrix ∂iX

µ(σ) describing the tangent
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plane to the surface (D = 2 is the internal dimension of the surface and d the
dimension of bulk space). The simplest isotropic effective Hamiltonian reads42

H =
∫

dDσ

[
κ

2
(∂2 �X)2 + u(∂i

�X∂j
�X)2 + v(∂i

�X∂i
�X)2 +

t

2
(∂i

�X∂i
�X)

]
(8.1)

and is similar to the Landau–Ginsburg–Wilson Hamiltonian when identifying ∂i
�X

with the usual �φ order parameter. In mean field, for t > O, ∂i
�X∂j

�X = 0 and the
surface is crumpled. For t < 0, ∂i

�X∂j
�X has a spontaneous expectation value

∂i
�X∂j

�X = − t

4(u + Dv)
δij (8.2)

and the surface is flat. Rescaling the coordinates σi → ασi in such a way that
∂i

�X∂j
�X = δij we can write H as43

H =
∫

dDσ

[
κ

2
(∂2 �X)2 + µ(uij)2 +

λ

2
(uii)2

]
, (8.3)

where

uij =
1
2
(∂i

�X∂j
�X − δij) (8.4)

appears as the strain tensor, which vanishes at equilibrium. µ and λ are the Lamé
elastic coefficients and κ the bending rigidity. The rescaled Hamiltonian for the
ordered low temperature phase is analogous to the linear sigma model describing
the ordered phase of a spin system. The crumpling transition has been studied with
the Hamiltonian (8.1) by a ε = 4 − D expansion.42 One can also start from the
Hamiltonian (8.3) describing the low temperature phase and try to construct an
effective Hamiltonian at large distances.43 In analogy with the passage from the
linear to the non-linear σ model, one expects that the effective elastic constants
become larger and larger at large distances and that one may consider only the
non-linear version of (8.3) obtained by enforcing the constraint ∂i

�X∂j
�X = gij with

the help of a Lagrange multiplier λij

H =
∫

dDσ
[κ

2
(∂2 �X) + λij(∂i

�X∂j
�X − δij)

]
. (8.5)

For the non-linear σ mode, one loop perturbation theory tells us that the model is
asymptotically free, that the effective spin stiffness decreases at large distance and
that in two dimensions a spin system with compact continuous symmetry is always
disordered a finite temperature. For the model (8.5) we are in troubles because it
does not have a sensible low temperature perturbative expansion. The reason is the
following. In the flat phase we expect that (8.5) describes d−2 transverse undulation
modes, but the constraint leaves only d− 3 independent degrees of freedom. This is
an indication that additional constraints are present for infinite elastic constants,
which could stabilize the flat phase even in D = 2 dimensions. This is corroborated
if we try to apply the standard argument about the internal energy of a disordered
region of size L inside an ordered phase. While for a spin system this energy scales
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as LD−2, for a membrane the total bending and stretching energy scales as LD.
Hence even for D = 2 entropy does not gain over energy and cannot disorder the
system at low temperature.

Although the model (8.5) cannot be studied in perturbation theory, it can
be studied in a 1/d expansion, which is very similar to the 1/N expansion for
N -components spin systems and to the 1/d expansion for fluid surface. Indeed inte-
grating over the �X fluctuations we get the effective action:

Seff( �X, λij) =
∫

d2σ
[κ

2
(∂2 �X)2 + λij(∂i

�X∂j
�X − δij)

]
+

d

2
kBT Tr log

[κ

2
(∂2)2 − ∂iλ

ij∂j

]
. (8.6)

Extremizing this effective action leads to the d = ∞ solution. Then λij get a non-
zero expectation value

〈λij〉 = Λ2 κ

2
exp

(
− 8πκ

dkBT

)
δij (8.7)

(Λ is the momentum regulator) and the membrane is crumbled for any positive
temperature. However, things change when the first 1/d correction is taken into
account. Indeed, the 〈 �X · �X〉 propagator involves at one loop the diagram
where represents the 〈λλ〉 propagator, which is found to behave at large
momenta as

〈λij(p)λk�(−p)〉 ∼ p2 (8.8)

instead of p2/ ln p2 as this is the case for fluid membranes. As a consequence the 2
point function for �X behaves at one loop as

Γ X X(p) ∼
[
κ +

1
8π

ln(p2)
]

p4 − 1
d
κ(ln p2)p4 (8.9)

(we have rescaled κ → dκ) and the 1
d correction tends to increase the effective

rigidity at large distance, while the d = ∞ contribution tends to decrease it. The
final result is that the β function for the inverse of the bending rigidity α = d/κ is

β(α) =
2
d
α − 1

4π
α2 + 0

(
1
d

)
(8.10)

and has an ultraviolet fixed point at

α∗ =
8π

d
or κ∗ =

d2

8π
. (8.11)

See Fig. 8.1. Hence for large enough bare rigidity κ the effective rigidity grows at
large distance like

κeff(q) ∼ q−2/d (8.12)

and the surface is flat, with Hausdorff dimension dH = 2, while for small rigidity
κeff(q) goes to zero and the surface is crumpled with dH = ∞. These two regimes



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

Geometry and Field Theory of Random Surfaces and Membranes 207

Fig. 8.1. The β function for α = κ−1 at d = ∞ and d large but finite.

are separated by a continuous crumpling transition governed by the non-trivial fixed
point κ∗. At that point the surface is a non-trivial object with Hausdorff dimension

dH =
2d

d − 1
. (8.13)

Thus, this calculation provides strong evidence for the existence of a flat phase
and of a finite temperature crumpling transition for two-dimensional elastic mem-
branes. This would seem to contradict the Mermin–Wagner theorem,44 which states
that there is no breakdown of a continuous symmetry in two-dimensional systems,
but this is not the case. Indeed, (8.12) means that the interactions between phonons
and transverse undulations mediate long range forces which enhance correlations
between normals to the surface. Indeed those correlations behave as

〈�n�n〉 ∼ 1
κeff(q)q2 =

1
q2−η

, η = 2/d (8.14)

and the Mermin–Wagner–Coleman theorem, which relies on the fact that for two
dimensional spin systems η = 0 and that

〈�n�n〉 ∼
∫

d2q
1
q2 (8.15)

diverges at small q, does not apply. In fact our calculation provides an estimate
of the lower critical dimension D�c of the membrane below which the crumpling
transition occurs at zero temperature. D�c is less than 2 and is given by

D�c − 2 + η = 0 ⇒ D�c = 2 − 2/d + 0
(

1
d

)
(8.16)

(corrections to η for D �= 2 may be neglected at the order in 1/d).
The effective field theory describing the elastic properties of the flat phase has

been studied within the ε = 4−D expansion in Ref. 45. Recently a systematic study
of the flat phase and of the crumpling transition for arbitrary 2 < D < 4 has been
carried out to order 1/d in Ref. 46. The effect of external stress on elastic membranes
raises interesting questions which have been considered in Refs. 46 and 47.
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4. J.P. Petit, Le Géométricon (Belin editor, Paris, 1980).
5. For many issues discussed in Chapters III to VI see: A.M. Polyakov, “Gauge Fields

and Strings” (Harwood Academic Publishers, Chur, 1987).
6. S. Hawking, Comm. Math. Phys. 55, 133 (1977). K. Fujikawa, Phys. Rev. D23, 2262

(1981).
7. O. Alvarez, Nucl. Phys. B216, 125 (1983).
8. A.M. Polyakov, Phys. Lett. 103B, 207 (1981).
9. D. Friedan, in Recent Advances in Field Theory and Statistical Mechanics, Les Houches

1982, eds. J.B. Zuber and R. Stora (North-Holland, Amsterdam, 1984).
10. For recent reviews see J. Cardy, “Conformal Invariance” in Domb and Lebowitz, Phase

Transitions and Critical Phenomena. Vol. 11 (Academic Press, New York, 1986).
11. P.B. Canham, J. Theor. Biol. 26, 61 (1970). W. Helfrich, Z. Naturforsch. 28C, 693

(1973).
12. A.M. Polyakov, Nucl. Phys. B268, 406 (1986).
13. L. Brink, P. Di Vecchia and P. Howe, Phys. Lett. B65, 471 (1976).
14. See for instance L. Fadeev and V. Popov, Phys. Lett. 25B, 29 (1967) and V. Popov,

Functional Integrals in Quantum Field Theory and Statistical Physics (D. Reidel, Dor-
drecht, Holland, 1983).

15. D. Förster, Phys. Lett. 114A, 115 (1986).
16. L. Peliti and S. Leibler, Phys. Rev. Lett. 54, 1690 (1985). The Monge representation

was used previously in D.J. Wallace and R.K. Zia, Phys. Rev. Lett. 43, 808 (1979).
17. For a general presentation of the effective action and functional tecnics see Ref. 5

and C. Itzykson and J.B. Zuber. “Quantum Field Theory” (McGraw-Hill, New-York,
1980).

18. H. Kleinert, Phys. Lett. 114A, 263 (1986).
19. E. Guitter, unpublished.
20. P.G. de Gennes and C. Taupin, J. Phys. Chem. 86, 2294 (1982).
21. W. Helfrich, J. de Physique 46, 1263 (1985); 47, 322 (1986).
22. D. Förster, Europhys. Lett. 4, 65 (1987).
23. F. David, Europhys. Lett. 6, 603 (1988).
24. F. David, Europhys. Lett. 2, 577 (1986).
25. F. David and E. Guitter, Europhys. Lett. 3, 1169 (1987) and Nucl. Phys. B295, 332

(1988).
26. P. Olesen and S.K. Yang, Nucl. Phys. B283, 73 (1987). F. Alonso and D. Espriu,

Nucl. Phys. B283, 393 (1987). H. Kleinert, Phys. Rev. Lett. 58, 1915 (1987).
27. E. Braaten, R.D. Pisarski and S.M. Tse, Phys. Rev. Lett. 58, 93 (1987).
28. R.D. Pisarski, Phys. Rev. Lett. 58, 1300 (1987), 2608(E) and Phys. Rev. D38, 578

(1988). The large d calculation is similar to the one of Ref. 25 but the conclusions of
the stability analysis differ strongly.

29. T.L. Curthright and C.B. Thorn, Phys. Rev. Lett. 48, 1309 (1982); Ann. of Phys. 147,
365 (1983), 153, 147 (1983).

30. J.L. Gervais and A. Neveu, Nucl. Phys. B238, 125 and 396 (1984).



April 20, 2004 9:21 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap07

Geometry and Field Theory of Random Surfaces and Membranes 209

31. V.G. Knizhnik, A.M. Polyakov and A.A. Zamolodchikov, Mod. Phys. Lett. A3, 819
(1988); F. David, Mod. Phys. Lett. A3, 1051 (1988).

32. M. Cates, preprint Cavendish Laboratory (1988).
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CHAPTER 8

STATISTICAL MECHANICS OF SELF-AVOIDING CRUMPLED
MANIFOLDS — PART I
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In this chapter, we address the specific question of self-avoidance effects in mem-
branes and surfaces. The latter are imagined to be reticulated i.e. tethered, and
embedded in a solvent. The temperature is high enough so that the membrane is
above the crumpling transition, hence in a crumpled state. This lecture studies
the minimal Edwards model of self-avoiding crumpled surfaces, which are gener-
alized to manifolds of internal dimension D, embedded in space of dimension d.
An ε-expansion (with ε = 4D − (2−D)d) can be devised about the upper critical
dimension d∗ = 4D/(2 − D), above which self-avoidance becomes irrelevant. The
specific problems arising in the renormalization of such a model are reviewed.

1. Continuum Model of Self-Avoiding Manifolds

1.1. Edwards Model

Before considering crumpled membranes, let us return for a while to the case of
polymers, which are also tethered but one-dimensional objects. Polymers or self-
avoiding (SA) walks are the subject of a vast literature.1,2 A model of SA polymers
of great methodological value has been proposed by S.F. Edwards3 as early as 1965.
The statistical weight of a configuration {�r} reads

P{�r} = exp −A{�r}

with a free energy or “action”

A{�r} =
1
2

∫ S

0
ds
(

d�r

ds

)2

+
1
2
b

∫ S

0
ds

∫ S

0
ds′δd[�r(s) − �r(s′)] (1.1)

where �r(s) is the configuration in d-dimensional space, with a curvilinear abscissa
0 ≤ s ≤ S. S is thus the “length”, or “mass”, or “Brownian area” of the poly-
mer chain. The first term in (1.1) in the well-known Wiener measure describing
a Brownian motion. In particular, for b = 0, it is easy to calculate the average

211
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end-to-end distance

R2 = 〈[�r(S) − �r(0)]2〉 = dS (1.2)

The second (excluded volume) term in (1.1) generates self-avoidance, since one can
show (see below) that in the infinite chain limit S → ∞, its effective strength goes
to infinity.

This Edwards model is amenable to a rigorous treatment by a direct renormal-
ization method,2,4,5 which leads to a calculable ε-expansion (ε = 4 − d), about the
upper critical dimension d∗ = 4. The direct method deals with polymer partition
functions only, which are renormalized in a systematic way, and avoids recourse to
the well-known n = 0 limit of an O(n) field theory. However, it must be stressed
that the two methods are perfectly equivalent and that the correspondence between
both is firmly established.6,7 The interest of the direct method is its very flexibility;
in particular it can be extended to polymers of arbitrary topologies.5 It further
paves the way to generalization to crumpled self-avoiding manifolds.8–10

The physical arguments leading to the generalization of model (1.1) for crum-
pled reticulated surfaces or manifolds is described in the first chapter of Nelson’s
lectures (section IIC). For a two-dimensional (2D) tethered surface, the continuum
partition function based on a fixed microscopic triangulation can be expressed as
the functional integral

Z0 =
∫

D�r(σ) exp −A0{�r}

A0{�r} =
1
2

∫
d2σ

[(
∂�r

∂σ1

)2

+
(

∂�r

∂σ2

)2
]

(1.3)

For a “phantom” 2D continuum elastic network σ = (σ1, σ2) describes the
parametrization of the surface, assumed here to be flat. In presence of self-avoidance
the total partition function becomes

Z =
∫

D�r(σ)exp − A{�r} (1.4)

with

A{�r} = A0{�r} +
b

2

∫
d2σ d2σ′δd[�r(σ) − �r(σ′)] (1.5)

In absence of self-avoidance, the elastic free energy (1.3) can be shown to be the uni-
versal continuum limit of a large class of random reticulated surfaces.11–13 However,
the analytic proof is performed in the d → ∞ limit, and for finite space dimension d,
the belief that the same universality holds is based only on numerical simulations
results,14 as described in detail in Kantor’s lectures.

When one introduces self-avoidance, the model (1.5) presents a serious mathe-
matical difficulty: the perturbation theory involves the expansion parameter b A2,
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up to logarithmic terms,14 where A is the internal area A =
∫

d2σ of the mem-
brane. The expansion parameter thus grows without bound to infinity when the
surface size increases for any embedding space dimension. Hence the upper critical
dimension of self-avoidance for 2D crumpled membranes is infinite and one cannot
devise an ε-expansion for treating, e.g., SA effects in d = 3. This led Kardar and
Nelson,8 and independently Aronowitz and Lubensky9 (see also Ball15), to consider
a modified model which interpolates between polymers and reticulated surfaces, and
allows analytic progress.

One considers manifolds �r(x) with a D-dimensional flat internal space V,x ∈ V,
embedded by �r(x) in a d-dimensional external space. The associated action or free-
energy is

A0{�r} =
1
2

∫
dDx

D∑
a=1

(
∂�r

∂xa

)2

(Gaussian manifold) (1.6a)

and with self-avoidance

A = A0 +AI ≡ 1
2

∫
dDx

D∑
a=1

(
∂�r

∂xa

)2

+
b

2

∫
V×V

dDx dDx′δd[�r(x)−�r(x′)] (1.6b)

where V is a bounded flat manifold of volume

|V| ≡ XD (1.7)

Note that we use units such that the elastic coupling constant K of Nelson’s lecture
is set equal to one. Our expression (1.6) is formally identical to his rescaled free
energy (1.29b) with b ≡ vKd/2, except that we prefer to consider �r as the actual
distance in embedding space, and rescale the internal coordinates x. Hence for us,10

x has dimension [L]2/(2−D), where L is a length scale. For polymers, D = 1, s ∼ [L]2

is the “Brownian area” s of Eq. (1.1).4

It is very interesting to explore the behaviour of model (1.6) in the full (d,D)
plane.

1.2. Gaussian D-Dimensional Manifold

The action (1.6a) must be dimensionless, hence the distances or sizes r in space of
the Gaussian manifold must scale with respect to the internal linear size X as

r ∼ X(2−D)/2 (1.8)

A more precise calculation gives the average distance between any two points x1,x2

on a Gaussian D-manifold.8,9 We introduce the generating function

Z0
(
�k,x1; −�k,x2

)
=
∫

D�r(x) exp
(−A0{�r} + i�k.[�r(x1) − �r(x2)]

)
(1.9)

This functional integral in Gaussian variable �r is immediately evaluated as

Z0
(
�k,x1; −�k,x2

)
= [det(−∆)]−d/2 exp

(
−1

2
G(x1 − x2)k2

)
(1.10)
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where G(x1 − x2) is the operatorial inverse of the D-dimensional Laplacian ∆,
namely the Green function

∆G(x) = 2δD(x)

G(x) = [SD(2 − D)/2]−1|x|2−D
(1.11)

This is nothing but the Coulomb or Newtonian potential in the internal
D-dimensional space. SD = 2πD/2/Γ(D/2) is the unit sphere area in D dimen-
sions. The end-to-end squared distance is deduced from the generating function
(1.9) (1.10) in a standard way as

〈[�r(x1) − �r(x2)]2〉 = d G(x1 − x2) =
2d

SD(2 − D)
|x1 − x2|2−D (1.12)

From (1.12) we observe that a Gaussian D-manifold is a perfectly well defined fractal
object, possessing scale invariance and governed by a critical exponent ν

ν = (2 − D)/2 (1.13)

such that the average size R between e.g. two points near opposite sides on the
boundary scales like R ∼ Xν . The fractal or Hausdorff dimension is accordingly

DH ≡ D/ν = 2D/(2 − D) (1.14)

Note also that a two-dimensional Gaussian membrane has an infinite Haus-
dorff dimension11 and accordingly the squared distance (1.12) grows only
logarithmically11,12,14

〈[�r(x1) − �r(x2)]2〉D=2 =
2d

2π
ln |x1 − x2| (1.15)

It is important to notice, however, that the Green function (1.11), which is the New-
tonian potential in infinite D-space, corresponds to an infinite Gaussian manifold,
or equivalently to the neglect of boundary conditions in a finite one. Inclusion of
proper boundary conditions (Dirichlet or Neumann ones corresponding to fixed or
free boundary δV of V in d-space) would lead to a more complicated G depending
explicitly on the shape of ∂V. We shall return to this question later.

Let us now turn to the interacting manifold as described by (1.6).

1.3. Dimensional Analysis

Let us perform the rescaling

�r(x) = X(2−D)/2�ρ(u)

x = X u
(1.16)

where X is the linear size of the manifold such that |V| = XD. Due to our special
choice of units for x and X, �ρ is dimensionless. The free energy (1.6) can then be
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rewritten as

A{�ρ} =
1
2

∫
dDu

(
∂�ρ

∂u

)2

+
1
2
bX2D−(2−D)d/2

∫
V′×V′

dDu dDu′δd(�ρ(u) − �ρ(u′))

(1.6c)
where all variables are now dimensionless and where V ′ = X−DV is the rescaled
manifold of unit volume |V ′| ≡ 1. We define the dimensionless interaction parame-
ter z (generalizing that introduced by Zimm et al. long ago in polymer physics16)

z ≡
(

(2 − D)
SD

4π

)d/2

bX2D−(2−D)d/2 (1.17)

We are interested in large manifolds X → ∞. Hence a critical line8,9

d∗(D) =
4D

2 − D
(1.18)

appears in the (d,D) plane (Fig. 1). For d < d∗(D) the effective interaction
parameter is z → ∞ for X → ∞, and self-avoidance is fully relevant; while for
d > d∗(D), z → 0 when the size X increases, yielding an effective ideal Gaussian
manifold at large distances. For polymers (D = 1) one recovers the standard upper
critical dimension d∗ = 4 of second order phase transitions.

A similar dimensional analysis reveals also the Flory approximation8,9 to the size
exponent ν. One assumes positions in d-space to scale like r ∼ Xν in the free energy
(1.6), while of course the internal dimensions scale as xa ∼ X, a = 1, . . . , D. Then
the Gaussian free energy (1.6a) scales like A0 ∼ X2ν+D−2, while the interaction
free energy in (1.6b) grows as AI ∼ bX2D−νd. The Flory result is then obtained

Fig. 1. The various critical lines in the (d, D) plane. Two-body self-avoidance is relevant for D
above the hatched line d∗(D) = 4D/(2−D). The εn = 0 lines correspond to the onset of relevance
for multicritical n-body interactions. For D above the line d∗(∞, D) = 2D/(2 − D), all n-body
interactions are infrared relevant, but the theory is free from UV divergences.
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simply by requiring both terms to be equivalent when X → ∞, yielding

νF = (D + 2)/(d + 2) (1.19)

Note that although this approximation has no rigorous foundation, it works quite
well numerically (see Kantor’s lectures).

1.4. Higher Order Interactions

It is also quite interesting to consider possible higher order interaction terms and
their relevance to the physics of crumpled manifolds. As in polymer physics,17,18

one considers a local n-point interaction, whose Edwards free energy reads

An =
bn

n!

∫ n∏
i=1

dDxi

n−1∏
j=1

δd(�r(xj)−�r(xn)) (1.20)

and weights multiple n-point contacts in d space. The relevance of such interactions
depends crucially on d. An analytic way to determine the upper critical dimension
d∗(n) of An is to use the rescaling (1.16) in (1.20) to get the dimensionless n-point
interaction parameter

zn ∼ bnXDn−(n−1)(2−D)d/2 (1.21)

leading to a multicritical line d∗(n, D) in the (d, D) plane (Fig. 1), where zn ∼ X0

d∗(n, D) =
n

n − 1
2D

2 − D
≡ n

n − 1
DH (1.22)

where DH is the Gaussian Hausdorff dimension (1.14). Note that a direct geometric
derivation of d∗(n) = n

n−1DH can be given.18 As usual, the n-point interaction is
relevant for d ≤ d∗(n, D) i.e. when the space dimension is sufficiently low and leads
to a non vanishing probability for multiple points of order n to occur in a Gaussian
manifold. The set of upper multicritical dimensions (1.22) is parallel to the largest
one d∗(2, D) and converges for n → ∞ to

d∗(∞, D) =
2D

2 − D
≡ DH (1.23)

This line is interesting since it is also intimately related to the ultraviolet divergences
of the Edwards model for D-manifolds.

1.5. Analytical Continuation in Dimension and Regularization

Up to now, we have not mentioned that multiple integrals like (1.6b) or (1.20)
can actually be ill defined when several interacting points x,x′, . . . coincide in the
internal space, and these integrals are plagued with short range ultraviolet (UV)
divergences. It can be shown that UV divergences occur only for d ≥ 2D

2−D ≡
DH ≡ d∗(∞). Note that this is also the dimension where all n-point interac-
tions An (1.21) have the same effective strength (with respect to the Gaussian
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fixed point) zn ∼ bnXD,∀n ≥ 2. In the (d, D) plane, the set of upper multicritical
lines (d∗(n, D), D) for n ≥ 2 form a bundle of ordered lines (Fig. 1). Below the
lowest one (d > d∗(2, D) = 2DH), self-avoidance is irrelevant and the manifolds
are ideal. Above the highest one (d < d∗(∞, D) = DH) the perturbation theory is
ultraviolet convergent and requires no cut-off. This allows the use of dimensional
regularization: one computes the partition function for d < d∗(∞, D) and continues
the analytic expressions above d∗(∞, D) = DH up to the multicritical line of inter-
est e.g. for simple self-avoidance d∗(2, D). As usual in critical phenomena,19,20 one
has to treat infrared divergences in the large size limit X → ∞, and an ε expansion
about d∗(2, D) = 4D

2−D is performed8,9 by setting

ε = 4D − (2 − D)d (1.24)

For a general multicritical point of order n, one should similarily expand the
theory in

εn = 2n D − (n − 1)(2 − D)d

about the multicritical line εn = 0 (Fig. 1).

1.6. Extension to Negative Dimensions

First, let us notice that the line d = D plays a special role8,9 (Fig. 1). Indeed for
such a small space dimension, one expects the manifold to be fully stretched by
self-avoidance. One may wonder what happens in d < D. This leads us to leave
the d ≥ 0, D ≥ 0 quarter of the plane and investigate the negative dimension
behaviour. Note that for D = 2 (random surfaces) this is not totally unheard of.
Indeed random surfaces have been considered in negative space dimensions d, and
in particular are exactly solvable in d = 0 or d = −2.21–23 However, in contrast to
the present case of reticulated self-avoiding manifolds, the above random surfaces
have a fluctuating metric and are liquid-like, without self-avoidance (see David’s
lectures). All the lines (1.18) (1.22) (1.23) extend nicely in the full (d,D) plane
(Fig. 2), where the asymptotes D = 2 and d = −2 play a central role. Notice that
self-avoidance seems to be relevant in a hyperbolic strip located between the two
branches of d∗ = 4D/(2 − D). For D positive and d negative enough and of the
same order of magnitude, the manifold becomes ideal again. Of course the physical
interpretation of these dimensions and of this resurgence of ideal manifolds remains
unclear. Also notice that between points (d, D) = (0, 0) and (−2,−2) there seems
to exist a domain where the manifold is stretched but ideal!

We leave these speculations here, and from now on we consider SA manifolds
near the positive d∗ = 4D

2−D line, and work in dimensional regularization.
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Fig. 2. The extension of the critical lines of Fig. 1 to negative dimensions.

2. Perturbation Expansion

2.1. Rules

Quantities of interest are the partition functions

Z1
(
�k,x1; −�k,x2

)
=

1
Z0

∫
D�r(x) exp

(−A{�r} + i�k.[�r(x1) − �r(x2)]
)

(2.1)

normalized by the partition function Z0 of the Gaussian manifold. For �k = �0, one
gets the normalized partition function of the interacting manifold

Z1 ≡ Z/Z0 =
∫

D�r(x) e−A{�r}/Z0 (2.2)

where A is the generalized Edwards action (1.6b). Notice that for b = 0,Z1 ≡ 1.
As usual, the mean squared end-to-end distance is generated by (2.1) as

〈
[�r(x1) − �r(x2)]2

〉
= −

(
∂

∂�k

)2

Z1
(
�k,x1; −�k,x2

)∣∣∣∣∣
�k=�0

/Z1 (2.3)

Functions (2.1) (2.2) can be calculated by perturbation expansions of the interacting
part exp (−AI) in (1.6b) in power series of b. The rules are easily found by Fourier
transforming each δd interaction as

δd(�r(x) − �r(x′)) =
∫

ddk

(2π)d
exp
(
i�k.[�r(x) − �r(x′)]

)
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Fig. 3. Perturbation expansion of Z1(�k,x1; −�k,x2) (Eq. (2.5)) in powers of b. The dotted line
carries an internal momentum, and Gaussian integration (2.4) leads to the interaction integral
in (2.5).

as in polymer calculations,2,4,5 and then averaging over Gaussian configurations
(Fig. 3). The useful formula is the Gaussian integral〈

exp

(
i
∑
α

�kα · �r(xα)

)〉
0

= exp


1

2

∑
α<β

�kα · �kβG(xα − xβ)


(∑

α

�kα = �0

)

(2.4)

where the average is performed with weight (1.6a), and where G is Green’s function
(1.11).

As a result, the single manifold generating function (2.1) reads to first order
(Fig. 3).

Z1(�k,x1; −�k,x2)

= exp
[
−1

2
k2G(x1 − x2)

] [
1 − b

2
(2π)−d/2

∫
V×V

dD xdDx′G−d/2(x − x′)

× exp
{

1
2

k2

4
G−1(x − x′)[G(x1 − x) + G(x2 − x′)

− G(x1 − x′) − G(x2 − x)]2
}]

(2.5)

From this, we deduce the partition function

Z1 ≡ Z1(�0,x1;�0,x2) = 1 − b

2
(2π)−d/2

∫
V×V

dDxdDx′[G(x − x′)]−d/2 (2.6)

and the average squared distance (2.3)

〈
[�r(x1) − �r(x2)]2

〉
= dG(x1 − x2) +

d

4
b

2
(2π)−d/2I (2.7a)

I =
∫

dDx dDx′[G(x − x′)]
−1−d/2

× [G(x1 − x) − G(x1 − x′) + G(x2 − x′) − G(x2 − x)]2

(2.7b)

As expected, we see that self-avoidance (b > 0) increases the distance between
points on the manifold. As such, the expansions (2.6) (2.7) are not conclusive since
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Fig. 4. Self-avoiding “patch” V embedded in a larger elastic Gaussian manifold.

the expansion parameter grows like z (1.17). Indeed we may rewrite for instance
(2.6) in terms of dimensionless variables, using the explicit form (1.11) of G

Z1 = 1 − 1
2
z

∫
V′×V′

dDxdDx′|x − x′|−(2−D)d/2 (2.8)

where V ′ is the rescaled internal space of unit volume, |V ′| = |V|X−D ≡ 1. (Note
that here x and x′ are dimensionless and correspond to the u parameters of
Eq. (1.16). For simplicity we nevertheless use the same notation x.) It is worth
noticing here again that insisting on the infinite volume form (1.11) of the Coulomb
kernel G corresponds to taking a very large manifold, with self-avoidance operating
only on a finite part or “patch” V of it (Fig. 4). This is really the system we are
studying here for simplicity, as in Refs. 8, 9, 10.

A power law behaviour can be extracted from expansions like (2.7) (2.8), by
performing a direct renormalization8,9 (or a dimensional renormalization24) as in
the case of polymers.4 For this, we first need to extract the polar part of (2.7) (2.8)
when ε = 4D − (2 − D)d → 0.

The simplest integral to evaluate is not the partition function (2.8), as could be
believed at first sight, but the squared distance (2.7). Indeed both are superficially
logarithmically divergent but the actual UV divergence of Z1 (2.8) is of order −D

in x units, while that of (2.7) is only logarithmic.

2.2. Divergences

2.2.1. End-to-end Distance

It is convenient to define in the integrand of (2.7b) y = x − x′ and notice that the
divergence of (2.7b) occurs for y → 0. In this limit, we expand the integrand of I
about y = 0 and get

I ∼=
∫

dDy [G(y)]−1−d/2
∫

dDx (y.∇xU)2

where

U ≡ G(x1 − x) − G(x2 − x)
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Taking advantage of the rotational invariance in internal D-space, we can average
the last factor over the directions of y as〈

(y · ∇xU)2
〉

=
1
D

y2(∇xU)2

Hence the leading divergence of I factorizes into two integrals

I =
∫

dDy [G(y)]−1−d/2y2/D ×
∫

dDx (∇xU)2 (2.9)

The second integral is the (finite) electrostatic energy of a moving unit charge
located at x, interacting with two ±1 unit charges located at x1 and x2. An ele-
mentary integration by parts, where one takes advantage of ∆G = 2δD, gives∫

dDx (∇xU)2 = 4[G(x1 − x2) − G(0)]

For D < 2, (and we shall restrict ourselves to this case) G (0) = 0, and the energy is
finite. The diverging part for ε → 0 is the first integral in (2.9). It is easily evaluated
using the explicit form (1.11) and the D–integral over the manifold∫

V
dDy y2−(2−D)(1+d/2) ∼= SD

∫ X

0
dy yε/2−1 = SDXε/2 2

ε

Collecting all these results into (2.7a), we find for any two points on the manifold〈
[�r(x1) − �r(x2)]2

〉
= d G(x1 − x2)X0 (2.10)

where the swelling factor X0 reads8,9

X0 = 1 +
z

2ε
(2 − D)

S2
D

D
(2.11)

Notice that the divergence in 1/ε does not depend on the location of points x1,x2

on the patch V and at this order is universal, depending only on internal dimen-
sion D. (For D = 1, S1 = 2, and X0 = 1 + 2z/ε, recovering the result of direct
renormalization for polymers4).

2.2.2. Partition Function

Let us now consider the first order expansion (2.8) of Z1. The actual short range
ultraviolet divergence is (in x units) of order

∫
dDy y−(2−D)d/2 ∼ yε/2−D, hence

stronger than logarithmic by a (−D) power law. Notice that this UV divergence in
(2.8) disappears for D − (2 − D)d/2 > 0, i.e. d < dH = 2D

2−D , in agreement with the
discussion of part I above. This power law divergence of (2.8) requires a regulariza-
tion. A cut-off procedure has been proposed in Refs. 8 and 9. As mentioned above,
the dimensional regularization will be preferred here for actual calculations. It is
interesting to discuss the relation between both regularizations. As noted in Ref. 8,
in a cut-off theory, the most diverging contribution to partition function Z1 (2.2) is
proportional to the volume of the manifold, the next ones come from the boundary,
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the edges, the corners, etc. For instance, let us rewrite the partition function (2.6)
with an ultraviolet cut-off x0 in the dimensional x variables. We have

Z1 = 1 − b

2

(
SD

4π
(2 − D)

)d/2 ∫
V×V

dDx dDx′

|x − x′|(2−D)d/2 θ(|x − x′| − x0)

= 1 − b

2
(SD(2 − D)/4π)d/2SDXD x

D−(2−D)d/2
0

D − (2 − D)d/2
+ · · · (2.12)

where we have retained only the leading ultraviolet divergence. In particular a sub-
leading term proportional to z also exists (as formally written in (2.8)), which we
shall calculate later. We can rewrite this expression (2.12) as

Z1 = 1 − 1
2

SD

D − (2 − D)d/2
z0(X/x0)D + · · · (2.13)

where z0 ≡ b x
2D−(2−D)d/2
0 (SD(2 − D)/4π)d/2 is the dimensionless interaction

parameter at the cut-off length scale, defined in complete analogy to z (1.17).
In (2.13) we observe the expected leading ultraviolet divergence proportional to
the volume XD of the manifold. We can generalize this and write for X/x0 large
the dominant ultraviolet behaviour

Z1 = exp


∑

p≥0

fD−p(X/x0)D−p


× regular terms X/x0 → ∞ (2.14)

governed by successive volume, surface . . . terms. The fD−p are dimensionless func-
tions of z0 above. For instance (2.13) yields fD to first order in z0:

fD = −1
2

SD

D − (2 − D)d/2
z0 + O(z2

0)

The regular terms should on the contrary depend on the manifold size through
the infrared interaction parameter z ∼ Xε/2. The upper bound of the sum over
integers p in (2.14) depends crucially on whether D is integer or not. If D is integer,
a formal term f0X

0 or f0 lnX occurs in the series and one can expect a power law
behaviour:

Z1 = exp

(
D−1∑
p=0

fD−pX
D−p

)
Xγ−1 × · · · (2.15)

where γ−1 ≡ f0. If D �= integer, the p-series does not meet a logarithmic divergence,
and for X/x0 → ∞, it ends at pmax = E(D) (integer part of D, D ≤ E(D) < D+1).
So it seems that a power law behaviour Z1 ∼ Xγ−1 is expected only for a manifold
of integer dimension D. Notice that some authors may not agree with this.8,25

We shall return to this question when calculating explicitly γ for some manifolds.
However all geometrical cases calculated up to now agree with our statement, and
give9,10 γ − 1 ≡ 0 for D /∈ N.

Let us now turn to dimensional regularization, which avoids the use of a cut-off
and simply extends analytically the “Feynman integrals” from d < 2D

2−D , where they
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are UV convergent, to d > dH . It is interesting to first note the following result of
polymer theory (D = 1). One can show4 that the cut-off and the dimensionally
regularized partition functions are related by

Z1 = exp[f1(z0)X/x0] Z1 dim.reg.(z, d) (2.16)

where f1(z0) is a function of the dimensionless interaction parameter z0 =
(2π)−d/2 × bx

2−d/2
0 , associated with the cut-off. Note that this is in full agreement

with (2.14) and that the regular part therein is simply the dimensionally regularized
partition function, hence the extraction of short range UV divergences is equivalent
to dimensional regularization. A similar relationship exists18 for any polymer theory
based on a generalized Edwards model (1.20) with higher order interactions. For a
general D-dimensional manifold, we can expect a similar formal relation (valid for
X/x0 large),

Z1 = exp

[∑
p

fD−p(X/x0)D−p

]
Z1 dim.reg.(z, d, D) (2.17)

where the p–sum ends at E(D) for D /∈ N, and D − 1 for integer D. From now on
we shall use only dimensional regularization, having in mind the above equivalence
to a cut-off theory.

2.2.3. Dimensional Regularization

We want to calculate the integral in (2.8)

I1 =
∫

V′×V′
dDx dDx′|x − x′|−(2−D)d/2 (2.18)

as a meromorphic function of d and D. Notice that in earlier works, the manifold V ′

was taken to be a hypercube9,10 or a hypersphere.8,10 Different values of I1 (and
thus γ) were obtained and it was realized9,10 that the result depends on the shape
of the manifold V. The calculation for a hypercube, using a cut-off, can be found
in Ref. 9, while that for a hypersphere of integer dimension D is performed with
a cut-off in Ref. 8. Following Ref. 10, we present here the full calculation of I1 for
hyperspheres and hyperellipsoids in the (d, D) plane, as well as for hypercubes.

We introduce the characteristic function of the manifold10

φ(q) =
∫

V′
dDxεiq.x (2.19)

where the integral extends over the bounded domain V ′. The distribution

|x|−α = A

∫
dDq eiq.x|q|α−D (2.20)

where

A = 2−απ−D/2Γ[(D − α)/2]/Γ(α/2) (2.21)
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is used, and it should be noted that treating integrals in the sense of distributions
is equivalent to dimensional regularization. Setting in integral (2.18)

α ≡ (2 − D)d/2 = 2D − ε/2 (2.22)

we obtain the Fourier representation of (2.18)

I1 = A

∫
dDqφ(q)φ(−q)qα−D (2.23)

The singularities in I1 will come from high q since α − D = D − ε/2, and the
asymptotic expansion of φ (q) for q → ∞ will be relevant.

Hyperellipsoid
Take a hyperellipsoid of half-axes αi, i = 1, . . . , D. The characteristic function is10

φ(q) =

(
D∏

i=1

αi

)
(2π)D/2q̃−D/2JD/2(q̃) (2.24)

where q̃ is the modulus of dilated vector q̃i = αiqi, i = 1, . . . , D, and JD/2 the
standard Bessel function of index D/2. Using properties of Bessel functions, integral
(2.23) can be performed analytically to give10

I1 =

〈(∑
i

u2
i α

−2
i

)(α−D)/2〉(∏
i

αi

)

× πD/2SD
1

D − α

Γ(1 + D − α)
Γ(1 + D − α/2)Γ

(
1 − α−D

2

) (2.25)

where α ≡ (2 − D)d/2, and where ui describes the components of a unit vector in
RD, the angle brackets denoting the angular average in the internal D space. Notice
that the volume of the hyperellipsoid is

|V| =

(∏
i

αi

)
SD

D
RD =

(∏
i

αi

)
Vsphere(R) (R sphere radius)

Using identity (2.22) gives

I1|ell. =

〈(∑
i

u2
i α

−2
i

)D/2−ε/4〉(∏
i

αi

)
I1|sph. (2.26)

I1|sph. = πD/2SD
1

−D + ε/2
1

Γ(1 + ε/4)
Γ(1 − D + ε/2)

Γ(1 − D/2 + ε/4)
(2.27)

This is an exact result, which can be analytically extended to non integer dimen-
sion D. In particular the angular average is well defined for integer D and can be
continued analytically. The result (2.26) depends continuously on the shape of the
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hyperellipsoid through the parameters αi. The possible poles when ε → 0 lie in
I1|sph. Setting ε = 0 formally, we find

I1|sph.(d∗, D) = πD/2SD(−1/D)
Γ(1 − D)

Γ(1 − D/2)
(2.27bis)

which has poles only at the odd integers D = 1, 3, 5, . . . = 2k + 1, k ∈ N. Notice
that for negative integer dimensions D, I1 has no pole. It is easy to extract the polar
part of I1

I1 = 2
aD

ε
+ regular terms (2.28)

with

aD|sph. =

{
SDSD−1
(D−1)D

(−1)(D+1)/2

2D−1 D ∈ 2N + 1

0 otherwise
(2.29)

and

aD|ell. =

(∏
i

αi

)〈(∑
i

u2
i α

−2
i

)D/2〉
aD|sph. (2.30)

Since the divergences in 1/ε are intimately related to the existence of a non trivial
configuration exponent γ,4,8–10 we already observe in (2.27bis) the absence of any
singularity for non integer dimensions D, and thus check the statement γ ≡ 1 for
non integer D. The case of hyperspheres is even more peculiar since for even D the
amplitude vanishes. A purely geometrical derivation of (2.29) is actually possible26

where one clearly sees this phenomenon.

Hypercube
Let us consider a hypercubic manifold9 V = [O, X]D. A simple calculation of the
integral I1 has been given in Ref. 9. The result is

I1 =
2
ε
aD + · · ·

with a coefficient

aD =

{
2(−1)D 1

Γ(D) , D ∈ N

0, D ∈ R \ N
(2.31)

This result was later criticized and it has been argued25 that a complex amplitude
aD could even be found in the case of a hypercube, depending on the way the
critical line d∗(D) is approached in the (d, D) plane (see the second Ref. 8). We
disagree with this statement, and in view of the possible confusion, we shall give
another analytic calculation of I1|hypercube in the full (d,D) plane. We use again the
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Fourier method10 introduced above (Eqs. (2.19)–(2.23)). The characteristic function
of a hypercube is now in Fourier space

|φ(q)|2 =
D∏

i=1

(
4 sin2 qiX

q2
i

)
(2.32)

We now use the integral representation

qα−D =
1

Γ
(

D−α
2

) ∫ ∞

0
dλe−λq2

λ−1+(D−α)/2

to write I1 = AJ , where A is given by (2.21) and where

J ≡
∫

dDq qα−D|φ(q)|2 =
∫ ∞

0

dλ

Γ
(

D−α
2

)λ−1+(D−α)/2 FD(λ) (2.33)

with

F (λ) ≡
∫ +∞

−∞
dq e−λq2 4 sin2 qX

q2 (2.34)

Note that (2.33) has now a meaning when D is a continuous parameter. F ′(λ) is
exactly calculable

F ′(λ) = −4
∫ +∞

−∞
dq e−λq2

sin2 qX = −2
(π

λ

)1/2 (
1 − e−X2/λ

)
(2.35)

Note also that F (0) = 4πX. Hence

F (λ) = 4πX − 2
∫ λ

0
dα
(π

α

)1/2(
1 − e−X2/α

)
(2.36)

We have now a well defined problem of analytical continuation of Mellin integral J
(2.33), in terms of the variable D − α, D being considered as a parameter. J is
a priori defined for D − α > 0, and we want to continue it analytically to α →
2D. The possible divergences occur at the origin. One has to consider the Taylor
expansion or here more generally the asymptotic expansion of FD(λ) for λ → 0.
We have explicitly

F (λ)
λ→0

= 4πX − 4π1/2λ1/2 +
2

X2 λ3/2e−X2/λ + O
(
λ5/2e−X2/λ

)
(2.37)

So we see that the Taylor expansion of F ends at O(λ1/2). This gives

FD(λ) = (4πX)D

{
1 +

∞∑
n=1

D(D − 1) · · · (D − n + 1)
n!

[
− 1

X

(
λ

π

)1/2
]n}

+ O
(
λ3/2e−X2/λ

)
(2.38)

The exponentially small terms play no role for the analytic continuation of J . One
has simply to look at the Taylor terms. J is analytically continued by subtracting
from FD(λ) in (2.33) just enough Taylor terms of (2.38), in such a way that the
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integral converges. The number of these terms of course depends on the value of
D − α. The poles occur then only for

D − α + n = 0, n = 0, 1, 2, . . . (2.39)

On the “critical line” α = 2D, this condition gives

D = n ∈ N (2.40)

hence D must be an integer. In the other cases, the integral has poles at α = D +n,
but not on the “critical line”. Therefore the contribution

aD|hypercube ≡ (2D − α)I1 = (2D − α)2−απ−D/2 Γ
(

D−α
2

)
Γ
(

α
2

) J (2.41)

is identically

aD = 0 for α = 2D, D /∈ N (2.42)

since J does not diverge at α = 2D. This contradicts the result25

aD = 2
eπDi

Γ(D)

supposed to be valid on the whole critical line.
Let us end the calculation of J for integer D, and α → 2D. The first Taylor

term in (2.38) which is not subtracted for α < 2D and gives the next pole when
α → 2D, is the term n = D in (2.38). Hence the singular part of J reads

Jsing =
∫ 1

0
dλ

λ
D−α

2 − 1
Γ
(

D−α
2

) (4π)D(−1)D

(
λ

π

)D/2

=
1

D − 1
2α

1
Γ
(

D−α
2

)4DπD/2(−1)D

(2.43)
Inserting this value (2.43) into (2.41), we find for α = 2D the finite value

aD = 2(−1)D/Γ(D) α = 2D, D ∈ N

which is the original result of Ref. 9, valid for D ∈ N only. Otherwise (2.42)
holds true.

Let us summarize the perturbation expansions obtained up to now. For the
end-to-end distance (2.11) we found a swelling factor

X0 = 1 + z
1
ε

S2
D

2D
(2 − D) (2.44)

and for the partition function of a single manifold

Z1 = Z/Z0 = 1 − z
1
2

aD

ε
(2.45)

where aD depends crucially on the shape of the internal space of parameters V and
is given by (2.29) (2.30) for a hypersphere and a hyperellipsoid, and by (2.31) for
a hypercube. Notice that in all cases aD vanishes identically on the real axis when
D is not a positive integer. Note finally that the extreme sensitivity of Z to the
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boundary ∂V, shows that the choice of the free space Coulomb potential (1.11) is
not harmless. If one were using the Coulomb kernel evaluated in a finite box V,
its modification by boundaries and edges would probably also reflect in the actual
values of aD.

3. Direct Renormalization

3.1. Scaling Functions

Renormalization amounts, in this direct method,4,5,8–10 to substituting in scaling
functions, a renormalized interaction parameter g for the original dimensionless
interaction parameter z (1.17). Scaling functions are functions of z which have
a finite limit at the critical point, when the size of the manifold goes to infinity,
i.e. z → ∞.

We can take as a measure of the size of the manifold, the distance R between
two points separated in the internal metric by the typical length X : |x1 −x2| = X.
Hence Eqs. (2.10) (2.11) give

R2 = d X0(z)G(X) = d X0(z)
2X2−D

SD(2 − D)
(3.1)

In the asymptotic critical limit, when the size X diverges, we expect R2 to scale like

R2 ∼ X2ν

This means that the swelling factor X0(z) is itself expected to scale like

X0(z, d, D)
z→∞

∼ z[2ν−(2−D)]2/ε ∼ X2ν−(2−D) (3.2)

Similarly the normalized partition function Z1 should behave as

Z1(z, d, D)
z→∞

∼ z(γ−1)2/ε ∼ Xγ−1 (3.3)

Hence two examples of scaling functions are the logarithmic derivatives i.e. effective
exponents

σ0(z, d, D) ≡ X
∂

∂X
lnX0

∣∣∣∣
b,d,D

=
ε

2
z

∂

∂z
lnX0

∣∣∣∣
d,D

(3.4)

and

σ1(z, d, D) ≡ X
∂

∂X
lnZ1

∣∣∣∣
b,d,D

=
ε

2
z

∂

∂z
lnZ1

∣∣∣∣
d,D

(3.5)

such that

σ0(z → ∞) = 2ν − (2 − D)

σ1(z → ∞) = γ − 1
(3.6)
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3.2. Second Virial Coefficient

A possibility for the renormalized “coupling constant” is given in terms of the
“dimensionless second virial coefficient”, paralleling that of polymer theory.4 One
has to consider the two-manifold partition function

Z2 =
∫

D�r1(x) D�r2(x′) e−A{�r1,�r2}/Z2
0 (3.7)

where A{�r1, �r2} is the action (1.6) generalized to include two-body interactions
between the two (identical) manifolds V1 and V2, with configurations �r1(x) and
�r2(x′), described by a term

−b

∫
V1

dDx

∫
V2

dDx′δd[�r1(x) − �r2(x′)].

Then a standard exercise in statistical mechanics shows that the osmotic pressure
Π of a collection of manifolds in solution has the virial expansion4

Πβ = C − 1
2

Z2,c

(Z1)2
C2 + · · · (3.8)

where β = 1/kBT is the inverse temperature, C the number of manifolds per unit
volume, and Z2,c the connected part of the two-manifold partition function (3.7).
It is then covenient to define the dimensionless second virial coefficient

g = − Z2,c

(Z1)2
(2πR2/d)−d/2 (3.9)

where R2 is the manifold typical size (3.1). The parameter g being dimensionless is
a function of z (and d,D) only.

We need the perturbation expansion of Z2,c, which is given by Feynman-like
diagrams in Fig. 5:

Z2,c = −b|V|2 + b2|V|2(2π)−d/2
∫

V×V
dDx dDx′[G(x − x′)]−d/2 +

b2

2
(2π)−d/2

×
∫

V1

dDx1dDx′
1

∫
V2

dDx2dDx′
2 [G(x1 − x′

1) + G(x2 − x′
2)]

−d/2 (3.10)

We have taken here for simplicity the two manifolds V1, V2 to be identical V1 =
V2 ≡ V, with the same volume |V| = XD. It is not difficult also to recognize in

Fig. 5. Diagrammatic expansion of Z2,c (Eq. (3.10)).
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the second term of (3.10) the self-interaction of a single manifold (compare Figs. 3
and 5, and Eq. (2.6)). This term is the “dangerous” one (2.18), which depends on
the shape of the manifolds. But this self-interaction contribution drops out when
Z2,c is normalized by the product of the partition functions of the manifolds as
defined in g (3.9)

Z2,c

(Z1)2
= −b|V|2

(
1 − b

2
(2π)−d/2

∫
V1

dDx1d
Dx′

1

×
∫

V2

dDx2dDx′
2 [G (x1 − x′

1) + G (x2 − x′
2)]

−d/2
)

(3.11)

As before, it is useful to compactify these expressions, by using dimensionless param-
eter z (1.17) and Eq. (1.11)

Z2,c(Z1)−2 = −b X2D

(
1 − 1

2
z I2

)
(3.12)

where I2 is the dimensionless integral

I2 ≡
∫

V′
1

dDx1dDx′
1

∫
V′

2

dDx2dDx′
2
(|x1 − x′

1|2−D + |x2 − x′
2|2−D

)−d/2 (3.13)

Using now definition (3.9) of g and expressions (3.1) (3.12), one finds the expansion
of g in terms of z

g = z

(
1 − 1

2
z I2

)
[X0(z)]−d/2 (3.14)

where X0 has the Taylor-Laurent expansion (2.44) in terms of z and ε. It remains
to extract the singularity of integral I2 (3.13) near ε = 0. This is easily done for
instance by using the integral representation

A−d/2 =
2 − D

Γ(d/2)

∫ ∞

0
dη η−1−(2−D)d/2 exp(−AηD−2) (3.15a)

and integrating over each manifold 1 and 2 separately. (See in section IV a cal-
culation which contains the present one). The universal result, independent of the
shapes of the manifolds, reads8–10

I2 =
2
ε

S2
D

2 − D

Γ2[D/(2 − D)]
Γ(d/2)

(3.15b)

This holds for any real D, and 2D = (2 − D)d/2 + ε/2. Inserting this and (2.44) in
(3.14) yields the Taylor-Laurent expansion of g

g = z − a′
D

ε
z2 + · · · (3.16)

where

a′
D ≡ S2

D

(
1 +

1
2 − D

Γ2[D/(2 − D)]
Γ[2D/(2 − D)]

)
(3.17)

As in polymer theory, direct renormalization means two things. First, g (3.9), which
is a physically meaningful parameter (see (3.8)) should reach a finite fixed point limit
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when the size of the manifolds goes to infinity, i.e.

g(z → ∞) = g∗ < ∞.

Second, scaling functions like (3.4) and (3.5), which have a Taylor-Laurent expan-
sion in z and ε, become regular double Taylor series in g and ε, when g is substituted
to z. This holds true to all orders in polymer theory4–7 (and also of course in the
equivalent field theoretic formalism of critical phenomena19). We have to assume
here the consistency of this direct renormalization method for self-avoiding mani-
folds to all orders (see Part II). The Wilson function associated with g is defined
as

W (z, ε) ≡ X
∂

∂X
g =

ε

2
z

∂

∂z
g (3.18)

and should be also a regular function W [g, ε] of ε, order by order in g. To first order,
it reads

W (z, ε) =
ε

2
z − a′

Dz2 + O(z3)

or in terms of g

W [g, ε] =
ε

2
g − 1

2
a′

Dg2 + O(g3) (3.19)

In the asymptotic limit X → ∞, g → g∗, hence X∂g/∂X = W [g∗, ε] = 0. From the
regular expansion (3.19) one therefore finds the fixed point value

g∗ =
ε

a′
D

+ O(ε2) (3.20)

ε = 4D − (2 − D)d, ε > 0.

It is also interesting to calculate the asymptotic expression of g at the upper critical
dimension d∗ = 4D/(2 − D). Setting ε = 0 in (3.19) gives

X
∂g

∂X
= W [g, 0] = −1

2
a′

Dg2 + O(g3)

which is readily integrated into

g =
2

a′
D lnX ′ , d∗ =

4D

2 − D
(3.21)

In particular, for polymers (D = 1), we have a′
1 = 8, and recover g∗ = ε/8,4 or

g = 1/4 lnX in d = 4.27
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3.3. Critical Exponents

The scaling functions σ0 and σ1 associated with the swelling of a single manifold by
self-avoidance, and with the critical behavior of the partition function, are calculated
from Eqs. (3.4) (3.5) and (2.44) (2.45):

σ0(z) =
1
2

S2
D

2D
(2 − D)z + · · ·

σ1(z) = −1
2
aDz + · · ·

or in terms of g (3.16)

σ0[g, ε] =
1
2

S2
D

2D
(2 − D)g + O(g2)

σ1[g, ε] = −1
2
aDg + O(g2)

(3.22)

Note that, as always, the renormalization process is a triviality to first order. Only
calculations to second order could demonstrate the subtle mechanism of suppres-
sions of all 1/ε multiple poles in the double (g, ε)-expansion. Below d∗ = 2DH ,
i.e. for ε > 0, this gives the ε-expansion of critical exponents ν and γ (Eq. (3.6)) to
first order

ν =
2 − D

2
+

1
4

S2
D

2D
(2 − D)g∗

γ − 1 = −1
2
aDg∗

(3.23)

The explicit values are

ν =
2 − D

2
+

1
8D

(2 − D)
ε

1 + 1
2−D

Γ2[D/(2−D)]
Γ[2D/(2−D)]

(3.24)

γ − 1 = −εaD
1

2S2
D

(
1 +

1
2 − D

Γ2[D/(2 − D)]
Γ[2D/(2 − D)]

)−1

(3.25)

Recall that the coefficient aD depends crucially on the shape of the manifold V and
is given by (2.29)–(2.31) for hyper-ellipsoids and -cubes respectively.

At the upper critical dimension d = d∗, we can also compute the swelling X0 and
partition function Z1. It is sufficient27 to set ε = 0 and use the asymptotic value
(3.21) of g in (3.22), whence

X
∂

∂X
lnX0 =

S2
D

2D
(2 − D)

1
a′

D lnX

X
∂

∂X
lnZ1 =

−aD

a′
D lnX

which are integrated trivially into

X0 ∼ (lnX)S2
D(2−D)/(2Da′

D) (3.26a)

Z1 ∼ (lnX)−aD/a′
D (3.26b)
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Of special interest is the swelling with respect to the extension of the ideal manifold.
We get from (3.1)

R2 ∼ 8D

SD

X2−D

(2 − D)2
(lnX)n(D), d∗ = 4D/(2 − D)

n(D) =
2 − D

2D

(
1 +

1
2 − D

Γ2[D/(2 − D)]
Γ[2D/(2 − D)]

)−1 (3.27)

For D = 1, at d∗ = 4 we recover the polymer value27 n(1) = 1/4. For D = 2,
at d∗ = ∞, the logarithmic exponent n(2) vanishes like n(D) ∼ (2 − D)/4. Hence
a two-dimensional surface with self-avoidance, tends to recover its ideal behavior
(R2 ∼ lnX) when embedded in space of infinite dimension, modified as

R2 ∼ lnX ln(lnX)

4. Contact Exponents

An interesting problem in the statistical mechanics of self-avoiding manifolds is
the determination of full renormalized correlation functions or probability distribu-
tions. Take for instance two points x1 and x2 on a SA manifold and ask about the
probability to find them at a relative distance �r in d-space

P (�r;x1,x2) =
〈
δd[�r − (�r(x1) − �r(x2))]

〉
(4.1)

For a Gaussian manifold, this probability is simply the Fourier transform of Z0(�k)
(1.10) or (2.4)

P0(�r;x1,x2) =
∫

ddk

(2π)d
e−i�k.�r

〈
ei�k.[�r(x1)−�r(x2)]

〉
0

= [2πG(x1 − x2)]−d/2 exp[−r2/2G(x1 − x2)] (4.1bis)

In the SA limit of a large manifold, one expects similarly this probability to scale as

P (�r; x1,x2) = R−d
12 F (r/R12) (4.2)

where

R12 ≡ 〈[�r(x1) − �r(x2)]2
〉1/2 (4.3)

and where F is a universal function. In polymer theory, one knows that F depends on
the location of the points x1,x2 along the chain. Different behaviors exist, (labelled
by a = 0, 1, 2), depending whether the two points are the extremities of the chain
(a = 0), or one is an extremity, the other an interior point (a = 1), or finally both are
interior points.28–30 This results in three distinct universal functions Fa, a = 0, 1, 2.
These functions have specific short and long range behaviors.28–30 When r → ∞,
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the function Fa(x) decays exponentially as28,31

Fa(x)
x−→∞

∼ xσa

exp
(− Aax1/(1−ν)) (4.4)

where the σa are three universal exponents, and the Aa are amplitudes. For the
case a = 0, (interior-interior correlation) there is the additional result32

σ0 =
1 − γ + νd − d/2

1 − ν

At short distance, two parts of a polymer (or of a SA manifold) repell each other
and the probability of contact vanishes like

Fa(x)
x−→0

∼ xθa (4.5)

yielding similarly Pa(r) ∼ rθa . The exponents θa, a = 0, 1, 2, are (universal) contact
exponents. Note that one can generalize them by considering higher order contacts,
where the polymer folds onto itself several times to pass repeatedly at the same
point.29 For the end-to-end correlation again, θ0 is related to usual exponents γ and
ν by28

θ0 = (γ − 1)/ν (4.6)

For a self-avoiding manifold, we expect a straightforward generalization of these
results. However, the Fisher exponent31 (1−ν)−1 in the exponential decay for large
separations, does not extend as such to D �= 1, as can be seen in the exact Gaussian
results (4.1bis) and (1.13). At short distance, the existence of contact exponents
in a manifold V as in (4.5) seems to be granted on physical grounds.10 Here again
the contact can exist between boundary points of V (Fig. 6a), a boundary and an
interior point (Fig. 6b), or two interior points (Fig. 6c). However the physics is
richer for manifolds.10 When a boundary point x1 is involved, the contact exponent
to another point will depend explicitly on the local shape of the boundary ∂V of V
around x1 (and similarly, also of that of ∂V around x2 if x2 ∈ ∂V). Let us now turn
to the calculation of these θ exponents for a SA manifold.

We use a simple method which has been introduced in polymer physics.2,5,29,33

It is not necessary to calculate the full two-point probability distribution of a single
manifold, which would be more complicated, but to consider the probability of
approach of two points x1,x2 on distinct manifolds (Fig. 7). Let us call ZS2(x1,x2)
the star-connected partition function of the manifolds V1,V2 (replicas of V), glued
together at the origin �r1(x1) = �r2(x2) = �0

ZS2(x1,x2) ≡
∫

D�r1(x)D�r2(x′) δd[�r1(x1)]δd[�r2(x2)]e−A{�r1,�r2}/(Z0)2 (4.7)

Notice a subtlety in the normalization: the two points x1,x2 are fixed at the origin,
but since Z0 is the Gaussian partition function with one point fixed, ZS2(x1,x2)
is dimensionless, in contrast to Z2 (3.7) where the relative position of the man-
ifolds was integrated over. ZS2(x1,x2) is the partition function of a double-star
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Fig. 6. The various types of binary contacts of a membrane.

Fig. 7. Diagrammatic expansion of the double star partition function ZS2 (Z1)−2. (Eq. (4.9)).

manifold S2. A simple scaling argument relates the latter to the contact exponent
when the two parts of the star manifold are approaching each other. We refer to
the polymer theory5,29 where the relationship between multiple contact exponents
and the star partition functions made by contact is established at length (Eq. (1.7)
in Ref. 5). The result is simply that the ratio of the double-star partition function
ZS2(x1,x2) to that of the two manifolds far away from each other scales with the
size X as

ZS2(x1,x2)
(Z1)2

∼ X−νθ (4.8)

The perturbation expansion of ZS2(Z1)−2 in powers of b is given by Fig. 7. To
order b, only the interaction diagram between the two manifolds appears, the self-
interaction parts of ZS2 like in Fig. 3 being exactly cancelled by those of (Z1)2.
Hence from Fig. 7 we find the simple result

ZS2(x1,x2)(Z1)−2

= 1 − b

∫
ddq

(2π)d

∫
V1

dDx

∫
V2

dDx′ exp
(

−1
2
q2[G(x − x1) + G(x′ − x2)]

)
(4.9)
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where the internal integrations are performed separately over the two parts V1,V2 of
the star manifold S2. After the momentum integration we can write in dimensionless
variables

ZS2(Z1)−2 = 1 − zI

I ≡
∫

V′
1

dDx

∫
V′

2

dDx′ (|x − x1|2−D + |x′ − x2|2−D
)−d/2

(4.10)

Notice the similarity of this integral to I2 (3.13) involved in the second virial coef-
ficient g. The only difference is that points x1 and x2 are now not integrated over.
It is convenient to disentangle the V ′

1 and V ′
2 integrations by using the integral

representation (3.15a) and write

I =
2 − D

Γ(d/2)

∫ ∞

0
dη η−1+2D−(2−D)d/2JV′

1
(x1)JV′

2
(x2) (4.11)

with

JV′
1
(x1) ≡ 1

ηD

∫
RD

dDx e−(|x−x1|/η)2−D

δV′
1
(x)

where by definition

δV′
1
(x) ≡ 1 if x ∈ V ′

1

≡ 0 if x /∈ V ′
1

is the Kronecker characteristic function of the internal space V ′
1 in RD. We shift to

relative coordinates u

x = x1 + ηu

such that

JV′
1
(x1, η) =

∫
RD

dDue−u2−D

δV′
1
(x1 + ηu) (4.12)

In (4.11), recalling that ε/2 ≡ 2D − (2 − D)d/2, we see that the divergent part in
1/ε will come from the η → 0 region, the large values of η being cut-off by the δV′

functions in (4.12). In this limit η → 0, only the neighbourhood of x1 (respectively
x2) in manifold V ′

1 (resp. V ′
2) matters. The function (4.12) is then easily computed as

JV′(x, η → 0) = ΩD(x)
∫ ∞

0
duuD−1e−u2−D

= ω(x)SD
1

2 − D
Γ
(

D

2 − D

)
(4.13)

where

ω(x) ≡ ΩD(x)/SD ≡ 1
SD

∫
dD−1Ω δV(x + 0+u) (4.14)

is the fraction of solid angle ΩD spanned by the manifold V around point x, in
Euclidean internal space RD (Fig. 8). If point x is inside V (Fig. 8c), ΩD = SD,
ω = 1; if it belongs to a smooth part of the boundary (Fig. 8a), ΩD = SD/2, ω = 1/2.
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Fig. 8. The local domain of V contributing to the solid angle integral (4.14). The cases a, b, c
correspond exactly to those of Fig. 6. The local geometry d corresponds to a boundary-to-boundary
contact a in Fig. 6, one of the contact points being a corner.

Any values of ΩD, hence of ω ∈ [0, 1] can be obtained for a corner point (Fig. 8d).
Putting Eqs. (4.11) (4.13) together gives

I =
2
ε
ω1ω2cD

cD =
S2

D

2 − D

Γ2[D/(2 − D)]
Γ(d/2)

(4.15)

Notice that this result gives us also a calculation of integral I2 (3.13) (3.15b) asso-
ciated with the second virial coefficient (Fig. 5c), for which one takes w1,2 = 1. The
computation of the contact exponent θ in (4.8) is performed by direct renormaliza-
tion as in section III above. The scaling function

νθ(z, ε) = −X
∂

∂X
ln(ZS2/(Z1)2)

has a regular g-expansion10

νθ[g, ε] =
ε

2
zI + · · · = gω1ω2cD + 0(g2)

with a fixed point values νθ = g∗ω1ω2cD. To first order in ε, results (3.24) and
(3.20) give10

θ = εω1ω2
2

2 − D

cD

a′
D

= ε ω1ω2
2

2 − D

(
1 + (2 − D)

Γ[2D/(2 − D)]
Γ2[D/(2 − D)]

)−1

(4.16)

As announced, the contact exponent θ depends on the location of points x1,x2

on the manifold V (Fig. 8), through the fractions of solid angle ω1, ω2 spanned by
V around x1 and x2. This is in full agreement with the result of polymer theory
(D = 1). Indeed for a point on a linear chain, there are only two possible local
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geometries: ω = 1 for an interior point and ω = 1/2 for a chain end. Thus for the
three polymer contact exponents θa in (4.5), Eq. (4.16) gives for D = 1

θ0 = ε/4, θ1 = ε/2, θ2 = ε

in agreement with known results.5,28,29

It is also interesting to remark that the dependence of θ on ω1, ω2 is not similar
to that of the configuration exponent γ on the boundary’s shape ∂V. Indeed the
contribution I1 (2.18) of the “dangerous” self-interaction diagram of Fig. 3, which
led to the non trivial γ (3.25), cancels out in ratio (4.8). So the origin of the shape
dependence of contact exponents θ is quite different and is purely local. Moreover, it
was already expected from polymer theory and our solid angle formula (4.16) is its
natural generalization. A consequence of this discussion is also that the relation (4.6)
of the exterior-exterior contact exponent θ0 to γ, νθ0 = γ−1, fails for D-dimensional
manifolds, if one insists that θ0 represents the contact of any two exterior points on
the boundary. However, this relation should hold true and have another meaning
here: θ0 = (γ − 1)/ν gives the repulsive potential −θ0 ln r exerted by the boundary
onto itself when closing the manifold V by bringing the lips of ∂V at a mean distance
r → 0.

5. On the Nonuniversality of Exponent γ

As was already mentioned, the use of the bare Coulomb potential G (1.11) in the
perturbation expansions means that we are really considering an infinite Gaussian
manifold, of which only a part V is self-avoiding. Even in this case, we have found
a configuration exponent γ which strongly depends on the boundary’s shape (fn
integer D). If we were insisting on studying a self-avoiding manifold with sharp
edges, and with no infinite Gaussian dressing around, we would have to implement
in the perturbation expansion a free propagator G which would take into account
the boundary conditions in a finite box V. The latter could be Dirichlet ones if
the boundary points are fixed in d-space, or Neumann if they freely fluctuate. The
inclusion of these boundary conditions could modify significantly the physics of
the manifold. For instance if the D-membrane is rigidly adjusted onto an external
frame, one would encounter new relevant operators and possibly buckling or crum-
pling transitions when approaching the rigid low temperature phase34 (see David’s
lecture). In the crumpled phase we are considering here, one could be tempted to
imagine the nonuniversality of γ as an artifact due to the consideration of a self-
avoiding V inside a larger Gaussian membrane, that could be suppressed by proper
physical boundary conditions for the Coulomb kernel G of a sharp-cut manifold.
We do not believe this to be the case. Indeed as we shall see, a simple Gaussian
two-dimensional membrane with boundaries, embedded in d-space, has a non trivial
and shape dependent exponent γ.

Consider a two-dimensional membrane V(D = 2) defined by a space of parame-
ters σ ∈ V, embedded in d-space by �r(σ). The Gaussian partition function associated
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with action (1.3) reads

Z0 =
∫

D�r(σ) exp

(
−1

2

∫
d2σ

(
∂�r

∂σ

)2
)

∼ (det −∆|V)−d/2 (5.1)

where ∆ is the two-dimensional Laplacian in space V. Note that here we take for
V an arbitrary two-dimensional manifold with any topology. It can have handles,
holes and boundaries. If it is curved with an intrinsic non Euclidean metric gab, one
has to take a Gaussian weight35–37 (see David’s lectures)

A0 =
1
2

∫
d2σ

√
g gab ∂�r

∂σa
.
∂�r

∂σb
(5.2)

where g is the determinant of gab, and then Eq. (5.1) still holds true. The determi-
nant of the Laplacian has to be taken in (5.1) with appropriate boundary conditions.
Fixing the boundary ∂V of V in external space Rd amounts to taking Dirichlet
conditions at the boundary ∂V when calculating the spectrum of −∆ in V. If,
on the contrary, one lets the positions in d-space of ∂V fluctuate freely, then det
(−∆) should be calculated with Neumann boundary conditions in internal space V
(the zero mode being eliminated). These two boundary conditions are fortunately
related one to another by duality.38 Before taking the continuum limit, suppose for
a moment that the manifold V is really made of a regular lattice, L, with N0(L)
sites. Then one can show38 that

det′(−∆)|L, Neumann = N0(L) det(−∆)|L∗, Dirichlet (5.3)

where the prime in the Neumann determinant stands for the elimination of the zero
mode, and where L∗ is the dual lattice of L. In the continuum limit, L and L∗

become identical to manifold V, and we may replace N0(L) by the area A of V, to
get the equivalence

det′(−∆)|V, Neumann = A det (−∆)|V, Dirichlet (5.4)

Now the Dirichlet determinant is well known on a two-dimensional manifold.37–40

It is given by an asymptotic expansion

ln det (−∆)|Dir. = c1A + c2L − ζ (0) lnA + · · · (5.5)

where A is the area of V
A ≡

∫
V

d2σ
√

g, (5.6)

L is the length of its boundary

L ≡
∫

∂V
ds (5.7)

and ζ (0) is a universal coefficient depending only on the geometry or the topol-
ogy of V. (The notation ζ(0) comes here from the so-called ζ-function regulariza-
tion method for calculating the determinant of the Laplacian40). The coefficients
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c1, c2 are not universal and depend on the regularization used. In David’s lectures
(section III) an ultraviolet cut-off ε′ is used in the parameter space σ, for which
c1 = −1/4πε′ (Eq. (3.14) there, note that the latter is the same as our Eq. (5.5)
with no perimeter term c2). If one uses instead a square lattice regularization of V,
of mesh size a, the value of the coefficients c1, c2 have been calculated in Ref. 38

c1 =
G

πa2 , c2 = − 1
2a

ln
(
1 +

√
2
)

(5.8)

where G is Catalan’s constant G = 1−1/32+1/52+ · · · . The really interesting term
is ζ(0) which is directly related to the configurational exponent γ above. Indeed,
from Eqs. (5.1) (5.5) we derive the Gaussian partition function (with Dirichlet
boundary conditions)

Z0 ∼ exp (c′
1A + c′

2L) Aζ(0)d/2 (5.9)

with c′
1 ≡ −c1d/2, c′

2 ≡ −c2d/2. Hence for a Gaussian manifold, there exists a
non-trivial configuration exponent

γ0 − 1|Gaussian = d


 +0

ζ(0)
−1




Dirichlet

Neumann

(5.10)

where ζ(0) is shifted by −1 in the case of free Neumann boundary conditions, owing
to identity (5.4). Now, this result is quite interesting since ζ(0) is known exactly!
For a flat manifold whose boundary is made of smooth arcs γj , meeting at some
angles αi (Fig. 9), the explicit value of ζ(0) is39

ζ(0) =
∑

i

1
24

(
π

αi
− αi

π

)
+

1
12π

∑
j

∫
γj

ds

ρ
(5.11)

where ρ is the scalar curvature of the arcs. The above corner contribution was found
by D.B. Ray (described in Mc Kean and Singer).39

Fig. 9. A two-dimensional elastic membrane V, with a boundary ∂V made of smooth arcs γj

joining at edge angles αi.
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If the manifold is curved, and has a non-trivial topology, with handles and holes,
the general result can be found in O. Alvarez37

ζ(0) =
1
6
χ(V) (5.12)

where χ(V) is the Euler characteristic of the manifold

χ(V) =
1
4π

∫
V

d2σ
√

gR +
1
2π

∫
∂V

ds

ρ
(5.13)

R being the intrinsic Gauss curvature R = 1/R1R2 of V. Notice that the perimeter
term in (5.13) coincides with that of (5.11). By the Gauss-Bonnet theorem, χ is
well known to be a topological invariant

χ(V) = 2 − 2H − B (5.14)

where H is the number of handles of V (the genus of the surface) and B the number
of holes (boundaries). It is important to remark also that the corner terms in (5.11)
are new and cannot be obtained by simply taking the limit of the second perimeter
term in (5.11) with an infinite curvature localized at the corners. A similar non com-
mutative limit phenomenon is well known in all distribution of modes problems,39

when wedges are present.
Collecting the results (5.10)–(5.14) we get a quite interesting feature of two-

dimensional Gaussian membranes: they possess a non-trivial γ0 exponent given by
a nice explicit formula in terms of the geometrical intrinsic shape of the membrane
and of the space dimension. So, when introducing self-avoidance, one should not
be so surprised that the shift of γ due to excluded volume itself depends strongly
on the shape of the tethered manifold. Notice also that the result (3.25) gives the
scaling behavior of the ratio Z1 = Z/Z0 of the partition function of a large manifold
with a SA patch to that of the embedding Gaussian manifold. Remarking that ζ(0)
(5.11) (5.12) is purely topological, and does not depend on the size of the embedding
manifold, not being metric, we conclude that the total partition function Z of the
complete Gaussian manifold, with its self-avoiding patch of size X (Fig. 4) should
scale as

Z ∼ Xγ−1A(γ0−1)/2 (5.15)

where X is the size of the SA patch and A the total area.

6. Conclusion

From this study, it appears that self-avoiding tethered manifolds can be studied
at least to first order in ε by a direct renormalization technique which originated
in polymer theory. However, one should remember that D-dimensional objects are
more complicated that 1D ones. This led to some surprises like the dependence
of exponent γ on the intrinsic manifold shape, which reflects that which actually
already exists in absence of self-avoidance for Gaussian membranes. This led to
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an unexpected application of mathematical results on the Laplacian spectrum in a
finite two-dimensional domain.

The next challenge is to study in more detail the renormalizability of the
Edwards model for self-avoiding manifolds, which has been assumed implicitly
throughout the above.41 This is the subject of Part II, Chapter 9.42

Acknowledgements

It is a pleasure to thank David Nelson and Tsvi Piran for organizing this enjoyable
and exciting Jerusalem Winter School, and offering me the opportunity to give this
lecture.

References

1. P.G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press,
Ithaca, New York, 1979).

2. J. des Cloizeaux, G. Jannink, Les Polymères en Solution, leur Modélisation et leur
Structure (Editions de Physique, Les Ulis, France, 1987).

3. S.F. Edwards, Proc. Phys. Soc. London 85, 613 (1965).
4. J. des Cloizeaux, J. Phys. France 42, 635 (1981).
5. B. Duplantier, J. Stat. Phys. 54, 581 (1989).
6. M. Benhamou, G. Mahoux, J. Phys. France 47, 559 (1986).
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We consider a model of a D-dimensional tethered manifold interacting by
excluded volume in R

d with a single point. Use of intrinsic distance geometry pro-
vides a rigorous definition of the analytic continuation of the perturbative expan-
sion for arbitrary D, 0 < D < 2. Its one-loop renormalizability is first established
by direct resummation. A renormalization operation R is then described, which
ensures renormalizability to all orders. The similar question of the renormalizabil-
ity of the self-avoiding manifold (SAM) Edwards model is then considered, first
at one-loop, than to all orders. We describe a short-distance multi-local operator
product expansion, which extends methods of local field theories to a large class
of models with non-local singular interactions. It vindicates the direct renormal-
ization method used earlier in Part I of these lectures, as well as the corresponding
scaling laws.

1. Interacting Manifold Renormalization: A Brief History

As can be seen in the set of lectures in this volume, which presents an extended
version of Ref. 1, the statistical mechanics of random surfaces and membranes,
or more generally of extended objects, poses fundamental problems. The study
of polymerized membranes, which are generalizations of linear polymers2,3 to two-
dimensionally connected networks, is emphasized, with a number of possible exper-
imental realizations,4–8 or numerical simulations.9,10 From a theoretical point of
view, a clear challenge in the late eighties was to understand self-avoidance (SA)
effects in membranes.

The model proposeda in Refs. 11 and 12 aimed to incorporate the advances
made in polymer theory by renormalization group (RG) methods into the field of
polymerized, or tethered, membranes. As we saw in Part I of these lectures, these

∗Laboratoire de la Direction des Sciences de la Matière du Commissariat à l’Energie Atomique,
URA CNRS 2306.
aR.C. Ball was actually the first to propose, while a postdoc in Saclay in 1981, the extension of
the Edwards model to D-manifolds, with the aim, at that time, to better understand polymers!
(unpublished).
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extended objects, a priori two-dimensional in nature, are generalized for theoretical
purposes to intrinsically D-dimensional manifolds with internal points x ∈ R

D,
embedded in external d-dimensional space with position vector �r(x) ∈ R

d. The
associated continuum Hamiltonian H generalizes that of Edwards for polymers2:

βH =
1
2

∫
dDx(∇x�r(x))

2
+

b

2

∫
dDx

∫
dDx′δd(�r(x) −�r(x′)), (1.1)

with an elastic Gaussian term and a self-avoidance two-body δ-potential with inter-
action parameter b > 0. For 0 < D < 2, the Gaussian manifold (b = 0) is crumpled
with a Gaussian size exponent:

ν0 =
2 − D

2
, (1.2)

and a finite Hausdorff dimension:

dH = D/ν0 = 2D/(2 − D); (1.3)

the finiteness of the upper critical dimension d∗ = 2dH for the SA-interaction allows
an ε-expansion about d∗11–13:

ε = 4D − 2ν0d (1.4)

performed via the direct renormalization method adapted from that of des Cloizeaux
in polymer theory,14 as we explained in Part I.

Only the polymer case, with an integer internal dimension D = 1, can be
mapped, following de Gennes,15 onto a standard field theory, namely a (Φ2(�r))2

theory for an n-component field Φ(�r) in external d-dimensional space, with n → 0
components. This is instrumental in showing that the direct renormalization method
for polymers is mathematically sound,16 and equivalent to rigorous renormalization
schemes in standard local field theory, such as the Bogoliubov–Parasiuk–Hepp–
Zimmermann (BPHZ) construction.17 For manifold theory, we have to deal with
non-integer internal dimensions D, D �= 1, and no such mapping exists. There-
fore, two outstanding problems remained in the theory of interacting manifolds: (a)
the mathematical meaning of a continuous internal dimension D; (b) the actual
renormalizability of the perturbative expansion of a manifold model like (1.1),
implying the scaling behavior expected on physical grounds.

In Ref. 18 a simpler model was proposed, of a crumpled manifold interacting
by excluded volume with a fixed Euclidean subspace of R

d.19 The simplified model
Hamiltonian introduced there reads:

βH =
1
2

∫
dDx (∇x�r(x))2 + b

∫
dDx δd (�r(x)) , (1.5)

with a pointwise interaction of the Gaussian manifold with an impurity located
at the origin (Fig. 1a). Note that this Hamiltonian also represents interactions
of a fluctuating (possibly directed) manifold with a nonfluctuating D′-Euclidean
hyperplane of R

d+D′
, �r then standing for the coordinates transverse to this subspace

(Fig. 1b). The excluded volume case (b > 0) parallels that of the Edwards model
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r (  )x
xr (  )

x x

0

DD

D’

Fig. 1. (a) A D-manifold interacting with an impurity located at point 0 in R
d; (b) interaction

with an Euclidean hyperplane of dimension D′ in R
d′

, with d′ = d + D′.

(1.1) for SA-manifolds, while an attractive interaction (b < 0) is also possible,
describing pinning phenomena. The (naive) dimensions of �r and b are respectively
[�r] = [xν ] with a Gaussian size exponent

ν = ν0 = (2 − D)/2, (1.6)

and [b] = [x−ε] with

ε ≡ D − νd. (1.7)

For fixed D and ν, the parameter d (or equivalently ε) controls the relevance of
the interaction, with the exclusion of a point only effective for d ≤ d∗ = D/ν.
Note that in this model the size exponent ν is not modified by the local interaction
and stays equal to its Gaussian value (1.6), whereas the correlation functions obey
(non-Gaussian) universal scaling laws.

For D = 1, the model is exactly solvable.18 For D �= 1, the direct resummation of
leading divergences of the perturbation series is possible for model (1.5) and indeed
validates one-loop renormalization.18 This result was also extended to the Edwards
model (1.1) itself.20

A study to all orders of the interaction model (1.5) was later performed in
Refs. 21 and 22. A mathematical construction of the D-dimensional internal measure
dDx via distance geometry within the elastic manifold was given, with expressions
for manifold Feynman integrals which generalize the α-parameter representation of
field theory. In the case of the manifold model of Ref. 18 the essential properties
which make it renormalizable to all orders by a renormalization of the coupling con-
stant were established. This led to a direct construction of a renormalization oper-
ation, generalizing the BPHZ construction to manifolds (see also Refs. 23 and 24).

Later, the full Edwards model of self-avoiding manifolds (1.1) was studied by
the same methods, and its renormalizability established to all orders.25,26 Effective
calculations to second order in ε (“two-loop” order) were performed in Ref. 27. The
large order behavior of the Edwards model (1.1) was finally studied in Ref. 28.

The aim of Part II of these notes is to review some of these developments.
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2. Manifold Model with Local δ Interaction

2.1. Perturbative Expansion

In this chapter, we study the statistical mechanics of the simplified model
Hamiltonian (1.5). The model is described by its (connected) partition function:

Z = V−1
∫

D[�r] exp(−βH), (2.1)

(here V is the internal volume of the manifold) and, for instance, by its one-point
vertex function

Z(0)(�k)/Z =
∫

dDx0〈ei�k·�r(x0)〉, (2.2)

where the (connected) average 〈· · · 〉 is performed with (1.5):

Z(0)(�k) = V−1
∫

D[�r] exp(−βH)
∫

dDx0ei�k·�r(x0). (2.3)

These functions are all formally defined via their perturbative expansions in the
coupling constant b:

Z =
∞∑

N=1

(−b)N

N !
ZN , (2.4)

with a similar equation for Z(0) with coefficients Z(0)
N :

Z(0)(�k) =
∞∑

N=1

(−b)N

N !
Z(0)

N (�k). (2.5)

ZN has the path integral representation

ZN =
1
V

∫
dP0

[∫
dDxδd(�r(x))

]N

, (2.6)

where the Gaussian path measure is

dP0 = D�r(x) exp(−βH0) (2.7)

with

βH0 =
1
2

∫
dDx (∇x�r(x))

2
. (2.8)

There is no translational invariance in this theory, since the origin is selected by
the presence of the impurity. The measure dP0 thus includes integration over global
translations of the manifold in R

d. The first term is then simply Z1 ≡ 1, so that

Z = −b + O(b2). (2.9)

The term of order N, ZN , is a Gaussian average involving N interaction points xi

(Fig. 2):

ZN =
1
V

∫
dP0

∫ N∏
i=1

dDxi

N∏
i=1

δd (�r(xi)). (2.10)



April 21, 2004 16:4 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap09

Statistical Mechanics of Self-Avoiding Crumpled Manifolds — Part II 249

x3

x

x

x

xx6

1

5 2

4
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Fig. 2. Interaction points xi; insertion point x0 for the external momentum �k.

By Fourier transforming the distribution in d-space

δd (�r(x)) =
∫

dd�k
(2π)d

exp
(
i�k ·�r

)
,

one gets

ZN =
1
V

∫ N∏
i=1

dDxi

∫ N∏
i=1

dd�ki

(2π)d

∫
dP0 exp

[
i

N∑
i=1

�ki ·�ri

]
. (2.11)

For a Gaussian manifold with weight (2.7) (2.8) we have:∫
dP0 exp

[
i

N∑
i=1

�ki ·�ri

]
= (2π)dδd

(
N∑

i=1

�ki

)

× exp


−1

2

N∑
i,j=1

�ki · �kjG(xi − xj)


 . (2.12)

This Gaussian manifold average is expressed solely in terms of the Green function

G(x − y) = −1
2
AD|x − y|2ν , (2.13)

solutionb of

−∆xG(x − y) = δD(x − y), (2.14)

with 2ν = 2 − D, and AD a normalization:

AD = [SD(2 − D)/2]−1 = [SDν]−1, (2.15)

bIn Part I we used the notation G(x − y) ≡ AD|x − y|2ν for the (positive) solution of the slightly
different equation ∆xG(x−y) = 2δD(x−y), while hereafter in II we shall use the proper Newton–
Coulomb potential (2.13), in view of the underlying electrostatic representation.
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where SD is the area of the unit sphere in D dimensions

SD =
2πD/2

Γ(D)
. (2.16)

In the following, it is important to preserve the condition 0 < ν < 1 (i.e., 0 <

D < 2), corresponding to the actual case of a crumpled manifold, where (−G) is
positive and ultraviolet (UV) finite.

Performing finally the Gaussian integral over the N−1 independent real variables
�ki, (i = 1, . . . , N − 1) yields18:

ZN = V−1(2π)−(N−1)d/2
∫ N∏

i=1

dDxi (det[Πij ]1≤i,j≤N−1)
− d

2 , (2.17)

where the matrix [Πij ] is simply defined as

Πij ≡ G(xi − xj) − G(xi − xN ) − G(xj − xN ), (2.18)

with respect to the reference point xN , the permutation symmetry between the N

points being restored in the determinant.
The integral representation of Z(0)

N is obtained from that of ZN by multiplying
the integrand in (2.17) by exp(− 1

2
�k2∆(0)) with:

∆(0) ≡ det[Πij ]0≤i,j≤N−1

det[Πij ]1≤i,j≤N−1
, (2.19)

and integrating over one more position, x0, (Fig. 2):

Z(0)
N (�k) = V−1(2π)−(N−1)d/2

∫ N∏
i=0

dDxi

× exp
(

−1
2
�k2∆(0)

)
(det[Πij ]1≤i,j≤N−1)

− d
2 . (2.20)

Notice that the first order term (N = 1) specializes to:

Z(0)
1 (�k) = V−1

∫
V×V

dDx0d
Dx1 exp

(
−1

2
�k2Π01

)
. (2.21)

The resulting expressions are quite similar to those for the Edwards manifold
model.20

2.2. Second Virial Coefficient

In this section, we imagine the manifold to be of finite internal volume V = XD, and
define two dimensionless interaction coefficients, the excluded volume parameter z,
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and the second virial coefficient g, as

z = (2πAD)−d/2bXD−(2−D)d/2, (2.22)

g = (2πAD)−d/2(−Z)XD−(2−D)d/2. (2.23)

Because of (2.9), the perturbative expansion of the full interaction parameter g

starts as:

g = z + O(z2). (2.24)

More precisely we have:

g =
∞∑

N=1

(−1)N−1zNIN (2.25)

where we have set
1

N !
ZN ≡ (2πAD)−(N−1)d/2X(N−1)εIN (2.26)

in order to get rid of cumbersome factors. Now the dimensionless integral IN is

IN =
1

N !

∫
V′

N∏
i=1

dDxi(detD)−d/2, (2.27)

with integrations over rescaled coordinates, in a unit internal volume
V ′ = X−DV = 1; D is the symmetric (N − 1) × (N − 1) matrix with elements
(1 ≤ i, j ≤ N − 1)

Dii = |xiN |2−D

Dij =
1
2
(
|xiN |2−D + |xjN |2−D − |xij |2−D

)
,

(2.28)

where we set xij ≡ xi − xj .

2.3. Resummation of Leading Divergences

In this section we analyse the leading divergence of each IN for ε = D −
(2 − D) d/2 = D − νd > 0. We have I1 = 1, and

I2 =
1
2

∫
V′×V′

dDx1d
Dx2 |x1 − x2|−(2−D)d/2. (2.29)

We are interested in evaluating the pole at ε = 0. It is easily extracted as18

I2 	 1
2

∫
V′

dDx1

∫ 1

0
SD dy y−1+ε =

SD

2ε
, (2.30)

wherec y = |x1 − x2|.

cNote that the precise value of the upper limit for y, y � 1, is immaterial when evaluating the pole
part.
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The structure of divergences of the generic term IN will be studied in detail in the
next sections. They will be shown to be only local divergences, obtained by letting
any interaction point subset coalesce. Here, the leading divergence is evaluated as
follows.

The determinant in (2.27) is symmetrical with respect to the N points, so we
can, for a given i ∈ {1, . . . , N − 1}, and without loss of generality, consider the
“Hepp sector” xi → xN , hence ρ ≡ |xiN | → 0. We then have Dii = |xiN |2−D, while
for any other j ∈ {1, . . . , N − 1}, j �= i,

Dij 	 1
2
(
|xiN |2−D − xiN · ∇|xjN |2−D + O(ρ2)

)
.

Using ν = (2 − D)/2 and the notation δ ≡ min(ν, 1 − ν), we can write the leading
term of this equation, which depends on the position of D, 0 < D < 2, with respect
to 1, as

Dij = |xiN |ν × O(ρδ).

When expanding the determinant det D with respect to column i and line i, we
encounter either the diagonal term Dii = |xiN |2ν = O(ρ2ν), or non diagonal terms
of type DijDik = O(ρ2ν+2δ). Thus Dii dominates and we can write in the sector
xi → xN

detD 	 Dii × detD/i = |xiN |2−D × detD/i, (2.31)

where det D/i is the reduced determinant of order (N − 2) × (N − 2), in which
line i and column i have been removed, hence the point i itself. By symmetry, in
any other sector xi → xj , we have similarly,

detD 	 |xij |2−D × detD/i. (2.32)

Among the N(N−1)/2 possible pairs (i, j) we define an arbitrary ordered set of N−1
pairs P = {(iα, jα), α = 1, . . . , N − 1}, such that the distances |xiα

−xjα
| = yα → 0

define a sector y1 ≤ y2 ≤ · · · ≤ yN−1. In this limit, applying the rule (2.32)
successively from α = 1 to N − 1 yields a determinant factorized as

detD 	
N−1∏
α=1

y2−D
α .

The contribution of the sector P to the integral IN is given by the iteration of
(2.30):

IN |P 	 1
N !

N−1∏
α=1

[
SD

∫ yα+1

0
dyαy−1+ε

α

]

=
1

N !
1

(N − 1)!

[
SD

ε

]N−1

. (2.33)
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The number of distinct sectors of N − 1 ordered pairs P chosen among N points
equals N !(N − 1)!/2N−1, whence the leading divergence of IN :

IN 	
(

SD

2ε

)N−1

. (2.34)

At this order, the dimensionless excluded volume parameter g (2.23) thus reads

g =
∞∑

N=1

(−1)N−1zNIN 	
∞∑

N=1

(−1)N−1zN

(
SD

2ε

)N−1

=
z

1 + z SD

2ε

. (2.35)

2.4. Comparison to One-Loop Renormalization

The Taylor–Laurent expansion of parameter g to first orders is obtained from (2.25)
and (2.30)

g = z − z2I2 + · · · = z − z2 SD

2ε
+ · · · . (2.36)

It is associated with a Wilson function

W (g, ε) = X
∂g

∂X
= εz

∂g

∂z

= εz − z2SD + · · · = εg − g2 SD

2
+ · · · . (2.37)

The fixed point g∗ such that W (g∗, ε) = 0 is g∗ = 2ε/SD and precisely corresponds
to the limit of (2.35)

g(z → +∞) =
2ε

SD
= g∗. (2.38)

More interestingly, the (truncated) flow Eq. (2.37)

W (g, ε) = εz
∂g

∂z
= εg − g2 SD

2
, (2.39)

with boundary condition (2.24), has precisely the solution g = z/(1+z SD

2ε ). So we see
that the resummation (2.35) to all orders of leading divergences is exactly equivalent
to the one-loop renormalization group equation, as displayed in (2.39). Thus the one-
loop renormalizability of the manifold model has been directly established by direct
resummation of the perturbation expansion.18
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This is confirmed by consideration of the vertex function (2.2). The same eval-
uation of (2.20) gives, after successive contractions of pairs of points in the deter-
minants in (2.19), (2.20), the leading divergence:

Z(0)
N (�k) =

1
V (2πAD)−(N−1)d/2X(N−1)ε

(
SD

2ε

)N−1

N !

×
∫

V×V
dDx0 dDx1 exp

{
−1

2
�k2Π01

}
(2.40)

with the matrix element Π01 = −2G(x0 − x1). The (connected) vertex function
(2.3), (2.5) can thus be resummed at this order as

Z(0)(�k) =
∞∑

N=1

(−b)N

N !
Z(0)

N (�k)

=
−b

1 + z SD

2ε

V−1
∫

V×V
dDx0 dDx1 exp

{
−1

2
�k2(−2G(x0 − x1))

}
. (2.41)

Notice that, at first order, Z(0) is determined from (2.21) as

Z(0)(�k) = −bZ(0)
1 (�k) + O(b2)

= −b V−1
∫

V×V
dDx0 dDx1 exp

{
−1

2
�k2(−2G(x0 − x1))

}
+ O(b2); (2.42)

therefore the resummation of leading divergences in (2.41) amounts exactly to
replacing

b → b

1 + z SD

2ε

in the first order correlation function (2.42). Owing to (2.22), this is indeed equiva-
lent to replacing the bare dimensionless interaction parameter z by the renormalized
one g = z/

(
1 + z SD

2ε

)
, in complete agreement with (2.35) above.

2.5. Analytic Continuation in D of the Euclidean Measure

Integrals like (2.17) or (2.20), written with Cartesian coordinates, are a priori mean-
ingful only for integer D. Up to now, we have only formally extended such integrals
to non-integer dimensions. Actually, an analytic continuation in D can be performed
by use of distance geometry.22 The key idea is to substitute for the internal Euclidean
coordinates xi the set of all mutual (squared) distances aij = (xi − xj)2 (Fig. 3).

This is possible for integrands invariant under the group of Euclidean motions
(as in (2.17) and (2.20)). For N integration points, it also requires, before analytic
continuation, D to be large enough, i.e., D ≥ N − 1, such that the N − 1 relative
vectors spanning these points are linearly independent.

We define the graph G as the set G = {1, . . . , N} labeling the interaction points.
Vertices i ∈ G will be remnants of the original Euclidean points after analytic
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Fig. 3. Passage from Euclidean coordinates xi to the complete set of squared distances aij .

continuation, and index the squared distance matrix [aij ]. The change of variables
{xi}i∈G → a ≡ [aij ] i<j

i,j∈G
reads explicitly22:

1
V

∫
RD

∏
i∈G

dDxi · · · =
∫

AG
dµ

(D)
G (a) · · · , (2.43)

with the measure

dµ
(D)
G (a) ≡

∏
i<j

i,j∈G

daijΩ
(D)
N (PG(a))

D−N
2

, (2.44)

where N = |G|, and

Ω(D)
N ≡

N−2∏
K=0

SD−K

2K+1 (2.45)

(
SD = 2πD/2

Γ(D/2) is as before the volume of the unit sphere in R
D
)
, and

PG(a) ≡ (−1)N

2N−1

∣∣∣∣∣∣∣∣∣∣∣

0 1 1 . . . 1
1 0 a12 · · · a1N

1 a12 0 . . . a2N

...
...

...
. . .

...
1 a1N a2N . . . 0

∣∣∣∣∣∣∣∣∣∣∣
. (2.46)

The factor Ω(D)
N (2.45) is the volume of the rotation group of the rigid simplex

spanning the points xi. The “Cayley–Menger determinant”29PG(a) is proportional
to the squared Euclidean volume of this simplex, a polynomial of degree N − 1 in
the aij . The set a of squared distances has to fulfil the triangular inequalities and
their generalizations: PK(a) ≥ 0 for all subgraphs K ⊂ G, which defines the domain
of integration AG in (2.43).

For real D > |G|−2 = N−2, dµ
(D)
G (a) is a positive measure on AG , analytic in D.

It is remarkable that, as a distribution, it can be extended to 0 ≤ D ≤ |G|−2.22 For
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integer D ≤ |G|−2, although the change of variables from xi to aij no longer exists,
Eq. (2.44) still reconstructs the correct measure, concentrated on D-dimensional
submanifolds of R

N−1, i.e., PK = 0 if D ≤ |K| − 2.22 For example, when D → 1 for
N = 3 vertices, we have, denoting the distances |ij| = √

aij :

dµ
(D→1)
{1,2,3}(a)

d|12|d|13|d|23|
= 2δ(|12| + |23| − |13|)

+ 2δ(|13| + |32| − |12|) + 2δ(|21| + |13| − |23|), (2.47)

which indeed describes the 6 possibilities for nested intervals in R, with degeneracy
factors 2 corresponding to the reversal of the orientation.

Another nice feature of this formalism is that the interaction determinants in
(2.17) and (2.19) are also Cayley–Menger determinants! We have indeed

det[Πij ]1≤i,j≤N−1 = PG(aν) (2.48)

where aν ≡ [aν
ij ] i<j

i,j∈G
is obtained by simply raising each squared distance to the

power ν. We arrive for (2.17) and (2.20) at the representation of “Feynman dia-
grams” in distance geometry:

ZN =
∫

AG
dµ

(D)
G IG , IG = (PG(aν))− d

2

Z(0)
N (�k) =

∫
AG∪{0}

dµ
(D)
G∪{0}I

(0)
G (�k),

I
(0)
G (�k) = IG exp

(
−1

2
�k2 PG∪{0}(aν)

PG(aν)

)
,

(2.49)

which are D-dimensional extensions of the Schwinger α-parameter representation.
We now have to study the actual convergence of these integrals and, possibly, their
renormalization.

2.6. Analysis of Divergences

Large distance infrared (IR) divergences occur for manifolds of infinite size. One
can keep a finite size, preserve symmetries and avoid boundary effects by choosing
as a manifold the D-dimensional sphere SD of radius R in R

D+1. This amounts22

in distance geometry to substituting for PG(a) the “spherical” polynomial PS
G (a) ≡

PG(a)+ 1
R2 det (− 1

2a), the second term providing an IR cut-off, such that aij ≤ 4R2.
In the following, this IR regularization will simply be ignored when dealing with
short-distance properties, for which we can take PS

G ∼ PG . This was also the case
when evaluating leading divergences in the sections above.

The complete description of the possible set of divergences is then obtained from
the following theorem of distance geometry29:

Schoenberg’s theorem. For 0 < ν < 1, the set aν = [aν
ij ] i<j

i,j∈G
can be realized as

the set of squared distances of a transformed simplex in R
N−1, whose volume PG(aν)
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is positive, and vanishes if and only if at least one of the mutual original distances
itself vanishes, aij = 0.

This insures that, as in field theory, the only source of divergences in IG and
I
(0)
G is at short distances. Whether these UV singularities are integrable or not will

depend on whether the external space dimension d < d∗ = D/ν or d > d∗.

2.7. Factorizations

The key to convergence and renormalization is the following short-distance factor-
ization property of PG(aν). Let us consider a subgraph P ⊂ G, with at least two
vertices, in which we distinguish an element, the root p of P, and let us denote by
G/pP ≡ (G\P) ∪ {p} the subgraph obtained by replacing in G the whole subset P
by its root p. In the original Euclidean formulation, the analysis of short-distance
properties amounts to that of contractions of points xi, labeled by such a subset
P, toward the point xp, according to: xi(ρ) = xp + ρ(xi − xp) if i ∈ P, where
ρ → 0+ is the dilation factor, and xi(ρ) = xi if i /∈ P. This transformation has an
immediate resultant in terms of mutual distances: aij → aij(ρ), depending on both
P and p. Under this transformation, the interaction polynomial PG(aν) factorizes
into22:

PG(aν(ρ)) = PP(aν(ρ))PG/pP(aν){1 + O(ρ2δ)} (2.50)

with δ = min (ν, 1 − ν) > 0 and where, by homogeneity, PP(aν(ρ)) = ρ2ν(|P| −
1)PP(aν).

The geometrical interpretation of (2.50) is quite simple: the contribution of the
set G splits into that of the contracting subgraph P multiplied by that of the
whole set G where P has been replaced by its root p (Fig. 4), all correlation dis-
tances between these subsets being suppressed. The factorization property (2.50)
is the generalization, to an arbitrary set P of contracting points, of the factoriza-
tion encountered in (2.32) for the contraction of a pair of points. This is simply,
in this interacting manifold model, the rigorous expression of an operator product
expansion.22

The factorization property (2.50) does not hold for ν = 1, preventing a factor-
ization of the measure (2.44) dµ

(D)
G (a) itself. Still, the integral of the measure, when

applied to a factorized integrand, does factorize as:∫
AG

dµ
(D)
G · · · =

∫
AP

dµ
(D)
P · · ·

∫
A(G/pP)

dµ
(D)
(G/pP) · · · . (2.51)

This fact, explicit for integer D with a readily factorized measure Πid
Dxi, is

preserved22 by analytic continuation only after integration over relative distances
between the two “complementary” subsets P and G/pP.
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Fig. 4. Factorization property (2.50).

2.8. Renormalization

A first consequence of factorizations (2.50) and (2.51) is the absolute convergence of
ZN and Z0

N for ε > 0. Indeed, the superficial degree of divergence of ZN (in distance
units) is (N − 1)ε, as can be read from (2.49), already ensuring the superficial
convergence when ε > 0. The above factorizations ensure that the superficial degree
of divergence in ZN or Z(0)

N of any subgraph P of G is exactly that of Z|P| itself, i.e.,
(|P| − 1)ε > 0. By recursion, this ensures the absolute convergence of the manifold
Feynman integrals. A complete discussion has recourse to a generalized notion of
Hepp sectors and is given in Ref. 22. In the proof, it is convenient to first consider
D large enough where dµ

(D)
G is a non-singular measure, with a fixed ν considered as

an independent variable 0 < ν < 1, and to then continue to D = 2 − 2ν, 0 < D < 2,
corresponding to the physical case.

When ε = 0, the integrals giving ZN and Z(0)
N are (logarithmically) divergent.

Another consequence of Eqs. (2.50) and (2.51) is thus the possibility to devise a
renormalization operation R, as follows. To each contracting rooted subgraph (P, p)
of G, we associate a Taylor operator T(P,p), performing on interaction integrands
the exact factorization corresponding to (2.50):

T(P,p)I
(0)
G = IPI

(0)
G/pP , (2.52)

and similarly T(P,p)IG = IPIG/pP . As in standard field theory,17 the subtraction
renormalization operator R is then organized in terms of forests à la Zimmermann.
In manifold theory, we define a rooted forest as a set of rooted subgraphs (P, p) such
that any two subgraphs are either disjoint or nested, i.e., never partially overlap.
Each of these subgraphs in the forest will be contracted toward its root under the
action (2.52) of the corresponding Taylor operator. When two subgraphs P ⊂ P ′
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are nested, the smallest one is contracted first toward its root p, the root p′ of P ′

being itself attracted toward p if p′ happened to be in P. This hierarchical structure
is anticipated by choosing the roots of the forest as compatible: in the case described
above, if p′ ∈ P, then p′ ≡ p. Finally, the renormalization operator is written as a
sum over all such compatibly rooted forests of G, denoted by F⊕:

R =
∑
F⊕

W (F⊕)


 ∏

(P,p)∈F⊕

(−T(P,p))


. (2.53)

Here W is a necessary combinatorial weight associated with the degeneracy of com-
patible rootings, W (F⊕) =

∏
p root
of F⊕

1/|P(p)| with P(p) being the largest subgraph

of the forest F⊕ whose root is p. An important property is that, with compati-
ble roots, the Taylor operators of a given forest now commute.22 The renormalized
amplitudes are defined as

ZR
N

(0)
(�k) ≡

∫
AG∪{0}

dµ
(D)
G∪{0}R

[
I
(0)
G (�k)

]
. (2.54)

The same operation R acting on IG leads automatically by homogeneity to
R[IG ] = 0 for |G| ≥ 2. We state the essential result that now the renormalized
Feynman integral (2.54) is convergent: ZR

N
(0)

< ∞ for ε = 0. A complete proof
of this renormalizability property is given in Ref. 22, the analysis being inspired
from the direct proof by Bergère and Lam of the renormalizability in field theory
of Feynman amplitudes in the α-representation.30

The physical interpretation of the renormalized amplitude (2.54) and of (2.53) is
simple. Equations (2.51) and (2.52) show that the substitution for the bare ampli-
tudes (2.49) of the renormalized ones (2.54) amounts to a reorganization to all
orders of the original perturbation series in b, leading to the remarkable identity:

Z(0)(�k) =
∞∑

N=1

(−bR)N

N !
ZR

N

(0)
(�k), (2.55)

where the renormalized interaction parameter bR is simply here (minus) the con-
nected partition function

bR ≡ −Z. (2.56)

This actually extends to any vertex function, showing that the theory is made
perturbatively finite (at ε = 0) by a full renormalization of the coupling constant
b into −Z itself, in agreement with the definition of the second virial coefficient
g (2.23) above. From this result, one establishes the existence to all orders of the
Wilson function (2.37)

W (g, ε) = X
∂g

∂X

∣∣∣∣
b

,

describing the scaling properties of the interacting manifold for ε close to zero, and
which has a finite limit up to ε = 0.22 For ε > 0, an IR fixed point at b > 0 yields
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universal excluded volume exponents; for ε < 0, the associated UV fixed point at
b < 0 describes a localization transition.

This demonstrated how to define an interacting manifold model with continu-
ous internal dimension, by use of distance geometry, as a natural extension of the
Schwinger representation for field theories. Furthermore, in the case of a pointwise
interaction, the manifold model is indeed renormalizable to all orders. The main
ingredients are Schoenberg’s theorem of distance geometry, insuring that diver-
gences occur only at short distances for (finite) manifolds, and the short-distance
factorization of the generalized Feynman amplitudes. This provided probably the
first example of a perturbative renormalization established for extended geomet-
rical objects.22 This opens the way to the renormalization theory of self-avoiding
manifolds, which we now sketch.

3. Self-Avoiding Manifolds and Edwards Models

3.1. Introduction

In this part, we concentrate on the renormalization theory of the model of tethered
self-avoiding manifolds (SAM) of Refs. 11 and 12, directly inspired by the Edwards
model for polymers2:

H/kBT =
1
2

∫
dDx(∇x�r(x))2 +

b

2

∫
dDx

∫
dDx′δd(�r(x) −�r(x′)), (3.1)

with an elastic Gaussian term and a self-avoidance two-body δ-potential with
excluded volume parameter b > 0. Notice that in contrast with the local δ inter-
action model (1.5) studied in Sec. 2, the interaction here is non-local in “manifold
space” R

D.
The finite upper critical dimension (u.c.d.) d∗ for the SA interaction exists only

for manifolds with a continuous internal dimension 0 < D < 2. For D → 2, d∗ →
+∞. Phantom manifolds (b = 0) are crumpled with a finite Hausdorff dimension
dH = 2D/(2−D), and d∗ = 2dH . The ε-expansion about d∗ performed in Refs. 11–
13, and described in Part I above, was directly inspired by the des Cloizeaux direct
renormalization (DR) method in polymer theory.14 But the issue of the consistency
of the DR method remained unanswered, since for D �= 1, model (3.1) cannot be
mapped onto a standard (Φ2(�r))2 local field theory.

The question of boundary effects in relation to the value of the configura-
tion exponent γ also requires some study.13 It caused some confusion in earlier
publications.11−13 In Part I of these lectures, we showed that a finite self-avoiding
patch embedded in an infinite Gaussian manifold has exponent γ = 1 for any
0 < D < 2, D �= 1. Here the cases of closed or open manifolds with free boundaries
will be considered.
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3.2. Renormalizability to First Order

The validity of RG methods and of scaling laws was first justified at leading order
in ε through explicit resummations in Ref. 20, in close analogy to the procedure
described in Subsec. 2.3 for the δ-interaction impurity model. We shall not repeat
all the arguments here, but comment on some significant results.

Let us consider the spatial correlation function 〈[�r(x) −�r(0)]2〉. For a Gaussian
(infinite) manifold it equals

〈[�r(x) −�r(0)]2〉0 = d[−2G(x)] = d AD|x|2−D = d
2

SD(2 − D)
|x|2−D. (3.2)

In the presence of self-avoidance, it is expected to scale as:

〈[�r(x) −�r(0)]2〉 ∝ |x|2ν , (3.3)

with a swelling exponent ν ≥ ν0 = (2−D)/2 for d ≤ d∗. It can be directly evaluated
by resummation of leading divergences20:

〈[�r(x) −�r(0)]2〉 = d
2

SD(2 − D)
|x|2−D

(
1 +

a

ε
bD|x|ε/2

)a0/a

, (3.4)

where bD is simply the bare interaction parameter b conveniently dressed by coef-
ficients

bD = (2πAD)−d/2b = [4π/SD(2 − D)]−d/2b,

and where a0 and a are two universal coefficients20:

a0 =
S2

D

D

2 − D

2
, a = S2

D

(
1 +

1
2 − D

Γ2(D/(2 − D))
Γ(2D/(2 − D))

)
, (3.5)

The scaling behavior (3.3) is then directly recovered from (3.4) in the large
distance or strong self-avoidance limit b|x|ε/2 → +∞, with a value of the swelling
exponent ν at first order in ε:

ν =
2 − D

2
+

1
2

a0

a

ε

2
, (3.6)

or explicitly:

ν =
2 − D

2

{
1 +

ε

2
1

2D

[
1 +

1
2 − D

Γ2(D/(2 − D))
Γ(2D/(2 − D))

]−1
}

, (3.7)

in agreement with the result (3.24) of Part I.
Similarly, for a manifold of finite volume V = XD, one defines a dimensionless

excluded volume parameter z, as in Part I of these lectures, by

z = bDX2D−(2−D)d/2 = (2πAD)−d/2bXε/2. (3.8)

One finds an effective size of the membrane:

R2 = 〈[�r(X) −�r(0)]2〉 = X0(z, ε)d
2

SD(2 − D)
X2−D (3.9)

where X0(z, ε) is the swelling factor with respect to the Gaussian size
〈[�r(X) −�r(0)]2〉0 (3.2), as introduced in Part I, Eq. (3.1). The direct resummation
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of leading divergences to all perturbative orders gives20:

X0(z, ε) =
(
1 +

a

ε
bDXε/2

)a0/a

=
(
1 +

a

ε
z
)a0/a

. (3.10)

At first order in z, we recover

X0(z, ε) = 1 +
a0

ε
z + O(z2), (3.11)

which is the perturbative result (2.44) of Part I.
We also intoduced in Part I, Eqs. (3.7)–(3.9), the dimensionless second virial

coefficient g

g = −(2πR2/d)−d/2 Z2,c

Z2
1

, (3.12)

where Z1 and Z2,c are respectively the (connected) 1-manifold and 2-manifold parti-
tion functions. The same direct resummation of leading divergences in perturbation
theory gives for g

g =
z

1 + az/ε
, (3.13)

with a first order expansion

g = z − z2a/ε + · · · , (3.14)

in agreement with I. Eqs. (3.16) and (3.17) [a was noted as a′
D there].

It is interesting to observe the following fact, key to a rigorous approach to
renormalizability to first order. The RG flow equations were obtained in Part I.
Eqs. (3.4), (3.19) and (3.22) from first order results (here in Part II, (3.11), (3.14))
for the scaling functions

W (g, ε) = X
∂g

∂X
=

ε

2
z
∂g

∂z
=

ε

2
z − z2a + · · · =

ε

2
g − g2 a

2
+ O(g2) (3.15)

X
∂

∂X
ln X0(z, ε) =

ε

2
z

∂

∂z
ln X0(z, ε) =

1
2
a0z + · · · =

1
2
a0g + O(g2). (3.16)

When truncated to this order, their solutions are exactly the resummed expressions
(3.13) and (3.10). Turning things around, the direct resummation of leading poles
in ε indeed establishes one-loop renormalizability.18,20

3.3. Renormalizability to All Orders

We briefly describe below the formalism that allows to prove the validity of the RG
approach to self-avoiding manifolds, as well as to a larger class of manifold models
with non-local interactions. (See Refs. 22 and 26 for further details.) This formalism
is based on an operator product expansion involving multi-local singular operators,
which allows a systematic analysis of the short-distance ultraviolet singularities
of the Edwards model. At the critical dimension d∗, one can classify all of the
relevant operators and show that the model (3.1) is renormalizable to all orders



April 21, 2004 16:4 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap09

Statistical Mechanics of Self-Avoiding Crumpled Manifolds — Part II 263

-k

x1 x2

+k

Fig. 5. The dipole representing the δ interaction in (3.24).

by renormalizations (i) of the coupling b, and (ii) of the position field �r. As a
consequence, one establishes the validity of scaling laws for infinite membranes, as
well as the existence of finite size scaling laws for finite membranes. The latter result
ensures the consistency of the DR approach.

A peculiar result, which distinguishes manifolds with non-integer D from open
linear polymers with D = 1, is the absence of boundary operator multiplicative
renormalization, leading to the general hyperscaling relation for the configuration
exponent γ

γ = 1 − νd, (3.17)

valid for finite SAM with 0 < D < 2, D �= 1. Note that this hyperscaling value is
also valid for closed linear polymers (see, e.g., Ref. 31) This result is valid for closed
or open manifolds with free boundaries, and has the same origin as the result γ = 1
obtained in Part I for a finite SA patch embedded in an infinite manifold (see Part I,
Subsecs. 2.2.2 and 2.2.3.)

3.4. Perturbation Theory and Dipole Representation

As in Part I, the partition function is defined by the functional integral:

Z =
∫

D[�r(x)] exp (−H[�r]/kBT ) . (3.18)

It has a perturbative expansion in b, formally given by expanding the exponential
of the contact interaction

Z = Z0

∞∑
N=0

(−b/2)N

N !

∫ 2N∏
i=1

dDxi

〈
N∏

a=1

δd(�r(x2a) −�r(x2a − 1))

〉
0

≡ Z0

∞∑
N=0

(−b/2)N

N !
ZN , (3.19)

where Z0 is the partition function of the Gaussian manifold (hence Z0 ≡ 1), and
〈· · · 〉0 denotes the average with respect to the Gaussian manifold (b = 0):

〈(· · · )〉0 =
1

Z0

∫
D[�r(x)] exp

(
−1

2

∫
dDx(∇x�r(x))2

)
(· · · ). (3.20)

Physical observables are provided by average values of operators, which must
be invariant under global translations. Using Fourier representation, local operators
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can always be generated by the exponential operators (or vertex operators), of the
form

V�q(z) = ei�q·�r(z). (3.21)

In perturbation theory the field �r(x) will be treated as a massless free field and
the momenta �q will appear as the “charges” associated with the translations in R

d.
Translationally invariant operators are then provided by “neutral” products of such
local operators,

O�q1,...,�qP
(z1, . . . , zP ) =

P∏
l=1

V�ql
(zl), �qtotal =

P∑
l=1

�ql = �0. (3.22)

The perturbative expansion for these observables is simply〈
P∏

l=1

ei�ql·�r(zl)

〉
=

1
Z

∞∑
N=0

(−b/2)N

N !

∫ 2N∏
i=1

dDxi

×
〈

P∏
l=1

ei�ql·�r(zl)
N∏

a=1

δd
(
�r(x2a) −�r(x2a−1)

)〉
0

≡ 1
Z

∞∑
N=0

(−b/2)N

N !
ZN ({�ql}). (3.23)

Each δ function in (3.19) and (3.23) can itself be written in terms of two exponential
operators as

δd(�r(x2) −�r(x1)) =
∫

dd�k1d
d�k2

(2π)d
δd(�k1 + �k2)ei

�k1·�r(x1)ei�k2·�r(x2). (3.24)

Viewing again the momenta �k1, �k2 as charges assigned to the points x1, x2, the
bi-local operator (3.24) corresponds to a dipole, with charges �k1 = �k, �k2 = −�k,
integrated over its internal charge �k. We depict graphically each such dipole as in
Fig. 5.

Similarly, the product of bi-local operators in (3.19) and (3.23) can be written
as an ensemble of N dipoles, that is as the product of 2N vertex operators with N
“dipolar constraints”

Ca{�ki} = (2π)dδd(�k2a−1 + �k2a), (3.25)

then integrated over all internal charges �ki:

N∏
a=1

δd(�r(x2a) −�r(x2a−1)) =
∫ 2N∏

i=1

dd�ki

(2π)d

N∏
a=1

Ca{�ki}
2N∏
i=1

ei�ki·�r(xi). (3.26)

Products of such bi-local operators and of external vertex operators, as in (3.23),
are depicted by diagrams such as that of Fig. 6.
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Fig. 6. Dipole and charges representing bi-local operators and external vertex operators in (3.23).

The Gaussian average in (3.19), (3.26) is easily performed, and with the neu-
trality condition

∑
i
�ki = �0, we can rewrite it as

〈∏
i

ei�ki·�r(xi)

〉
0

= exp


−1

2

∑
i,j

�ki · �kjG(xi − xj)


 , (3.27)

with, as before, the translationally invariant two-point function

G(xi − xj) = −1
2
〈(�r(xi) −�r(xj))2〉0 = −|xi − xj |2−D

(2 − D)SD
. (3.28)

Integration over the momenta �ki then gives for the N ’th term of the perturbative
expansion for the partition function Z (3.19) the “manifold integral”

ZN = (2π)−Nd/2
∫ 2N∏

i=1

dDxi ∆{xi}− d
2 , (3.29)

with ∆{ki} the determinant associated with the auxiliary quadratic form (now on
R

2N ) Q{ki} ≡
∑2N

i,j=1 kikj G(xi, xj), restricted to the N -dimensional vector space
defined by the N neutrality constraints Ca{ki}, k2a + k2a−1 = 0. ∆{xi} is given
explicitly by the determinant of the N × N matrix ∆ab (with row and columns
labeled by the dipole indices a, b = 1, . . . , N)

∆ = det(∆ab),

∆ab = G(x2a−1, x2b−1) + G(x2a,x2b) − G(x2a−1,x2b) − G(x2a, x2b−1). (3.30)

Similarly, the N ’th term in the perturbative expansion of the P -point observable
(3.23) is

ZN ({�ql}) = (2π)−Nd/2
∫ 2N∏

i=1

dDxi∆{xi}− d
2 exp


−1

2

P∑
l,m=1

�ql · �qm
∆lm

∆


. (3.31)
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∆lm is the (lm) minor of the (P + N) × (P + N) matrix

[
G(zl, zm) G(zl, x2b−1) − G(zl, x2b)

G(x2a−1,zm) − G(x2a, zm) ∆ab

]
1≤l,m≤P
1≤a,b≤N

. (3.32)

Note that a proper analytic continuation in D of (3.29) and (3.31) is insured, as
in Sec. 2, by the use of distance geometry, where the Euclidean measure over the
xi is understood as the corresponding measure over the mutual squared distances
aij = |xi − xj |2, a distribution analytic in D.22

3.5. Singular Configurations and Electrostatics in R
D

The integrand in (3.29) is singular when the determinant vanishes, ∆{xi} = 0,
or undefined if the latter becomes negative. The associated quadratic form
Q{ki} =

∑2N
i,j=1 kikjG(xi, xj), restricted by the N neutrality constraints

Ca{ki}: k2a + k2a−1 = 0, a = 1, . . . , N , is exactly the electrostatic energy of a gas of
2N scalar charges ki located at points xi in R

D, and constrained to form N neutral
pairs a of charges (dipoles). For such a globally neutral gas, the Coulomb energy is
minimal when the charge density is zero everywhere, i.e., when the non-zero charges
ki aggregate into neutral “atoms”. When 0 < D < 2, because of the vanishing of
the Coulomb potential at the origin, G(0) = 0, the corresponding minimal energy
is furthermore zero, which implies that the quadratic form Q is non-negative, and
thus its determinant is also non-negative: ∆ ≥ 0.

Singular {xi} configurations, with ∆ = 0, still exist when Q is degenerate, which
happens when some dipoles are assembled in such a way that, with appropriate non-
zero charges, they still can build neutral atoms. This requires some of the points xi

to coincide and the corresponding dipoles to form at least one closed loop (Fig. 7).
This ensures that the only sources of divergences are short-distance singularities,
and extends the Schoenberg theorem used above.

molecule

atom

dipole
point

Fig. 7. The notions of “atoms” and “molecules”, built up from dipoles.
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3.6. Multi-local Operator Product Expansion

A singular configuration can thus be viewed as a connected “molecule” (Fig. 7),
characterized by a set M of “atoms” p with assigned positions xp, and by a set L of
links a between these atoms, representing the dipolar constraints Ca associated with
the δa ≡ δd(�r(x2a) − �r(x2a−1)) interactions. For each p, we denote by Pp the set
of charges i, at xi, close to point p, which build the atom p and define the relative
(short) distances yi = xi − xp for i ∈ Pp (Fig. 8).

The short-distance singularity of ∆−d/2 is then analyzed by performing a small
yi expansion of the product of the bilocal operators δa for the links a ∈ L, in the
Gaussian manifold theory (Eq. (3.23)). This expansion around M can be written
as a multi-local operator product expansion (MOPE)∏

a∈L
δd(�r(x2a) −�r(x2a−1)) =

∑
Φ

Φ{xp}C Φ
δ...δ︸︷︷︸
|L|

{yi}, (3.33)

where the sum runs over all multi-local operators Φ of the form:

Φ{xp} =
∫

dd�r
∏

p∈M

{
: {(∇�r)qpδd(�r −�r(xp))}Ap(xp) :

}
(3.34)

Here Ap(xp) ≡ A(rp,sp)[∇x;�r(xp)] is a local operator at point xp, which is a com-
bination of powers of x-derivatives and field �r, of degree sp in �r(xp) and degree
rp ≥ sp in ∇x. (∇�r)qp denotes a product of qp derivatives with respect to �r, acting
on δd(�r−�r(xp)). The symbol “: :” denotes the normal product subtraction prescrip-
tion at xp (which, in a Gaussian average, amounts to setting to zero any derivative
of the propagator Gij at coinciding points xi = xj = xp). For Card(M) ≡ |M| > 1,

p

x2
x1

1z

x4
x3

x6

x5

2z

(d)(c)

(a)

(e)

(b)

Fig. 8. A general diagram with two external points and three internal dipoles, representing bi-
local interactions δa (a); “molecules” describing singular configurations with one (b), two (c, d)
and three (e) “atoms”. (b, c, d) give UV divergences, (e) does not.
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(3.34) describes the most general |M|-body contact interaction between the points
xp, with possible inserted local operators Ap(xp) at each point xp. For |M| = 1, it
reduces to a local operator Ap(xp).

The coefficient associated with the operator Φ in the MOPE, CΦ
δ...δ{yi}, can be

written as an integral over the momenta �ki:

CΦ
δ...δ{yi} =

∫ ∏′
a∈L Ca{�ki}

∏
p∈M

×


∏

i∈Pp

dd�ki


(∇�k)qpδd


∑

i∈Pp

�ki




CAp{yi, �ki}e

− 1
2

∑

i,j∈Pp

�ki·�kjGij


,

(3.35)

where CAp{yi, �ki} is a monomial in the {yi, �ki}’s, associated with the operator Ap,
of similar global degree rp in the {yi}’s, and sp in the {�ki}’s. The product

∏′ is
over all constraints a ∈ L but one.

The MOPE (3.33) follows from the expression (3.24) in terms of free field expo-
nentials plus constraints, and is established in Ref. 26.

3.7. Power Counting and Renormalization

The MOPE (3.33) allows us to determine those singular configurations which give
rise to actual UV divergences in the manifold integrals (3.29) or (3.31). Indeed, for
a given singular configuration M, by integrating over the domain where the relative
positions yi = xi − xp are of order |yi| � ρ, we can use the MOPE (3.33) to obtain
an expansion of the integrand in (3.23) in powers of ρ. Each coefficient CΦ

δ...δ gives
a contribution of order ρωΦ , with degree ωΦ given by power counting as

ωΦ = D{2|L| − |M|} + dν0{|M| − |L| − 1} +
∑
p∈M

{ν0(qp − sp) + rp} (3.36)

with ν0 = (2 − D)/2 < 1 and rp ≥ sp. Whenever ωΦ ≤ 0, a UV divergence occurs,
as a factor multiplying the insertion of the corresponding operator Φ.

At the upper critical dimension d∗ = 2D/ν0, ωΦ becomes independent of the num-
ber |L| of dipoles, and is equal to the canonical dimension ωΦ of

∫ ∏
p∈M dDxpΦ{xp}

in the Gaussian theory.
Only three relevant multi-local operators Φ, with ωΦ ≤ 0 and such that the

corresponding coefficient does not vanish by symmetry, are found by simple inspec-
tion. Two of these operators are marginal (ωΦ = 0) at d∗: (i) the one-body local
elastic term :(∇�rp)2:, obtained for |M| = 1 (q = 0, r = s = 2); (ii) the two-body SA
interaction term δd(�rp − �rp′) itself, obtained through singular configurations with
|M| = 2 atoms (and with q = r = s = 0 for p and p′) (see Fig. 9).

A third operator is relevant with ωΦ = −D, i.e., the identity operator 1 obtained
when |M| = 1 (q = r = s = 0). It describes insertions of local “free energy”
divergences along the manifold, proportional to the manifold volume, which factor
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Fig. 9. “Molecules” M producing (a) the one-body local elastic term Φ =: (∇�rp)2 :, and
(b) the two-body SA interaction term Φ = δd(�rp −�rp′ ).

out of partition functions like (3.19), to cancel out in correlation functions (3.23),
as already explained in Part I, Subsec. 2.22.

The above analysis deals with superficial UV divergences only. A complete anal-
ysis of the general UV singularities associated with successive contractions toward
“nested” singular configurations can be performed,26 using the same techniques as
in Ref. 22 (Part II, Subsec. 2.8). A basic fact is that an iteration of the MOPE only
generates multi-local operators of the same type (3.34).

The results are26: (i) that the observables (3.23) are UV finite for d < d∗(D),
and are meromorphic functions in d with poles at d = d∗; (ii) that a renormalization
operation R, similar to the subtraction operation of Subsec. 2.8,22 can be achieved
to remove these poles; (iii) that this operation amounts to a renormalization of the
Hamiltonian (3.1).

More explicitly, the renormalized correlation functions 〈
∏P

l=1 ei�ql·�rR(zl)〉R have
a finite perturbative expansion in the renormalized coupling bR, when 〈· · · 〉R is the
average w.r.t. the renormalized Hamiltonian

HR/kBT =
1
2
Z

∫
dDx(∇x�rR(x))2

+
1
2
bRµε/2Zb

∫
dDx

∫
dDx′δd(�rR(x) −�rR(x′)). (3.37)

Here µ is a renormalization (internal) momentum scale, necessary for infinite man-
ifolds, ε = 4D − 2dv0; Z(bR) and Zb(bR) are respectively the field and coupling
constant renormalization factors, singular at ε = 0.

At first order, one finds by explicitly calculating C
(∇�r)2

δ and Cδ
δδ that26

Z = 1 + (2πAD)−d/2 bR
ε

S2
D(2 − D)

2D
,

Zb = 1 + (2πAD)−d/2 bR
ε

S2
D

2 − D

Γ2(D/(2 − D))
Γ(2D/(2 − D))

,

with AD = [SD(2 − D)/2]−1. For quantities which do not stay finite in the infinite
manifold limit V → +∞, like partition functions, a shift in the free energy (i.e., an
“additive counterterm” in HR), proportional to V, is also necessary.
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Expressing the observables of the SAM model (3.1) in terms of renormalized
variables �r = Z1/2�rR, b = bRµε/2ZbZ

d/2, one can derive in the standard way RG
equations involving Wilson’s functions W (bR) = µ ∂

∂µbR|b, ν(bR) = ν0 − 1
2µ ∂

∂µ lnZ|b.
A non-trivial IR fixed point b∗

R ∝ ε such that W (b∗
R) = 0 is found for ε > 0. It

governs the large distance behavior of the SA infinite manifold, which obeys scaling
laws characterized by the size exponent ν. The value obtained in this approach,
ν = ν(b∗

R), coincides with that obtained at first order in ε in Eq. (3.7) above.11–13,20 d

3.8. Finite Size Scaling and Direct Renormalization

The direct renormalization formalism considered in Part I, and in Part II,
Subsec. 3.2, deals with finite manifolds with internal volume V, and expresses
scaling functions in terms of a dimensionless second virial coefficient (3.12)
g = −(2πR2/d)−d/2Z2,c/(Z1)2, where Z1(V)(= Z/Z0) and Z2,c(V) are respectively
the one- and (connected) two-membrane partition functions, and R is the effective
radius of the membrane.

When dealing with a finite closed manifold (for instance the D-dimensional
sphere SD (Part II, Subsec. 2.6 and Ref. 22), characterized by its (curved) inter-
nal metric, the massless propagator G gets modified. Nevertheless, from the short-
distance expansion of G in a general metric,e one can show that the short-distance
MOPE (3.33) remains valid. The expansion then extends to multi-local operators
Φ of the form (3.34), with local operators A(x) which may involve the Riemann
curvature tensor and its derivatives, with appropriate coefficients CΦ

δ...δ.
26 Still, the

coefficients for those operators Φ that do not involve derivatives of the metric stay
the same as in Euclidean flat space.

At d∗, UV divergences still come with insertions of relevant multi-local opera-
tors with ωΦ ≤ 0. When 0 < D < 2, the operators involving curvature are found by
power counting to be all irrelevant. Thus the flat infinite membrane counterterms
Z and Zb still renormalize the (curved) finite membrane theory. Standard arguments
parallel to those of Ref. 16 for polymers then help to establish the direct renormal-
ization formalism (see Ref. 26). The second virial coefficient g(b, V) (as any dimen-
sionless scaling function) is UV finite once expressed as a function gR(bR,VµD) of
bR (and µ). Then the scaling functions, when expressed in terms of g, obey RG
flow equations, and stay finite up to ε = 0. The existence of a non-trivial IR fixed
point b∗

R for ε > 0 implies that in the large volume or strong interaction limit,

dOne can notice the identity between coefficients in the renormalization factors Z, Zb above, and
(3.5).
eThe expansion at the origin of the massless propagator G̃ on a curved manifold reads in Riemann

normal coordinates G̃(x) � G(x) − |x|2
2D

〈:(∇r)2:〉, with G(x) ∝ |x|2−D the propagator in infinite
flat space, and next order terms O(|x|4−D) proportional to the curvature and subdominant for
D < 2; the normal product (: :) is still defined w.r.t. infinite flat space, and gives explicitly for a
finite manifold with volume V〈:(∇r)2:〉 = −1/V.



April 21, 2004 16:4 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap09

Statistical Mechanics of Self-Avoiding Crumpled Manifolds — Part II 271

bV ε/2D → +∞, g reaches a finite limit g∗ = gR(b∗
R) (independent of VµD), and so

do all scaling functions. This is just direct renormalization, QED.

3.9. Hyperscaling

Let us first consider a closed manifold. As mentioned above, the renormalization of
partition functions for a (finite) SAM requires a shift (−fDXD) of the free energy,
proportional to the manifold volume V, and corresponding to the integration of a
local contact divergence in the bulk. The configuration exponent γ is then defined
by the scaling of the partition functionf

Z1(ν) = Z−1
0

∫
D[�r]δd(�r(0))e−βH−fDV ∼ V γ−1

D . (3.38)

A consequence of the absence for closed SAM, for 0 < D < 2, of relevant geometrical
operators other than the point insertion one, is the general hyperscaling law (3.17)
relating γ to ν : γ − 1 = −νd/D. Indeed, from (3.38), Z1 is simply multiplicatively
renormalized as Z1(b, V) = Z−d/2ZR

1 (bR, VµD). This validates the hyperscaling
hypothesis that Z1 ∼ 〈|�r|−d〉 ∼ V−νd/D. Equation (3.17) can been checked explicitly
at order ε for the sphere SD and the torus TD.

For an open SAM with free boundaries, and when 1 ≤ D < 2, the bound-
ary operator

∫
boundary dD−1x1 is relevant, requiring a boundary free energy shift

(−fD−1X
D−1). Since this does not enter into the bulk MOPE, it does not mod-

ify the renormalizations of �r and b. Furthermore, only for integer D = 1 is it
marginally relevant,13 as explained in Part I; thus for D �= 1 the hyperscaling rela-
tion (3.17) remains valid. Only for open polymers at D = 1, do the corresponding
(zero-dimensional) end-point divergences enter the multiplicative renormalization
of Z1, and γ becomes an independent exponent. In polymer theory, an independent
exponent actually appears for each star vertex.32

Previous calculations11–13 did not involve the massless propagator G̃ on a finite
manifold with Neumann boundary conditions, but the simpler propagator G (3.28),
corresponding to a finite SA patch immersed in an infinite Gaussian manifold. The
same non-renormalization argument, as explained in Ref. 13 and in Part I, yields
γ = 1 for non-integer D.

When D = 2, operators involving curvature and boundaries become relevant,
and (3.17) is not expected to hold, either for closed or open manifolds, as also seen
in Part I.

3.10. Θ-Point and Long-Range Interactions

The above formalism is actually directly applicable to a large class of manifold
models where the interaction can be expressed in terms of free field exponentials with

fHere we consider Z1(V) ≡ exp(−fDXD)Z/Z0, i.e., the dimensionally regularized partition func-
tion, which includes the free energy shift (see Part I, Subsec. 2.2.2).
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suitable neutrality constraints Ca{�ki}. Examples of such interactions are the n-body
contact potentials, or the two-body long-range Coulomb potential 1/|�r −�r ′|d−2,
represented by modified dipolar constraints C{�ki} = |�k|−2δd(�k+�k′). In these models
the MOPE involves the same multi-local operators as in (3.34), with coefficients
(3.35) built with the corresponding constraints Ca.

As an application of the MOPE, one finds that for a polymerized membrane
at the Θ-point where the two-body term b in (3.1) vanishes, the most relevant
short-range interaction is either the usual tricritical three-body contact potential,
with u.c.d. d∗

3 = 3D/(2 − D), as for ordinary polymers,33 or the two-body singular
potential ∆�rδ

d(�r −�r′) with u.c.d. d̃∗
2 = 2(3D − 2)/(2 − D). The latter is the most

relevant one when D > 4/3 (see Ref. 34).
The very absence of long-range interactions in the MOPE shows that those inter-

actions are not renormalized. When considering charged polymerized membranes
with a two-body Coulomb potential for instance, the only (marginally) relevant
operator at the upper critical dimension is the local elastic energy density : (∇�r)2 :,
which indicates that only �r is renormalized. As a consequence, one can show that
ν = 2D/(d − 2) exactly, generalizing a well-known result for polymers.35

We did not address here other interesting issues: the approach to the physical
D = 2 case from the D < 2 manifold theory,27,36 numerical simulations of 2D poly-
merized membranes,10 or the question of the actual physical phase (crumpled or
flat) of a two-dimensional polymerized membrane in d-space.37 We have concen-
trated instead on those more fundamental aspects of renormalization theory, that
have been driven by the fascinating properties of these fluctuating polymerized
membranes.
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CHAPTER 10

ANISOTROPIC AND HETEROGENEOUS
POLYMERIZED MEMBRANES

Leo Radzihovsky

Department of Physics, University of Colorado, Boulder, CO 80309
E-mail: radzihov@colorado.edu

In these lectures I describe long scale properties of fluctuating polymerized mem-
branes in the presence of network anisotropy and random heterogeneities. Amaz-
ingly, even infinitesimal amount of these seemingly innocuous but physically
important ingredients in the membrane’s internal structure leads to a wealth
of striking qualitatively new phenomena. Anisotropy leads to a “tubule” phase
that is intermediate in its properties and location on the phase diagram between
previously discussed “crumpled” and “flat” phases. At low temperature, network
heterogeneity generates conformationally glassy phases, with membrane normals
exhibiting glass order analogous to spin-glasses. The common thread to these
distinct membrane phases is that they exhibit universal anomalous elasticity,
(singularly length-scale dependent elastic moduli, universal Poisson ratio, etc.),
driven by thermal fluctuations and/or disorder and controlled by a nontrivial
low-temperature fixed point.

1. Preamble

The nature of a membrane’s in-plane order, with three well-studied universality
classes, the isotropic liquid,1 hexatic liquid2 and solid,3 crucially affects its confor-
mational properties. The most striking illustration of this (discussed in lectures by
Yacov Kantor and by David Nelson) is the stabilization in polymerized membranes
(but not fluid ones, that are always crumpled1 beyond a persistence length4) of a
“flat” phase,3 with long-range orientational order in the local membrane normals,5,6

that is favored at low temperature over the entropically preferred high-temperature
crumpled state. In a beautiful “order from disorder” phenomenon, a subtle inter-
play of wild thermal fluctuations with nonlinear membrane elasticity (made possi-
ble by a finite shear modulus of a solid) infinitely enhances membrane’s bending
rigidity, thereby stabilizing the flat phase against these very fluctuations.3 A univer-
sal fluctuation-driven “anomalous elasticity” characterizes the resulting flat phase,
with length-scale dependent elastic moduli, non-Hookean stress-strain relation, and
a universal negative Poisson ratio.7–9

275
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Given such a qualitative distinction between liquid and solid membranes, it is
perhaps not too surprising that other in-plane orders can have important quali-
tative effects on membrane’s long-scale properties. In these lectures I will discuss
two such ingredients, namely, membrane network in-plane anisotropy (Sec. 2) and
heterogeneity (Sec. 3) in fluctuating polymerized membranes, and will show that
these seemingly innocuous generalizations, indeed lead to a wealth of new phenom-
ena that are the subject of these lectures.

2. Anisotropic Polymerized Membranes

2.1. Motivation and Introduction

In addition to the basic theoretical motivation, the interest in anisotropic polymer-
ized membranes is naturally driven by a number of possible experimental realiza-
tions, some of which are illustrated in Fig. 1. One example is a tethered membrane
made through photo-polymerization of a fluid phospholipid membrane exhibiting
lipid tilt order. On average, the lipids are tilted relative to the membrane nor-
mal, inducing a vector in-plane order and an intrinsic elastic anisotropy that can
in principle be aligned with an electric or a magnetic field and polymerized in.

(a)

(b)

(c)

Fig. 1. Examples of anisotropic polymerized membranes with (a) a polymerized-in lipid tilt order
in a bilayer membrane, (b) a weakly crosslinked array of linear polymers, and (c) a spontaneous
in-plane nematic order in a nematic elastomer membrane.
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Another possible method10 of fabricating polymerized sheets is by cross-linking a
stretched out, aligned array of linear polymers, that would clearly lead to an intrin-
sically anisotropic tethered membrane. One other promising candidate is a two-
dimensional sheet of a nematic elastomer,11 a material that received considerable
attention recently because of its novel elastic and electro-optic properties.12 These
cross-linked liquid-crystal polymer gels exhibit all standard liquid-crystal phases
and therefore in their nematic state are highly anisotropic.

Almost 10 years ago, it was discovered13 that in-plane anisotropy has a dra-
matic qualitative effect on the global phase diagram of polymerized membranes. As
illustrated in Fig. 2, it leads to an entirely new “tubule” phase of a polymerized
membrane (see Fig. 3), that is crumpled along one and extended along the other
of the two membrane axes, with wild undulations about its average cylindrical
geometry.14

This is possible because in an anisotropic membrane, where symmetry between
x⊥ and y axes is broken, (e.g., curvature moduli κx⊥ �= κy) the x⊥- and y-directed

FLAT

CRUMPLED
t y

P1

P2

φ   > 0 ,  φ   > 0
y

φ   = φ   = 0yTUBULE
φ   > 0 ,  φ   = 0y

y
φ   = 0 ,  φ   > 0
Y-TUBULE

t

Fig. 2. Phase diagram for anisotropic tethered membranes showing crumpled, tubule and flat
phases as a function of reduced temperatures t⊥ ∝ T − T ⊥

c , ty ∝ T − T y
c .

Ly

RG

hrms

Fig. 3. Schematic of the y-tubule phase of anisotropic polymerized membrane, with thickness RG

and roughness hrms.
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tangents �ζ⊥ = ∂⊥�r and �ζy = ∂y�r will generically order at two distinct temperatures
T⊥

c ∼ κx⊥ and T y
c ∼ κy, respectively, thereby allowing two intermediate tubule

states: (1) x⊥-extended tubule with 〈�ζ⊥〉 �= 0, 〈�ζy〉 = 0, for T y
c < T < T⊥

c and
(2) y-extended tubule with 〈�ζ⊥〉 = 0, 〈�ζy〉 �= 0, for T⊥

c < T < T y
c .

The direct crumpling transition occurs in such more generic anisotropic mem-
brane only for that special set of cuts through the phase diagram (like P2) that pass
through the origin and is in fact tetra-critical. Generic paths (like P1) will expe-
rience two phase transitions, crumpled-to-tubule, and tubule-to-flat, that are in
distinct universality classes. The tubule phase is therefore not only generically pos-
sible, but actually unavoidable, in membranes with any type or amount of intrinsic
anisotropy.18

As illustrated in Fig. 3 the tubule is characterized by its thickness RG (the radius
of gyration of its crumpled boundary), and its undulations hrms transverse to its
average axis of orientation. Quite generally (for a y-extended tubule of an L⊥ × Ly

membrane), they obey the scaling laws:

RG(L⊥, Ly) = Lν
⊥SR(Ly/Lz

⊥), hrms(L⊥, Ly) = Lζ
ySh(Ly/Lz

⊥), (1)

where the roughness exponent ζ = ν/z, and the anisotropy exponent z = (1 + 2ν)/
(3−ηκ) < 1 are expressed in terms two independent universal exponents: the radius
of gyration exponent ν < 1 and the anomalous elasticity exponent ηκ for the tubule
bending rigidity defined by κ ∼ Lηκ

y . The universal scaling functions SR,h(x) have
the limiting forms:

SR(x) ∝
{

xζ−νp/z, for x → 0

constant, for x → ∞ , (2)

Sh(x) ∝
{

constant, for x → 0

x
3
2 −ζ , for x → ∞ , (3)

where νp is the radius of gyration exponent of a coiled linear polymer ≈3/5. These
asymptotic forms emerge from general requirements (supported by detailed renor-
malization group calculations13) that in the limit of a very thin tubule (in the curled
up ⊥ direction) the tubule’s height undulations hrms(Ly) reproduce statistics of a
linear polymer of length Ly and width L⊥. And, that in the opposite limit of van-
ishing Ly, scaling functions must recover the radius of gyration RG(L⊥) ∼ L

νp

⊥ of a
linear polymer of length L⊥ and thickness Ly.

The scaling forms, Eqs. (2) and (3) imply that for a “roughly square” mem-
brane — that is, one with L⊥ ∼ Ly ≡ L — in the limit L → ∞

RG(L⊥ ∼ Ly ≡ L) ∝ Lν , hrms(L⊥ ∼ Ly ≡ L) ∝ L1−ηκz/2. (4)

Combining this with detailed renormalization group calculations, that find a strictly
positive ηκ,13 shows that hrms � L for a large roughly square membrane. Thus, the
end-to-end orientational fluctuations θ ∼ hrms/L ∝ L−ηκ/2 → 0 as L → ∞ for such
a roughly square membrane, proving that tubule order (which requires orientational
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persistence in the extended direction) is stable against undulations of the tubule
embedded in d = 3 dimensions.

The rest of Sec. 2 is devoted to developing a model of an anisotropic polymerized
membrane and using it to study phase transitions into and out of the tubule phase
and the anomalous elastic properties of a fluctuating tubule summarized above.

2.2. Model

A model for anisotropic membranes is a generalization of the isotropic model dis-
cussed in David Nelson’s lectures.6 As there, we characterize the configuration of
the membrane by the position �r(x) in the d-dimensional embedding space of the
point in the membrane labeled by a D-dimensional internal co-ordinate x, with
d = 3 and D = 2 corresponding to the physical case of interest.

Rotational and translational symmetries require that the Landau–Ginzburg free
energy F is an expansion in powers of tangent vectors �ξ⊥,y = ∂⊥,y�r and their
gradients

F [�r(x)] =
1
2

∫
dD−1x⊥dy

[
κ⊥(∂2

⊥�r)2 + κy(∂2
y�r)

2 + κ⊥y∂2
y�r · ∂2

⊥�r + t⊥(∂⊥
α �r)2

+ ty(∂y�r)2 +
u⊥⊥

2
(∂⊥

α �r · ∂⊥
β �r)2 +

uyy

2
(∂y�r · ∂y�r)2 + u⊥y(∂⊥

α �r · ∂y�r)2

+
v⊥⊥
2

(∂⊥
α �r · ∂⊥

α �r)2 + v⊥y(∂⊥
α �r)2(∂y�r)2

]

+
b

2

∫
dDx

∫
dDx′δ(d)(�r(x) − �r(x′)), (5)

where we have taken the membrane to be isotropic in the D−1 membrane directions
x⊥, orthogonal to one special direction, y. While at first glance F might appear quite
formidable, in fact (aside from the last term), in terms of the tangent order parame-
ter �ξ⊥,y it has a standard form of the Landau’s φ4 theory. The first three terms in F

(the κ terms) represent the anisotropic bending energy of the membrane. The elastic
constants t⊥ and ty are the most strongly temperature dependent parameters in the
model, changing sign from large, positive values at high temperatures to negative
values at low temperatures. The u and v quartic elastic terms are needed to stabilize
the membrane when one or both of the elastic constants t⊥, ty become negative.
The final, b term in Eq. (5) represents the self-avoidance of the membranes, i.e., its
steric or excluded volume interaction.

2.3. Mean-field theory

In mean-field theory, we seek a configuration �r(x) that minimizes the free energy,
Eq. (5). The curvature energies κ⊥(∂2

⊥�r)2 and κy(∂2
y�r)

2 are clearly minimized when
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�r(x) is linear in x

�r(x) = (ζ⊥x⊥, ζyy, 0, 0, . . . , 0). (6)

Inserting Eq. (6) into Eq. (5), and for now neglecting the self-avoidance, we obtain
the mean-field free energy density for anisotropic membranes

fmft =
1
2

[
tyζ2

y + t⊥(D − 1)ζ2
⊥ +

1
2
u′

⊥⊥(D − 1)2ζ4
⊥ +

1
2
uyyζ4

y + v⊥y(D − 1)ζ2
⊥ζ2

y

]
.

(7)

Minimizing the free energy over order parameters ζ⊥ and ζy yields two possible phase
diagram topologies, depending on whether u′

⊥⊥uyy > v2
⊥y or u′

⊥⊥uyy < v2
⊥y.19

For u′
⊥⊥uyy > v2

⊥y, the phase diagram is given in Fig. 2. For t⊥ > 0 and ty > 0,
average tangent vectors ζ⊥ and ζy both vanish, describing a crumpled (collapsed to
the origin) membrane.

In the regime between the positive t⊥-axis and the ty < 0 part of the
ty = (uyy/v⊥y)t⊥ line, lies the y-tubule phase, characterized by ζ⊥ = 0 and
ζy =

√|ty|/uyy > 0: the membrane is extended in the y-direction but crumpled
in all D − 1 ⊥-directions.

The ⊥-tubule phase is the analogous phase with the y and ⊥ directions reversed,
ζy = 0 and ζ⊥ =

√|t⊥|/u⊥⊥ > 0, and lies between the t⊥ < 0 segment of the line
ty = (v⊥y/u′

⊥⊥)t⊥ and the positive ty axis.
Finally, the flat phase, characterized by both

ζ⊥ = [(|t⊥|uyy − |ty|v⊥y)/(u′
⊥⊥uyy − v2

⊥y)]1/2 > 0, (8)

ζy = [(|ty|u⊥⊥ − |t⊥|v⊥y)/(u′
⊥⊥uyy − v2

⊥y)]1/2 > 0, (9)

lies between the t⊥ < 0 segment of the line ty = (uyy/v⊥y)t⊥ and the ty < 0
segment of the line ty = (v⊥y/u′

⊥⊥)t⊥.
For u′

⊥⊥uyy < v2
⊥y, the flat phase disappears, and is replaced by a direct first-

order transition from ⊥-tubule to y-tubule along the locus ty = (v⊥y/u′
⊥⊥)t⊥ (see

Fig. 4). The boundaries between the tubule and the crumpled phases remain the
positive ty and t⊥ axes, as for u′

⊥⊥uyy > v2
⊥y case.

2.4. Fluctuations and Self-avoidance in the Crumpled and
Flat Phases

Although anisotropy has dramatic effects on the phase diagram of polymerized
membranes, it does not modify the nature of the crumpled and flat phases.20 To
see this for the crumpled phase, note that when both t⊥ and ty are positive, all
of the other local terms in Eq. (5), i.e., the κ, u, and v-terms, are subdominant at
long wavelengths. When these irrelevant terms are neglected, a simple change of
variables x⊥ = x′√t⊥/ty makes the remaining energy isotropic. Thus, the entire
crumpled phase is identical in its scaling properties to that of isotropic membranes.
In particular, the membrane in this phase has a radius of gyration RG(L) which
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Fig. 4. Phase diagram for anisotropic tethered membranes showing a new tubule phase, for
the range of elastic parameters when the intermediate flat phase disappears. A first-order phase
transition separates y- and ⊥-tubule phases.

scales with membrane linear dimension L like Lν , with ν = (D+2)/(d+2) in Flory
theory, and very similar values predicted by ε-expansion techniques.22–24

Fluctuations in the flat phase can be incorporated by considering small devia-
tions from the mean-field conformation in Eq. 6

�r(x) = (ζ⊥x⊥ + u⊥(x), ζyy + uy(x),�h(x)), (10)

where uα(x) are D in-plane phonon fields and hi(x) are dc = d − D out-of-plane
height undulation fields. Inserting this into free energy, Eq. (5), with t⊥ and ty
both in the range in which the flat phase is stable, we obtain the uniaxial elastic
energy studied by Toner.25 As he showed, amazingly, the fluctuation renormalized
this anisotropic elastic energy into the isotropic membrane elastic energy studied
previously.3,7–9 Therefore, in the flat phase, and at sufficiently long scales, the
anisotropic membranes behave exactly like isotropic ones.

2.4.1. Anomalous Elasticity of the Flat Phase

This in particular implies that the flat phase of anisotropic membranes is stable
against thermal fluctuations even though it breaks continuous (rotational) symme-
try and is two-dimensional.26 As in isotropic membranes, this is due to the fact
that at long wavelengths these very thermal fluctuations drive the effective (renor-
malized) bend modulus κ to infinity,3,7–9 thereby suppressing effects of these same
fluctuations that seek to destabilize the flat phase, resulting in an Esher-like “order-
from-disorder” phenomenon.

Specifically, κ(q) becomes wavevector dependent, and diverges like q−ηκ as
q → 0. In the flat phase the standard Lamé coefficients µ and λ27 are also infinitely
renormalized and become wavevector dependent, vanishing in the q → 0 limit as



April 20, 2004 9:26 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap10

282 L. Radzihovsky

µ(q) ∼ λ(q) ∼ qηu . The flat phase is furthermore novel in that it is characterized
by a universal negative Poisson ratio7,9 which for D = 2 is defined as the long
wavelength limit q → 0 of σ = λ(q)/(2µ(q) + λ(q)). The transverse undulations in
the flat phase, i.e. the membrane roughness hrms scales with the internal size of
the membrane as hrms ∼ Lζ , with ζ = (4 − D − ηκ)/2, exactly. Furthermore, an
underlying rotational invariance imposes an exact Ward identity between ηκ and
ηu, ηu +2ηκ = 4−D. This leaves only a single independent exponent, characterizing
the properties of the flat phase of even anisotropic membranes.

To appreciate how exotic and unusual this anomalous elasticity really is one only
needs to observe that most ordered and disordered states of matter (systems with
quenched disorder being prominent exceptions28), are in a sense trivial, with fluc-
tuations about them described by a harmonic theory controlled by a Gaussian fixed
point.29 That is, generically, qualitatively important effects of fluctuations are con-
fined to the vicinity of isolated critical points, where a system is tuned to be “soft”,
and characterized by low energy excitations. However, there exists a novel class of
systems, with flat phase of polymerized membranes as a prominent member (that
also includes smectic30,31 and columnar liquid crystals,32 vortex lattices in puta-
tive magnetic superconductors,33 and nematic elastomers12,34–38) whose ordered
states are a striking exception to this rule. A unifying feature of these phases is
their underlying, spontaneously broken rotational invariance, that strictly enforces
a particular “softness” of the corresponding Goldstone mode Hamiltonian. As a
consequence, the usually small nonlinear elastic terms are in fact comparable to
harmonic ones, and therefore must be taken into account. Similarly to their effects
near continuous phase transitions (where they induce universal power-law anoma-
lies), but extending throughout an ordered phase, fluctuations drive nonlinearities
to qualitatively modify such soft states. The resulting strongly interacting ordered
states at long scales exhibit rich phenomenology such as a universal nonlocal elastic-
ity, a strictly nonlinear response to an arbitrarily weak perturbation and a universal
ratio of wavevector-dependent singular elastic moduli, all controlled by a nontrivial
infrared stable fixed point illustrated in Fig. 5.

2.4.2. SCSA of the Flat Phase

The study of such anomalous elasticity in polymerized membranes was initiated
by Nelson and Peliti using a simple one-loop self-consistent theory, that assumed

TTcT*
0

anomalous phase

Fig. 5. Renormalization group flow for anomalously elastic solids, with Tc the transition temper-
ature to the ordered state and T∗ a nontrivial infrared stable fixed point controlling properties of
the strongly interacting ordered, critical-like state.
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a non-renormalization of the in-plane elastic Lame’ constants.3 They found that
phonon-mediated interaction between capillary waves leads to a divergent bending
rigidity with ηκ = 1 and membrane roughness exponent ζ = 1/2. Subsequent con-
trolled ε = 4−D and 1/dc expansions7,8 confirmed existence of anomalous elasticity,
and discovered an additional effect of softening (screening) of in-plane elasticity by
out-of-plane undulations, that lead to a vanishing of long-scale Lame’ coefficients
λ(q) ∼ µ(q) ∼ qηu .

Here we treat anomalous elasticity within the so-called self-consistent screening
approximation (SCSA), first applied to the study of the flat phase of polymerized
membranes by Le Doussal and Radzihovsky.9 The attractive feature of SCSA is
that it becomes exact in three complementary limits. By construction, it is exact
in the large embedding dimension dc → ∞ limit and agrees with the systematic
1/d analysis of Guitter et al.8 Because of Ward identities associated with rotational
invariance it is exact (at any d) to lowest order ε = 4 − D, i.e., agrees with one-
loop results of Aronovitz and Lubensky.7 (It would be very interesting to check
predictions of SCSA to order ε2, however technical difficulties with two-loop cal-
culations have so far precluded this).39 And finally it gives exact value of ηκ(D)
for dc = 0. Given these exact constraints, it is not surprising that for physical
dimensions (D = 2, d = 3) SCSA exponents and the universal negative Poisson
ratio9 compare so well with latest, largest scale numerical simulations, discussed in
lectures by Mark Bowick.40

As discussed above, at sufficiently long scales, flat phase of an anisotropic poly-
merized membrane is identical to that of an isotropic one,25 and is described by
an isotropic effective free energy that is a sum of a bending and in-plane elastic
energies:

F [�h,u] =
∫

dDx

[
κ

2
(∇2�h)2 + µu2

αβ +
λ

2
u2

αα

]
, (11)

where the strain tensor is uαβ = 1
2 (∂αuβ + ∂βuα + ∂α

�h · ∂β
�h). To implement the

SCSA in the flat phase it is convenient to first integrate out the noncritical phonons
fields uα obtaining a quartic theory for interacting Goldstone tangent vector modes
∂α

�h, described by free energy

F [�h] =
∫

dDx

[
κ

2
(∇2�h)2 +

1
4dc

(∂α
�h · ∂β

�h)Rαβ,γδ(∂γ
�h · ∂δ

�h)
]

, (12)

where for convenience, we rescaled Lamé coefficients so that the quartic coupling is
of order 1/dc. The four-point coupling fourth-rank tensor is given by

Rαβ,γδ =
K − 2µ

2(D − 1)
PT

αβPT
γδ +

µ

2
(
PT

αγPT
βδ + PT

αδP
T
βγ

)
, (13)

where PT
αβ = δαβ − qαqβ/q2 is a transverse (to q) projection operator. The con-

venience of this decomposition is that K = 2µ(2µ + Dλ)/(2µ + λ) and µ moduli
renormalize independently and multiplicatively.
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To determine the renormalized elasticity, we set up a 1/dc-expansion41–43 for
2-point and 4-point correlation functions of �h, and turn them into a closed self-
consistent set of two coupled integral equations for self-energy Σ(k) that define
SCSA

Σ(k) =
2
dc

kαkβkγkδ

∫
q

R̃αβ,γδ(q)G(k − q), (14)

R̃αβ,γδ(q) = Rαβ,γδ(q) − Rαβ,µν(q)Πµν,µ′ν′(q)R̃µ′ν′,γδ(q), (15)

where G(k) ≡ 1/(κk4 + Σ(k)) ≡ 1/(κ(k)k4) is the renormalized propaga-
tor, Rαβ,γδ(q) the bare quartic interaction vertex and R̃αβ,γδ(q) the “screened”
interaction vertex dressed by the vacuum polarization bubbles Παβ,γδ(q) =∫

p
pαpβpγpδG(p)G(q − p), and tensor multiplication is defined above.
In the long wavelength limit these integral equations are solved exactly by a

renormalized propagator G(k) ≈ 1/Σ(k) ≈ Z/k4−ηκ , with Z a non-universal ampli-
tude. Substituting this ansatz into Eqs. (14), (15) and solving for the renormalized
elastic Lamé moduli, we find that indeed they must vanish as a universal power,
with µ(q) ∝ λ(q) ∼ qηu , and the phonon anomalous exponent ηu = 4 − D − 2ηκ

related to ηκ by dimensional analysis (power-counting on q) first obtained by Nelson
and Peliti.3 This recovers the celebrated exponent relation enforced by the underly-
ing rotational invariance of the membrane in the embedding space. The information
about remaining independent exponent ηκ resides in the ηκ-dependent amplitudes
of the above equations. Cancelling out the nonuniversal scale Z, we obtain

dc =
2
ηκ

D(D − 1)
Γ
[
1 + 1

2ηκ

]
Γ[2 − ηκ]Γ[ηκ + D]Γ

[
2 − 1

2ηκ

]
Γ
[ 1

2D + 1
2ηκ

]
Γ
[
2 − ηκ − 1

2D
]
Γ
[
ηκ + 1

2D
]
Γ
[ 1

2D + 2 − 1
2ηκ

] ,

(16)

that determines ηκ(D, d) within SCSA. For D = 2 this equation can be simplified,
and one finds

ηκ(D = 2, dc) =
4

dc +
√

16 − 2dc + d2
c

. (17)

Thus for physical membranes (dc = 1) we obtain: ηκ = 0.821, ηu = 0.358 and:

ζ = 1 − ηκ

2
=

√
15 − 1√
15 + 1

= 0.590. (18)

At long length scales SCSA also gives a universal ratio between renormalized in-
plane elastic moduli determined by R̃αβ,γδ(q), Eq. (15), and therefore predicts a
universal and negative Poisson ratio

lim
q→0

σ ≡ λ(q)
2µ(q) + (D − 1)λ(q)

= −1
3

(19)

that compares extremely well with the most recent and largest simulations.40
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Expanding the result Eq. (16) in 1/dc we obtain:

ηκ =
8
dc

D − 1
D + 2

Γ[D]

Γ
[

D
2

]3Γ[
2 − D

2

] + O

(
1
d2

c

)
, (20)

=
2
dc

+ O

(
1
d2

c

)
, for D = 2, (21)

which coincides with the exact result,7,8 as expected by construction of the SCSA.
Similarly, expanding Eq. (16) to first order in ε = 4 − D we find:

ηκ =
ε

2 + dc/12
, (22)

also in agreement with the exact result.7 This is not, however, a general property
of SCSA, but is special to membranes, and can be traced to the convergence of the
vertex and box diagrams.

Because in the flat phase, widely intrinsically separated parts of the membranes
(i.e., points x and x′, with |x − x′| large) do not bump into each other (i.e., never
have �r(x) = �r(x′)), the self-avoidance interaction in Eq. (5) is irrelevant in the flat
phase. Hence we expect above predictions to accurately describe conformational
properties of physical isotropic and anisotropic polymerized membranes.

2.5. Fluctuations in “Phantom” Tubules

Thermal fluctuations of the (y-)tubule about the mean-field state �ro(x) = ζy(y,�0)
are described by conformation,

�r(x) = (ζyy + u(x),�h(x)), (23)

where �h(x) is a d − 1-component vector field orthogonal to the tubule and u(x) is
a scalar phonon field along the tubule (taken along y-axis). The order parameter
ζy is a tubule extension scale that is slightly modified by thermal fluctuations from
the mean-field value given in Sec. 2.3 and is determined by the condition that all
linear terms in �h(x) and u(x) in the renormalized elastic free energy exactly vanish.
This criterion guarantees that �h(x) and u(x) represent fluctuations around the true
tubule ground state.

Inserting the decomposition Eq. (23) into the free energy Eq. (5), neglecting
irrelevant terms (e.g., phonon nonlinearities), and, for the moment ignoring the
self-avoidance interaction, gives F = Fmft + Fel , where Fmft is given by Eq. (7)
(with ζ⊥ = 0) and Fel [u(x),�h(x)] is the fluctuating elastic free energy part

Fel =
1
2

∫
dD−1x⊥dy

[
κ(∂2

y
�h)2 + t(∂⊥

α
�h)2 + g⊥(∂⊥

α u)2 + gy

(
∂yu +

1
2
(∂y

�h)2
)2

]
,

(24)

where κ ≡ κy, t ≡ t⊥ + v⊥yζ2
y , gy ≡ uyyζ2

y/2, g⊥ ≡ t + u⊥yζ2
y , and γ = ty + uyyζ2

y

are elastic constants.



April 20, 2004 9:26 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap10

286 L. Radzihovsky

The underlying rotational invariance of the tubule in the embedding space is
responsible for two essential features of Fel . Firstly, it enforces a strict vanishing
of the (∂y

�h)2 tension-like term, with curvature (∂2
y
�h) as the lowest order harmonic

term in the Goldstone tangent mode ∂y
�h. The result is highly anisotropic bulk

elastic energy. Rotational invariance also ensures that nonlinear elasticity can only
come in through powers of nonlinear strain tensor E(u,�h) ≡ ∂yu + 1

2 (∂y
�h)2, and

that this property must be preserved upon renormalization.

2.5.1. Anomalous Elasticity of the Tubule Phase

Within harmonic approximation tubule, bulk rms transverse height undulations are
given by

〈|�h(x)|2〉 ≈
∫

q⊥>L−1
⊥

dD−1q⊥dqy

(2π)D

1
tq2

⊥ + κq4
y

∝ L
5/2−D
⊥ . (25)

This suggests that for “phantom” tubules, the upper critical dimension Duc = 5/2,
contrasting with Duc = 4 for the flat phase.7,8 This also implies that rms fluctua-
tions of the tubule normals are given by

〈|δny(x)|2〉 ∝ L
3/2−D
⊥ . (26)

Since this diverges in the infra-red L⊥ → ∞ for D ≤ Dlc = 3/2, this harmonic
bulk mode analysis (ignoring anomalous elasticity and zero modes) suggests that
the lower critical dimension Dlc below which the tubule is necessarily crumpled is
given by Dlc = 3/2.

As for the flat phase, one needs to assess the role of elastic nonlinearities that
appear in free energy Fel , Eq. (24). One way to do this is to integrate out the phonon
u (which, at long scales can be done exactly). This leads to the only remaining
nonlinearity in �h

Fanh[�h] =
1
4

∫
dD−1x dy (∂y

�h · ∂y
�h) Vh (∂y

�h · ∂y
�h)], (27)

with the Fourier transform of the kernel given by

Vh(q) =
gyg⊥q2

⊥
gyq2

y + g⊥q2
⊥

. (28)

Because of the |q|⊥ ≈ q2
y (z = 1/2) anisotropy of the bulk �h modes, Vh(q) scales

as g⊥q⊥ at long scales, and therefore is strongly irrelevant near the Gaussian fixed
point as long as g⊥ is not renormalized (but see below). It is straightforward to
verify to all orders in perturbation theory, that in a phantom tubule, there is no
such renormalization of g⊥.13



April 20, 2004 9:26 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap10

Anisotropic and Heterogeneous Polymerized Membranes 287

However, as asserted earlier, the full elasticity Eq. (24), before u is integrated
out, is anomalous, because gy(q) is driven to zero as qy → 0, according to

gy(q) = qηu
y Sg(qy/qz

⊥), (29)

with Sg(x) universal scaling function:

Sg(x) ∝
{

constant, x → ∞
x−ηu , x → 0

, (30)

and exact exponents:

z =
1
2
, ηu = 5 − 2D. (31)

One simple way to see this is to note that rotational invariance enforces graphical
corrections to preserve the form of the nonlinear strain tensor E(u,�h) ≡ ∂yu +
1
2 (∂y

�h)2. This leads to a relation between ηκ, ηu and the anisotropy exponent z

2ηκ + ηu = 4 − (D − 1)/z (32)

which, together with the defining relation z = 2/(4 − ηκ) reduces to

2ηu − (D − 5)ηκ = 10 − 4D, (33)

and for ηκ = 0 gives z and ηu in Eq. 31. This is supported by a detailed self-
consistent one-loop perturbative calculation of gy(q) and by direct RG analysis.13

For phantom membranes with D = 2, ηu = 1 and z = 1/2, we find:

gy(q) ∝
{

qy, qy � √
q⊥√

q⊥, qy � √
q⊥

. (34)

This leads to phonon rms fluctuations given by

〈u(x)2〉 = L
1/4
⊥ Su

(
Ly/L

3/4
⊥

)
, (35)

with the universal scaling function having the limiting form:

Su(x) ∝
{

constant, x → ∞
x1/3, x → 0

. (36)

For roughly square membranes, Ly ∼ L⊥ = L, so, as L → ∞, Ly/L
3/4
⊥ → ∞ this

gives

〈u(x)2〉 = L
1/4
⊥ , (37)

a result that is consistent with simulations by Bowick et al.44
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2.5.2. Zero-modes and Tubule Shape Correlation

The tubule’s shape is characterized by

R2
G ≡ 〈|�h(L⊥, y) − �h(0⊥, y)|2〉, h2

rms ≡ 〈|�h(x⊥, Ly) − �h(x⊥, 0)|2〉. (38)

As illustrated in Fig. 3 RG measures the radius of a typical cross-section of the
tubule perpendicular to its extended (y-) axis, and hrms measures tubule end-to-
end transverse fluctuations.

For a phantom tubule these are easily computed exactly using tubule free energy,
Eq. (24). One important subtlety is that one needs to take into account “zero modes”
(Fourier modes with q⊥ or qy = 0), that, because of anisotropic scaling q⊥ ∼ q2

y of
the bulk modes can dominate tubule shape fluctuations.

For RG one finds

R2
G = 2(d − D)

[
kBT

Ly

∫
L−1

⊥

dD−1q⊥
(2π)D−1

1
tq2

⊥
(1 − eiq⊥·L⊥)

+ kBT

∫
L−1

⊥ ,L−1
y

dD−1q⊥dqy

(2π)D

(1 − eiq⊥·L⊥)
tq2

⊥ + κ(q)q4
y

]
, (39)

with the first and second terms coming from the qy = 0 “zero mode” and the
standard bulk contributions, respectively. From its definition, it is clear that the
q⊥ = 0 “zero mode” does not contribute to RG. Standard asymptotic analysis of
the above integrals gives

RG(L⊥, Ly) = Lν
⊥SR(Ly/Lz

⊥) (40)

with, for phantom membranes,

ν =
5 − 2D

4
, z =

1
2
, (41)

and the limiting form of the universal scaling function SR(x) given by

SR(x) ∝
{

1/
√

x, for x → 0

constant, for x → ∞ . (42)

This gives

RG ∝ Lν
⊥ ∝ L1/4, for D = 2, (43)

for the physically relevant case of a square membrane L⊥ ∼ Ly ∼ L → ∞, for
which Ly � Lz

⊥, with bulk mode contribution dominating over the qy = 0 zero
mode. This result is in excellent quantitative agreement with simulations of Bowick
et al.44 who found ν = 0.24 ± 0.02, in D = 2. It would be interesting to test the
full anisotropic scaling prediction of Eqs. 40, 42 by varying the aspect ratio of the
membrane in such simulations. For instance, for fixed L⊥ and increasing Ly these
predict no change in RG. The same should hold if Ly is decreased at fixed L⊥: RG

should remain unchanged until Ly ∼ √
L⊥, at which point the tubule should begin

to get thinner (i.e. RG should decrease).
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Equations (40) and (42) also correctly recover the limit of Ly = constant �
Lz

⊥ → ∞, where the tubule simply becomes a phantom, coiled up, D−1-dimensional
polymeric network of size L⊥ embedded in d − 1 dimensions, with the radius of
gyration RG(L⊥) ∼ L

(3−D)/2
⊥ . In the physical dimensions (D = 2 and d = 3) this in

particular gives a coiled up ideal polymer of length L⊥ with RG ∼ L
1/2
⊥ , as expected.

Similar analysis for the tubule roughness hrms gives

h2
rms = 2(d − D)

[
kBT

LD−1
⊥

∫
L−1

y

dqy

(2π)
1

κ(qy)q4
y

(1 − eiqyLy )

+kBT

∫
L−1

⊥ ,L−1
y

dD−1q⊥dqy

(2π)D

(1 − eiqyLy )
tq2

⊥ + κ(q)q4
y

]
. (44)

In contrast to RG, only the q⊥ = 0 zero mode (first term) and bulk modes contribute
to hrms, giving

hrms(L⊥, Ly) = Lζ
ySh(Ly/Lz

⊥) (45)

with, for phantom membranes,

ζ =
5 − 2D

2
, z =

1
2

(46)

and the asymptotics of Sh(x) given by

Sh(x) ∝
{

constant, for x → 0

x3/2−ζ , for x → ∞ . (47)

Equations (40) and (45) give information about the tubule roughness for arbitrarily
large size L⊥ and Ly, and arbitrary aspect ratio. For the physically relevant case
of a square membrane L⊥ ∼ Ly ∼ L → ∞, for which Ly � Lz

⊥, in contrast to RG

(where bulk modes dominates), q⊥ = 0 zero mode dominates, leading to

hrms ∝ L
ζ+(D−1)/2z
y

L
(D−1)/2
⊥

∝ Lζ+(D−1)(1−z)/2z. (48)

Equations (18), (46) then give, for a D = 2 phantom tubule, ζ = 1/2, z = 1/2

hrms ∼ L
3/2
y

L
1/2
⊥

, (49)

and therefore predicts for a square phantom membrane wild transverse tubule
undulations

hrms ∼ L, (50)

consistent with simulations44 that find hrms ∼ Lγ , with γ = 0.895 ± 0.06. As with
RG, it would be interesting to test the full scaling law Eq. (45) by simulating non-
square membranes, and testing for the independent scaling of hrms with Ly and
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L⊥. Note that, unlike RG, according to Eq. (49), hrms will show immediate growth
(reduction) when one increases (decreases) Ly at fixed L⊥.

The above discussion also reveals that our earlier conclusions about the lower
critical dimension Dlc for the existence of the tubule are strongly dependent on how
L⊥ and Ly go to infinity relative to each other; i.e., on the membrane aspect ratio.
The earlier conclusion that Dlc = 3/2 only strictly applies when the bulk modes
dominate the physics, which is the case for a very squat membrane, with Ly ≈ Lz

⊥,
in which case Ly � L⊥. For the physically more relevant case of a square phantom
membrane, from the discussion above, we find that tubule phase is just marginally
stable with Dlc = 2−.

Equations (40) and (45) also correctly recover the limit of Lz
⊥ = constant �

Ly → ∞, where the tubule simply becomes a polymer (ribbon) of thickness RG(L⊥)
of length Ly embedded in d − 1 dimensions. These equations then correctly recover
the polymer limit giving

hrms ≈ LP (Ly/LP )3/2, (51)

with L⊥-dependent persistent length LP (L⊥) ∝ LD−1
⊥ . So, as expected for a phan-

tom tubule, if L⊥ does not grow fast enough (e.g. remains constant), while Ly → ∞,
the tubule behaves as a linear polymer and crumples along its axis and the distinc-
tion between the crumpled and tubule phases disappears.

2.6. Self-avoidance in the Tubule Phase

Self-avoidance is an important ingredient that must be included inside the tubule
phase. Detailed analysis of self-avoidance overturns arguments in Sec. 2.5.1, and
leads to anomalous elasticity in the bending rigidity modulus κ(q). Self-avoidance
therefore also modifies the values of other shape exponents, while leaving the scaling
form of correlation functions unchanged.

In the y-tubule phase the self-avoidance interaction FSA from Eq. 5 reduces to

FSA = v

∫
dydD−1x⊥dD−1x′

⊥ δ(d−1)(�h(x⊥, y) − �h(x′
⊥, y)), (52)

with v = b/2ζy.

2.6.1. Flory Theory

The effects of self-avoidance can be estimated by generalizing standard Flory
arguments45 from polymer physics46 to the extended tubule geometry. The total
self-avoidance energy scales as

ESA ∝ V ρ2, (53)

where V ≈ Rd−1
G Ly is the volume in the embedding space occupied by the tubule

and ρ = M/V is the embedding space density of the tubule. Using the fact that the
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tubule mass M scales like LD−1
⊥ Ly, we see that

ESA ∝ LyL
2(D−1)
⊥

Rd−1
G

. (54)

Using the radius of gyration RG ∝ Lν
⊥, and considering, as required by the

anisotropic scaling, a membrane with L⊥ ∝ L2
y, we find that ESA ∝ LλSA

y around
the phantom fixed point, with

λSA = 1 + 4(D − 1) − (d − 1)ν. (55)

Self-avoidance is relevant when λSA > 0, which, from the above equation,
happens for ν = νph = (5 − 2D)/4 when the embedding dimension

d < dSA
uc =

6D − 1
5 − 2D

. (56)

For D = 2-dimensional membranes, dSA
uc = 11. Thus, self-avoidance is strongly

relevant for the tubule phase in d = 3, in contrast to the flat phase.
We can estimate the effect of the self-avoidance interactions on RG in Flory

theory, by balancing the estimate Eq. (54) for the self-avoidance energy with a
similar estimate for the elastic energy:

Eelastic = t

(
RG

L⊥

)2

LD−1
⊥ Ly. (57)

Equating Eelastic with ESA, we obtain a Flory estimate for the radius of gyration RG:

RG(L⊥) ∝ LνF

⊥ , νF =
D + 1
d + 1

, (58)

which should be contrasted with the Flory estimate of νc
F = (D +2)/(d+2) for the

crumpled phase. For the physical case D = 2, Eq. (58) gives

RG ∝ L
3/4
⊥ , (59)

a result that is known to be exact for the radius of gyration of a D = 1-polymer
embedded in d = 2-dimensions.47 Since the cross-section of the D = 2-tubule,
crudely speaking, traces out a crumpled polymer embedded in two dimensions (see
Fig. 3), it is intriguing to conjecture that ν = 3/4 is also the exact result for the
scaling of the thickness of the tubule.

2.6.2. Renormalization Group and Scaling Relations

A new significant complexity that arises and is special to the tubule phase (as
compared to the crumpled phase) is the simultaneous presence of local elastic
and nonlocal (in the intrinsic space) self-avoidance nonlinearities. The above Flory
mean-field analysis (that ignores elastic nonlinearities) is nicely complemented by a
renormalization group approach that can handle this complexity of the full model
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F = Fel + FSA, Eqs. (24), (52). Although, as we argued above, elastic nonlineari-
ties are irrelevant in a phantom tubule, in a physical self-avoiding tubule, they are
indeed important and lead to an anomalous bending rigidity elasticity.

The correct model, that incorporates the effects of both the self-avoiding inter-
action and the anharmonic elasticity, is defined by the full tubule free energy

F =
1
2

∫
dD−1x⊥dy

[
κ(∂2

y
�h)2 + t(∂⊥

α
�h)2 + g⊥(∂⊥

α u)2 + gy

(
∂yu +

1
2
(∂y

�h)2
)2

]

+ v

∫
dydD−1x⊥dD−1x′

⊥δ(d−1)(�h(x⊥, y) − �h(x′
⊥, y)). (60)

To assess the role of elastic (gy) and self-avoiding (v) nonlinearities we implement
standard momentum-shell RG.48 We integrate out perturbatively in gy and v short-
scale fluctuations of modes u(q) and �h(q) within a cylindrical shell Λe−l < q⊥ < Λ,
−∞ < qy < ∞, and anisotropically rescale lengths (x⊥, y) and fields (�h(x), u(x)),
so as to restore the ultraviolet cutoff to Λ:

x⊥ = elx′
⊥, y = ezly′, (61)

�h(x) = eνl�h′(x′), u(x) = e(2ν−z)lu′(x′), (62)

where we have chosen the convenient (but not necessary) rescaling of the phonon
field u so as to preserve the form of the rotation-invariant strain operator ∂yu +
1
2 (∂y

�h)2. Under this transformation the free energy returns back to its form, Eq. 60,
but with effective length-scale (l = log L⊥) dependent coupling constants deter-
mined by

dt

dl
= [2ν + z + D − 3 − ft(v)]t, (63)

dκ

dl
= [2ν − 3z + D − 1 + fκ(gy, g⊥)]κ, (64)

dgy

dl
= [4ν − 3z + D − 1 − fg(gy)]gy, (65)

dg⊥
dl

= [4ν − z + D − 3]g⊥, (66)

dv

dl
= [2D − 2 + z − (d − 1)ν − fv(v)]v, (67)

where the various f -functions represent the graphical (i.e., perturbative) corrections.
Since the self-avoiding interaction only involves �h, and (for convenience) the param-
eters in the �h propagator (t and κ) are going to be held fixed at 1, the graphical
corrections coming from self-avoiding interaction alone depend only on the strength
v of the self-avoiding interaction. Therefore, to all orders in v, and leading order
in gy, ft(v) and fv(v) are only functions of v and fκ(gy, g⊥) and fg(gy) are only
functions of gy and g⊥.
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It is important to note that g⊥ suffers no graphical corrections, i.e., Eq. 66 is
exact. This is enforced by an exact symmetry

u(x⊥, y) → u(x⊥, y) + χ(x⊥), (68)

where χ(x⊥) is an arbitrary function of x⊥, under which the nonlinearities in F are
invariant.

We further note that there is an additional tubule “gauge”-like symmetry for
gy = 0

�h(x⊥, y) → �h(x⊥, y) + �φ(y), (69)

under which the only remaining nonlinearity, the self-avoiding interaction,
being local in y, is invariant. This “tubule gauge” symmetry demands that
fκ(gy = 0, g⊥) = 0, which implies that if gy = 0, there is no divergent renormal-
ization of κ, exactly, i.e., the self-avoiding interaction alone cannot renormalize
κ. This non-renormalization of κ by the self-avoiding interaction, in a truncated
(unphysical) membrane model with gy = 0, has been verified to all orders in a
perturbative renormalization group calculation.49

To see that ν and z obtained as fixed point solutions of Eqs. (63)–(67) have the
same physical significance as the ν and z defined in the scaling expressions Eqs. (1)
for the radius of gyration RG and tubule wigglyness hrms, we use RG transformation
to relate these quantities in the unrenormalized system to those in the renormalized
one. This gives, for instance, for the radius of gyration

RG(L⊥, Ly; t, κ, . . .) = eνlRG(e−lL⊥, e−zlLy; t(l), κ(l), . . .). (70)

Choosing l = l∗ = log L⊥ this becomes:

RG(L⊥, Ly; t, κ, . . .) = Lν
⊥RG(1, Ly/Lz

⊥; t(l∗), κ(l∗), . . .). (71)

This relation holds for any choice of the (after all, arbitrary) rescaling exponents ν

and z. However, if we make the special choice such that Eqs. (63)–(67) lead to fixed
points, t(l∗), κ(l∗), . . . in Eq. (71) go to constants, independent of l∗ (and hence
L⊥), as L⊥ and hence l∗, go to infinity. Thus, in this limit, we obtain from Eq. (71)

RG(L⊥, Ly; t, κ, . . .) = Lν
⊥RG(1, Ly/Lz

⊥; t∗, κ∗, . . .), (72)

where t∗, κ∗, . . . are the fixed point values of coupling constants. This result clearly
agrees with the scaling forms for RG, Eq. (1) (with analogous derivation for hrms)
with the scaling function given by SR(x) ≡ RG(1, x; t∗, κ∗, g∗

y , v∗).
The recursion relations Eqs. (63)–(67) reproduce all of our earlier phantom mem-

brane results (when v = 0, leading to fκ = 0), as well as the upper-critical embed-
ding dimension dSA

uc = (6D − 1)/(5 − 2D) for self-avoidance predicted by Flory
theory, Eq. (55), and the upper critical intrinsic dimension Duc = 5/2 for anoma-
lous elasticity for phantom membranes (determined by eigenvalues of dimensionless
couplings corresponding to v and gy). They also reproduce all of the Flory theory
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exponents under the approximation that graphical corrections to t and v are the
same, i.e., that ft(v∗) = fv(v∗).

To analyze the renormalization of κ in a self-avoiding tubule, we focus once again
on the non-local interaction Fanh, Eq. (27), mediated by integrated out phonons,
with a kernel

Vh(q) =
gyg⊥q2

⊥
gyq2

y + g⊥q2
⊥

, (73)

whose long-scale scaling determines renormalization of κ. If gy(q)q2
y � g⊥(q)q2

⊥
(as we saw for a phantom tubule), then at long scales Vh(q) ≈ g⊥q2

⊥/q2
y ∼ q2

y in
the relevant limit of q⊥ ∼ q2

y. Simple power counting around the Gaussian fixed
point then shows that this elastic nonlinearity is irrelevant for D > Duc = 3/2, and
therefore f∗

κ = ηκ = 0 for a physical D = 2-dimensional tubule, as we argued in
Sec. 2.5.

On the other hand, if the scaling is such that g⊥(q)q2
⊥ dominates over gy(q)q2

y,
then Vh(q) ≈ gy, i.e. a constant at long length scales. Simple power-counting then
shows that this coupling is relevant for D < Duc = 5/2 and the bending rigidity
modulus of a D = 2-dimensional tubule is anomalous in this case.

In the RG language, the relevance of Vh is decided by the sign of the renormal-
ization group flow eigenvalue of g⊥(l) in Eq. (66)

λg⊥ = 4ν − z + D − 3, (74)

which is exactly determined by the fixed-point values of ν and z, since g⊥ suffers
no graphical renormalization.

As discussed in previous sections, for a phantom tubule (or for d > duc) ν =
(5 − 2D)/4 and z = 1/2. For d below but close to dSA

uc = (6D − 1)/(5 − 2D) (= 11
for D = 2), these values are modified by the self-avoiding interaction, but only by
order ε ≡ d − dSA

uc . Hence a D = 2-dimensional tubule, embedded in d dimensions
close to dSA

uc = 11, λg⊥ ≈ −1/2 and g⊥(l) flows according to

dg⊥
dl

=
[
−1

2
+ O(ε)

]
g⊥, (75)

i.e. g⊥ is irrelevant near d = 11 (for ε � 1), Vh(q) ∼ g⊥q2
⊥/q2

y ∼ q
2−O(ε)
y is irrelevant

to the bend elasticity for a D = 2-dimensional tubule embedded in high dimensions
near dSA

uc = 11, and, hence, fκ = ηκ in Eq. (64) vanishes as the fixed point. Therefore,
in these high embedding dimensions the full model of a self-avoiding tubule reduces
to the linear elastic truncated model with self-avoiding interaction as the only non-
linearity, that can be nicely studied by standard expansion in ε = dSA

uc − d.49 As we
discussed above, the “tubule gauge” symmetry guarantees that in this case the self-
avoiding interaction alone cannot renormalize κ, i.e., fκ = ηκ = 0 for d near dSA

uc .



April 20, 2004 9:26 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap10

Anisotropic and Heterogeneous Polymerized Membranes 295

This together with Eq. (64) at its fixed point leads to an exact exponent relation

z =
1
3
(2ν + D − 1), (76)

valid for a finite range d∗ < d < dSA
uc of embedding dimensions, and for phantom

tubules in any embedding dimension. Where valid, it therefore reduces the tubule
problem to a single independent shape exponent.

However, this simple scenario, and, in particular, the scaling relation Eq. (76), is
guaranteed to break down as d is reduced. The reason for this is that, as d decreases,
ν increases, and eventually becomes so large that the eigenvalue λg⊥ of g⊥ changes
sign and becomes positive. As discussed earlier, once this happens, the nonlinear
vertex Eq. (73) becomes relevant, and κ acquires a divergent renormalization, i.e.,
fκ �= 0, and bend tubule elasticity becomes anomalous.

Now, it is easy to show, using Eq. (76) and a rigorous lower bound
ν > (D − 1)/(d − 1) inside λg⊥ , that it must become positive for d > dlb

∗ (D) with

dlb
∗ (D) =

4D − 1
4 − D

= 7/2, for D = 2. (77)

Hence, for the case of interest D = 2 critical dimension d∗ is bounded by 7/2 from
below. In fact, Flory and ε = 11 − d estimates indicate that d∗(D = 2) ≈ 6.13

We therefore conclude that in a physical D = 2-dimensional self-avoiding tubule,
embedded in d = 3 < d∗ ≈ 6, anharmonic elasticity Fanh is important at long scales
and leads to anomalous and divergent bending rigidity κ(q) and gy(q)

gy(q) = qηu
y Sg(qy/qz

⊥), κ(q) = q−ηκ
y Sκ(qy/qz

⊥), (78)

with

zηκ = fκ(g∗
y , g∗

⊥), zηu = fg(g∗
y). (79)

and asymptotic forms of scaling functions

Sg(x → 0) → x−ηu , Sκ(x → 0) → xηκ . (80)

Another consequence is the breakdown of the exponent relation, Eq. (76), that is
replaced by two exact relations holding between four independent exponents z, ν,
ηκ, and ηu

z =
1

3 − ηκ
(2ν + D − 1), z =

1
3 + ηu

(4ν + D − 1), (81)

which automatically contain the rotational symmetry Ward identity

2ηκ + ηu = 3 − (D − 1)/z, (82)

formally arising from the requirement that graphical corrections do not change the
form of the rotationally invariant strain operator ∂yu + 1

2 (∂y
�h)2. The existence of a

nontrivial d∗ > 3 and its consequences are summarized by Figs. 6 and 7.
The physics behind above somewhat formal derivation of exponent relations

(Ward identities) can be further exposed through a simple physical shell argument.
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Fig. 6. Schematic illustration of change in relevance of g⊥(l) at d∗. For embedding dimensions
below d∗ (which includes the physical case of d = 3), g⊥(l) becomes relevant and (among other
phenomena) leads to anomalous bending elasticity with κ(q) ∼ q−ηκ

y , that diverges at long length
scales.

D

d*

11

d

5
2

4

d
SA
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2
3

ηκ= 0

Self-avoidance
irrelevant

Self-avoidance
relevant

ηu > 0

ηκ= 0

ηu > 0

ηκ > 0
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Fig. 7. Schematic of the tubule “phase” diagram in the embedding d vs intrinsic D dimensions.
Self-avoiding interaction becomes relevant for d < dSA

uc (D) = (6D−1)/(5−2D), (= 11, for D = 2).
Below the d∗(D) curve (for which the lower bound is dlb∗ (D) = (4D − 1)/(4 − D)) the anharmonic
elasticity becomes relevant, leading to anomalous elasticity with a divergent bending rigidity.

As can be seen from Fig. 8, bending of a tubule of radius RG into an arc of radius
Rc induces an in-plane strain energy density gy(Ly, L⊥)(RG(Ly)/Rc)2. Interpreting
this additional energy as an effective bending energy density κy(L⊥, Ly)/R2

c , leads
to the effective bending modulus κy(L⊥, Ly),

κy(L⊥, Ly) ∼ gy(L⊥, Ly)RG(L⊥, Ly)2. (83)
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RG
RC

Fig. 8. Illustration of the physical mechanism for the enhancement of the bending rigidity κ by
the shear gy elasticity. To bend a polymerized tubule of thickness RG into an arc of radius Rc

requires RG/Rc fraction of bond stretching and therefore costs elastic shear energy, which when
interpreted as bending energy leads to a length-scale dependent renormalization of the bending
rigidity κ and to the Ward identity Eq. (84).

This leads to a relation between the scaling exponents

2ν = z(ηκ + ηu). (84)

that is contained in Eqs. (81) obtained through RG analysis above.
We note, finally, that all of the exponents must show a jump discontinuity at d∗.

Therefore, unfortunately, an extrapolation from ε = 11 − d-expansion in a truncated
model with linear elasticity49 down to the physical dimension of d = 3 (which is
rigorously below d∗) gives little information about the properties of a real tubule.

The computations for a physical tubule must be performed for d < d∗, where
both the self-avoidance and the elastic nonlinearities are both relevant and must be
handled simultaneously. As we discussed above, for d < d∗, the eigenvalue λg⊥ > 0,
leading to the flow of g⊥(l) to infinity, which in turn leads to Vh(q) = gy. Physically
this regime of g⊥ → ∞ corresponds to freezing out the phonons u, i.e. setting u = 0
in the free energy F [�h, u], Eq. (60), with the resulting effective free energy functional
for a physical self-avoiding tubule given by

F =
1
2

∫
dD−1x⊥dy

[
κ(∂2

y
�h)2 + t(∂⊥

α
�h)2 +

1
4
gy(∂y

�h)4
]

+ v

∫
dydD−1x⊥dD−1x′

⊥δ(d−1)(�h(x⊥, y) − �h(x′
⊥, y)). (85)

Since one must perturb in gy around a nontrivial, strong coupling fixed point with
v∗ = O(1), unfortunately, no controlled analysis of above model exists todate and
remains a challenging open problem. Nevertheless, above RG analysis combined
with Flory estimates and exact exponent relations provides considerable information
about shape fluctuations and elasticity of a polymerized tubule.
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2.7. Phase Transitions

Now that we have solidly established the properties of the three phases of anisotropic
polymerized membranes, we turn to analysis of phase transitions between them. As
discussed in the Introduction, a direct crumpled-to-flat transition is highly non-
generic for anisotropic membranes, as it has to be finely tuned to the tetracritical
point illustrated in Fig. 2. If so tuned this transition will be in the same universality
class as for isotropic membranes (where it is generic).6,9

Here we will focus on the new crumpled-to-tubule and tubule-to-flat transi-
tions, which are generic for membranes with any amount of anisotropy. As for the
tubule phase itself and the crumpled-to-flat transition, a complete analysis of these
transitions must include both elastic and self-avoiding nonlinearities, a highly non-
trivial open problem. Below we will instead present an incomplete solution. First
we will present an RG analysis of a phantom (non-selfavoiding) membrane, focusing
on the much simpler crumpled-to-tubule transition. We will then complement this
study with a scaling theory and Flory approximation of the crumpled-to-tubule and
tubule-to-flat transitions in a more realistic self-avoiding membrane.

2.7.1. Renormalization Group Analysis of Crumpled-To-Tubule Transition

The crumpled-to-(y-)tubule (CT) transition takes place when ty → 0, while t⊥
remains positive. This implies that the CT critical point is characterized by highly
anisotropic scaling q⊥ ∝ q2

y. It leads to a considerable simplification of the full free
energy defined in Eq. (5) down to

F [�r(x)] =
1
2

∫
dD−1x⊥dy

[
κy(∂2

y�r)
2 + t⊥(∂⊥

α �r)2 + ty(∂y�r)2 +
uyy

2
(∂y�r · ∂y�r)2

]
.

(86)

The standard O(d) φ4 model form of F facilitates systematic analysis using con-
ventional RG methods.48 Because of the strong scaling anisotropy of the quadratic
pieces of the free energy, it is convenient to rescale lengths x⊥ and y anisotropically:

x⊥ = x′
⊥el, y = y′ezl , (87)

and rescale the “fields” �r(x) according to

�r(x) = eχl�r′(x′). (88)

Under this transformation

κy(l) = κye(D−1−3z+2χ)l, t⊥(l) = t⊥e(D−3+z+2χ)l. (89)

Requiring that both κy and t⊥ remain fixed under this rescaling (zeroth order RG
transformation) fixes the “anisotropy” exponent z and the “roughness” exponent χ:

z =
1
2
, χ = (5/2 − D)/2. (90)
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Although this choice keeps the quadratic in �r part of F , Eq. (86), unchanged, it
does change the quartic piece:

uyy(l) = uyye(D−1−3z+4χ)l = uyye(5/2−D)l, (91)

and shows that below the upper critical dimension Duc = 5/2, the Gaussian critical
point is unstable to elastic nonlinearities, that become comparable to harmonic
elastic energies on scales longer than the characteristic length scale Lnl

⊥

Lnl
⊥ =

(
κy

uyy

)1/(5/2−D)

. (92)

To describe the new behavior that prevails on even longer length scales requires a
full-blown RG treatment.

Such an analysis13 leads to corrections to the simple rescaling of κy, t⊥, and ty
(due to uyy non-linearity), characterized by “anomalous” exponents ηκ, ηt, and δθ:

κy(l) = κye(D−1−3z+zηκ+2χ)l, (93)

t⊥(l) = t⊥e(D−3+z+ηt+2χ)l, (94)

ty(l) = tye(D−1−z−δθ+2χ)l ≡ tyeλtl, (95)

that give

z =
2 − ηt

4 − ηκ
, χ =

10 − 4D + ηκ(D − 3 + ηt) − 3ηt

8 − 2ηκ
,

valid at the new nontrivial CT critical point.
Once the values of ηt, ηκ and χ at the critical point are determined, the renor-

malization group gives a relation between correlation functions at or near criticality
(small ty) and at small wavectors (functions that are difficult to compute, because
direct perturbation theory is divergent) to the same correlation functions away from
criticality and at large wavevectors (functions that can be accurately computed
using perturbation theory). For example, the behavior of the correlation lengths
near the transition can be deduced in this way:

ξ⊥(ty) = elξ⊥(tyeλtl), ξy(ty) = ezlξy(tyeλtl), (96)

assuming that a critical fixed point exists and all other coupling constants have
well-defined values at this point. Taking tyeλtl ≈ 1 then gives

ξ⊥(ty) ≈ at−ν⊥
y , ξy(ty) ≈ at−νy

y , (97)

where a ≈ ξ(1) is the microscopic cutoff and,

ν⊥ =
1
λt

=
4 − ηκ

2(2 − ηt − 2δθ) − ηκ(2 − ηt − δθ)
, νy = zν⊥ (98)

are correlation length exponents perpendicular and along the tubule axis.
The anomalous exponents can be computed by integrating out short-scale

degrees of freedom perturbatively in uyy . Standard analysis shows that indeed there



April 20, 2004 9:26 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap10

300 L. Radzihovsky

is a nontrivial critical point (at a finite value of u∗
yy = O(ε), ε ≡ 5/2−D)), at which,

to all orders ηt = 0, and to one-loop order, for a physical membrane (D = 2, d = 3,
i.e., ε = 1/2)

ηκ = 0, z = 1/2, χ = 1/4, ν⊥ ≈ 1.227, νy ≈ 0.614. (99)

It is interesting to note that, in contrast to the treatment of crumpled-to-flat tran-
sition in isotropic membranes6,9, where the critical point was only stable for an
unphysically large value of the embedding dimension d > 219, the critical point
characterizing the crumpled-to-tubule transition discussed here is stable for all d.
Furthermore, the relatively small value of ε = 1/2 (in contrast to for example ε = 2
for flat phase and crumpling transition) gives some confidence that above critical
exponents for the CT transition in a phantom membrane might even be quantita-
tively trustworthy.

2.7.2. Scaling Theory of Crumpled-To-Tubule and Tubule-To-Flat Transitions

The above RG analysis for the CT transition in phantom membranes, can be nicely
complemented by a scaling theory combined with Flory estimates, that can incor-
porate both the elastic and self-avoiding nonlinearities, as we now describe.

Standard scaling arguments, supported by RG analysis and matching calcula-
tions (see e.g., Subsec. 2.5) suggest that near the crumpled-to-tubule transition, for
a square membrane of internal size L, membrane extensions Ry and RG along and
orthogonal to the developing tubule axis should exhibit scaling form:

RG,y = LνG,y
ct fG,y(tyLφ),

∝




t
γG,y
+

y Lνc , ty > 0, L � ξct

LνG,y
ct , L � ξct

|ty|γG,y
− LνG,y

t , ty < 0, L � ξct

(100)

where subscripts t, c and ct refer to tubule, crumpled and tubule-to-crumpled
transition, respectively, and ξct ∝ |ty|−1/φ is a correlation length for the crumpled-
to-tubule transition, ty = (T − Tct)/Tct , Tct is the crumpled-to-tubule transi-
tion temperature, with ty > 0 corresponding to the crumpled phase. Consistency
demands that exponents γG,y

+/− are given by

γG,y
+ =

νc − νG,y
ct

φ
, γG,y

− =
νG,y

t − νG,y
ct

φ
. (101)

The asymptotic forms in Eq. (100) are dictated by general defining properties
of the phases and the CT transition. For example, scaling of both Ry and RG like
Lνc , with the same exponent νc in the crumpled phase is rooted in the isotropy
of that phase. In contrast, extended and highly anisotropic nature of the tubule
phase dictates that νG

t �= νy
t = 1. The anisotropy is, however, manifested even in

the crumpled phase through the different temperature-dependent amplitudes of RG
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and Ry, with the aspect ratio Ry/RG actually diverging as T → T+
ct , and membrane

begins to extend into a tubule configuration. The former of these vanishes as ty → 0+

(since the radius of gyration in the tubule phase is much less than that in the
crumpled phase, since νt < νc), which implies γG

+ > 0, while the latter diverges as
ty → 0+, since the tubule ultimately extends in that direction, which implies γy

+ < 0.
We will now show how these general expectations are born out by the Flory

theory. Following analysis very similar to that done in Sec. 2.6.1, but keeping track
of temperature-dependent order parameter ζy, we find that the Flory approximation
to the free energy density in Eq. (86), supplemented with self-avoidance is given by

fFl[RG, ζy] = tyζ2
y + uyyζ4

y + t⊥

(
RG

L⊥

)2

+ v
LD−1

⊥
ζyRd−1

G

. (102)

Minimizing this over RG, gives

RG ≈ Lνt

⊥

(
v

t⊥ζy

)1/(d+1)

, (103)

with the tubule exponent νt = D+1
d+1 found earlier, but now with additional tempera-

ture and L⊥ dependence of RG through ζy(ty, L⊥) that interpolates between tubule,
crumpled and critical behavior. Inserting this expression for RG into Eq. (102), gives

fFl[ζy] = tyζ2
y + uyyζ4

y + t
d−1
d+1
⊥

(
v

ζy

) 2
d+1

L
− 2(d−D)

d+1
⊥ . (104)

Minimizing fFl[ζy] in the crumpled phase (ty > 0) gives

ζy ≈
(

v2td−1
⊥

td+1
y

) 1
2(d+2)

L
− d−D

d+2
⊥ , (105)

that, as expected vanishes in the thermodynamic limit. For a square (L × L) mem-
brane this then gives for Ry = ζyLy and RG (using Eq. (103))

Ry ∝ t
− d+1

2(d+2)
y L

D+2
d+2
⊥ , RG ∝ t

1
2(d+2)
y L

D+2
d+2
⊥ , (106)

which, after comparing with the general form, Eq. (100), gives

νc =
D + 2
d + 2

, γy
+ = − d + 1

2(d + 2)
, γG

+ =
1

2(d + 2)
, (107)

νc reassuringly agrees with the well-known Flory result for the radius of gyration
exponent νc for a D-dimensional manifold, embedded in d dimensions,5,22–24 and
γy,G
+ special to crumpled anisotropic membranes.

As anticipated earlier, γy
+ �= γG

+ implies that intrinsically anisotropic membrane
are qualitatively distinct from isotropic ones even in the crumpled phase, as they
exhibit a ratio of major to minor moment of inertia eigenvalues (related to RG/Ry)
that diverges as CT transition is approached.
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Now for the tubule phase, characterized by ty < 0 and a finite order parameter
ζy > 0, last term in fFl, Eq. (104) is clearly negligible for L⊥ > ξcr and simple mini-
mization gives ζy ≈ √|ty|/uyy , which, when then inserting into Ry,G and comparing
with the general scaling forms gives for a square membrane

νy
t = 1, γy

− =
1
2
, νG

t =
D + 1
d + 1

, γG
− = − 1

2(d + 1)
. (108)

Finally, right at the crumpled-to-tubule transition, ty = 0, minimization of
fFl[ζy] gives

ζy ∝ L
− (d−D)

3+2d

⊥ (109)

which, when inserted in Ry,G gives the advertised critical scaling forms with
exponents

νy
ct =

D + d + 3
2d + 3

, νG
ct =

2D + 3
2d + 3

, φ =
2(d − D)
2d + 3

. (110)

that are reassuringly consistent with our independent calculations of exponents
γG,y
+,−, νc, νG,y

t , and νG,y
ct using exact exponent relations above. For the physical case

of a two dimensional membrane embedded in a three dimensions, (D = 2, d = 3)

νc = 4/5, νG
ct = 7/9, νy

ct = 8/9, νt = 3/4, (111)

γG
+ = 1/10, γy

+ = −2/5, γG
− = −1/8, γy

− = 1/2, φ = 2/9,

The singular parts of other thermodynamic variables obey scaling laws similar
to that for RG,y, Eq. (100). For example, the singular part of the specific heat per
particle Cv ∼ 1

LD
∂2

∂t2y

( 1
2 tyR2

yLD−2
)
, using Eq. (100) exhibits the scaling form

Cv = Lβg(tyLφ),

∝




t
−α+
y Lβ−α+φ, ty > 0, L � ξct

Lβ , L � ξct

|ty|−α−Lβ−α−φ, ty < 0, L � ξct

(112)

with g(x) ≈ d2

dx2 [f2
y (x)], and

β = 2νy
ct − 2 + φ, α± = −2γy

± + 1, (113)

β = 0, α+ =
2d + 3
d + 2

, α− = 0, Flory theory. (114)

This leads to the unusual feature that outside the critical regime (i.e. for L � ξct),
the singular part of the specific heat above the crumpled-to-tubule transition van-
ishes in the thermodynamic limit like L−α+φ ∼ L−2(d−D)/(d+2) ∼ L−2/5. Similar
behavior was also found for the direct crumpled-to-flat transition by Paczuski et al.6

We now turn to the tubule-to-flat (TF) transition. On both sides of this transi-
tion, Ry = Ly × O(1). Therefore only RG exhibits critical behavior, which can be
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summarized by the scaling law:

RG = Lν⊥,y
tf f⊥(t⊥Lφtf ),

∝




t
γtf
+

⊥ Lνt , t⊥ > 0, L � ξtf

Lνtf , L � ξtf

|t⊥|γtf
−L, t⊥ < 0, L � ξtf

(115)

where t⊥ = (T − Ttf )/Ttf , t⊥ > 0 corresponds to the tubule phase, ξtf ∝ |t⊥|−1/φtf

is the correlation length for this transition, and the exponents obey the scaling
relations:

γtf
+ = (νt − νtf )/φtf , γtf

− = (1 − νtf )/φtf . (116)

In Flory theory we find:

φtf = 1/3, νtf = 5/6, γtf
+ = −1/4, γtf

− = −1/2. (117)

The singular part of the specific heat again obeys a scaling law:

Cv = L2νtf +φtf −2g(t⊥Lφtf ),

∝




t
−αtf

+
⊥ L−κ+ , t⊥ > 0, L � ξtf

L2νtf +φtf −2, L � ξtf

|t⊥|−αtf
−L−κ− , ty < 0, L � ξtf

(118)

where, in Flory theory,

αtf
+ = 3/2, αtf

− = 0, κ+ = 1/2, 2νtf + φtf − 2 = κ− = 0. (119)

Thus, again, the singular part of the specific heat vanishes (now like L−1/2) in
the thermodynamic limit above (i.e., on the tubule side of) the transition, while it
is O(1) and smooth as a function of temperature in both the critical regime and in
the flat phase.

3. Random Heterogeneity in Polymerized Membranes

3.1. Motivation

Soon after a general picture of idealized homogeneous membranes was established,
much of the attention turned to effects of random heterogeneity on conformational
properties of polymerized membranes.50 As with many other condensed matter
systems (e.g., random magnets, pinned charged density waves, vortex lattices in
superconductors)51 a main motivation is that random inhomogeneity is an inevitable
feature in most physical membrane realizations. As illustrated a cartoon of cellular
membrane wall (Fig. 1.4 in lectures by Stan Leibler), functional proteins, nanopores
(controlling ionic flow through membrane), and other heterogeneities (with sincere
apologies to biologists for such crude physicist’s terminology) are incorporated into
a cellular lipid bilayer. Holes or tears, random variation in the local coordination
number (disclinations), dislocations, grain-boundaries, and impurities incorporated
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into fishnet-like biopolymer spectrin network attached to cellular wall (as e.g., in
red blood cells) are also substantial sources of inhomogeneity in membranes. Such
defects in the two-dimensional polymer network are also inadvertently introduced
during photo-polymerization of synthetic polymerized membranes. If one is only
interested in statistical conformational properties of such membranes, these frozen-
in heterogeneities can be treated as random quenched disorder, similar to treatment
of impurities in other condensed matter contexts.51

Consistent with theoretical predictions,50 the fact that quenched internal dis-
order can drastically modify the conformational thermodynamics of polymer-
ized membranes was first demonstrated experimentally by Mutz, Bensimon and
Brienne.52 They observed that partially (heterogeneous) polymerized vesicles
undergo upon cooling a “wrinkling” transition to a folded rigid glassy stucture
that resembles a raisin. Natural interpretation of this important experiment as
an evidence for a transition towards a crumpled spin-glass-like state provided
strong motivation for further theoretical studies of quenched disorder in polymerized
membranes.

Below we will describe a generalized model that includes effects of quenched
disorder in a polymerized membrane and will show that (as in-plane anisotropy,
discussed in previous section) it has drastic qualitative effects on long-length con-
formational properties of a polymerized membrane.

3.2. Model of a Heterogeneous Polymerized Membrane

It is clear that above sources of heterogeneity lead to local random in-plane dila-
tions and compressions and can therefore be modelled by local random stresses
−σαβ(x)uαβ . Geometrically this can be understood as a random preferred back-
ground metric g0

αβ(x) = δαβ + η0
αβ(x) with strain ũαβ = 1

2 (gαβ − g0
αβ(x)) measured

relative to this deformed state, and metric gαβ = ∂α�r · ∂β�r seeking to relax to
g0

αβ(x). These local in-plane stresses can and will be relaxed by buckling of the
membrane into the third dimension that will tend to screen the elastic interaction,
thereby lowering the elastic energy by partial trade-off between in-plane elastic
energy and membrane bending (curvature κ) energy. However, as illustrated in
Fig. 9(a), because such randomness respects the reflection symmetry relating two
sides of the membrane, the induced puckering will locally break this Ising symmetry
spontaneously, and in a way specific to each configuration of disorder.

A qualitatively distinct form of quenched disorder that explicitly breaks reflection
symmetry arises from asymmetric inclusions of the type illustrated in Fig. 9(b).
These lead to a local preferred extrinsic curvature, that, in the flat phase is described
by −∇2�h · �c(x).

Membrane defects will also of course lead to heterogeneous elastic moduli, κ(x),
µ(x), and λ(x). However, it can be shown that such weak heterogeneity (i.e., as long
as the average value of these elastic constants remains larger than their variance,
that is they are predominantly positive) has no qualitative effects on membrane
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(a)

(b)

Fig. 9. A cartoon of a bilayer membrane with a reflection- (a) symmetric and (b) asymmetric
inclusions that can be modelled by two qualitatively distinct types of disorder, the random stress
and random mean curvature disorder, respectively.

long-scale conformations. Consequently, all effects of membrane heterogeneity can
be modelled by just two types of quenched disorder, random stress and random
curvature. This is perhaps not surprising, given the aforementioned analogy of a
membrane with a ferromagnet (with membrane normal n̂ playing the role of a spin
�S), where too, random bond (that respects �S → −�S) and random field (that is odd
under �S → −�S) are the only two qualitatively important types of quenched disorder.
One qualitatively important distinction from random magnets that we can already
anticipate at this point is that the curvature disorder, that couples to the gradient of
the order parameter n̂ is far weaker perturbation than its ferromagnetic analog, the
random field disorder that couples directly to magnetization. This distinction will
lead to importance of the curvature disorder below Duc = 4, (same as the random
stress disorder and therefore competing with it) contrasting with the upper-critical
dimension of Duc = 6 of the random-field in a ferromagnet.51

The general model of heterogeneous membrane is therefore described by an
effective Hamiltonian F [uα,�h]:

F [uα,�h] =
∫

dDx

[
κ

2

(
∇2�h − �c(x)

κ

)2

+ µ(uαβ)2 +
λ

2
(uαα)2

− µuαβηαβ(x) − λ

2
uββηαα(x)

]
, (120)

where quenched disorder fields �c(x) and ηαβ(x) can be characterized by zero-mean,
Gaussian statistics with second moment given by:

ci(x)cj(0) = δij∆c(x), (121)

ηαβ(x)ηγδ(0) =
(

∆1(x) − 1
D

∆2(x)
)

δαβδγδ +
1
2
∆2(x)(δαγδβδ + δαδδβγ). (122)

Another useful form of this model is obtained after the phonons uα are inte-
grated out, which, at long length scales, can be done exactly since the phonons
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(unlike �h) are not soft and therefore can be approximated by a harmonic elasticity.
The resulting Hamiltonian is given by

F [�h] =
∫

dDx

[
κ

2

(
∇2�h − �c(x)

κ

)2

+
1
8
∂α

�h · ∂β
�h

{
2µPT

αγPT
βδ +

2µλ

2µ + λ
PT

αβPT
γδ

}
∂γ

�h · ∂δ
�h

− 1
4
ηαβ(x)

{
2µPT

αγPT
βδ +

2µλ

2µ + λ
PT

αβPT
γδ

}
∂γ

�h · ∂δ
�h

]
(123)

where PT
αβ = δαβ − ∂α∂β

∇2 and PL
αβ = ∂α∂β

∇2 are transverse and longitudinal projection
operators. For D = 2, d = 3 membrane F [�h] simplifies considerably to:

F [�h] =
∫

d2x

[
κ

2

(
∇2h − c(x)

κ

)2

+
K

8
(
PT

αβ∂αh∂βh − PT
αβηαβ(x)

)2

]
, (124)

For a generic configuration of impurity disorder, the ground state is highly nontrivial
as it is determined by simultaneous, but generically conflicting, minimization of the
extrinsic and Gaussian curvature

(
R = 1

2 ((∇2h)2 − (∂α∂βh)2)
)

terms

∇2h =
1
κ

c(x), PT
αβ∂αh∂βh = PT

αβηαβ(x). (125)

Long-scale properties of such ground state are amenable to statistical treatment,
utilizing standard field theoretic machinery.

3.3. Weak Quenched Disorder: “Flat-glass”

3.3.1. Short-range Disorder

For many (but not all; see below) realizations of heterogeneity discussed above,
such as for example random membrane inclusions, the disorder is short-ranged,
and therefore can be characterized by δ-function correlated disorder with variances
∆c(x) = ∆cδ

D(x), ∆1,2(x) = ∆1,2δ
D(x).

To understand the effects of quenched disorder it is helpful to first study the
stability of the flat phase (described by the anomalous elastic fixed point, studied
in Sec. 2.4) by performing a simple perturbative calculation in disorder and elastic
nonlinearities directly for a physical membrane (D = 2, d = 3). Standard analysis50

then leads to disorder and thermally renormalized bending rigidity κD
R :

κD
R (q) = κ + (kBTκ + ∆c)

∫
d2p

(2π)2
K

[
q̂αPT

αβ(p)q̂β

]2
κ2|q + p|4

− (∆1 + ∆2)
∫

d2p

(2π)2
K2

[
q̂αPT

αβ(p)q̂β

]2
4κ|q + p|4 . (126)

The first, temperature-dependent correction that enhances κ is identical to that
of a homogeneous membrane and is responsible for the stability of the flat phase
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of polymerized disorder-free membranes.3 At low temperature the temperature-
independent contributions dominate. The last, random stress contribution leads
to a divergent softening of the bending rigidity,50 while the random curvature term
works to increase the bending rigidity,50,53,54 and thereby works to stabilize the flat
phase through the “order-from-disorder” mechanism that is the zero-temperature
analog of the thermal one discussed in Sec. 2.4.

Weak disorder should not affect the asymptotic behavior of membranes in the
flat phase at sufficiently high temperatures, despite its importance at T = 0. To see
this, assume the disorder is so weak that we can replace the elastic constants on the
right hand side of Eq. (126) by wave-vector-dependent quantities κR(p) and KR(p)
renormalized only by thermal fluctuations in the way controlled by the disorder-free
flat phase fixed point. As discussed in Sec. 2.4 these are expected to be singular at
long scales, with κR(p) ∼ p−ηκ and KR(p) ∼ pηu .3,7–9 The expression for κD

R (q),
Eq. (126) becomes

κD
R (q) = κR(q) + ∆c

∫
d2p

(2π)2
KR(p)

[
q̂αPT

αβ(p)q̂β

]2
κ2

R(q + p)|q + p|4

− (∆1 + ∆2)
∫

d2p

(2π)2
K2

R(p)
[
q̂αPT

αβ(p)q̂β

]2
4κR(q|q + p|4) , (127)

= κR(q)[1 + const.∆cq
ηκ − const.(∆1 + ∆2)qηu ], (128)

where we made use of the exact 2D exponent relation3,7–9 2ηf + ηu = 2 (a conse-
quence of rotational invariance). Since ηκ and ηu are positive, at finite temperature
weak quenched disorder just gives a subdominant nonanalytic correction to disorder-
free result for κR(q). Physically this finite temperature irrelevance of disorder comes
from singularly soft in-plane elastic moduli and divergent bending rigidity, that,
respectively facilitate screening of the in-plane stress induced by impurities and
suppress wrinkling effects of curvature disorder.

These perturbative arguments are supported by detailed renormalization group
calculations controlled by an ε = 4 − D-expansion that show that at finite temper-
ature the Aronovitz-Lubensky fixed point is stable to weak quenched disorder.50

This is summarized by the RG flow equation of the coupling constants illustrated
in Fig. 10.

However, as is clear from the flow diagram, for sufficiently low-temperatures,
even weak bare strain disorder becomes strong (∆’s flow to large values), invalidating
above perturbative argument. In this case a full low temperature RG analysis is
necessary. As first discovered by Morse, Lubensky and Grest, it shows9,50,53,54

that interplay of random stress and curvature disorder leads to a new stable zero-
temperature fixed point that controls long-scale properties of the disorder-roughened
polymerized membrane. Similar to the thermally rough flat phase described by the
AL fixed point, the resulting T = 0 phase is characterized by a power-law roughness
(with ζ < 1) about on average flat configuration. It therefore has all the ingredients
of the “flat-glass” phase anticipated by Nelson and Radzihovsky.50
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P1 P4

D < 4eff∆

µeff

1,2

Fig. 10. RG flow diagram showing the irrelevance of random strain disorder (disorder variance
scales to zero at long scales) near the disorder-free finite temperature fixed point P4 control-
ling properties of the flat phase, and disorder induced instability of the flat phase at vanishing
temperature (µeff ∝ µT ).

These RG results can be nicely complemented by the SCSA analysis.9,54 This
can be done most effectively by first applying the replica formalism,55 that allows
one to work with a translationally invariant effective Hamiltonian. To do this, one
introduces n copies of fields �ha and ua

α labeled by the replica index a, and integrates
out the quenched disorder, thereby obtaining a replicated Hamiltonian. Assuming
commutability of the thermodynamic and the n → 0 limits, the relation to the
disorder-averaged free energy is established through the identity

lnZ = lim
n→0

Zn − 1
n

, (129)

where Z the partition function.
The membrane roughness is characterized by the full disorder-averaged height

correlation function (that can also be related to replicated ones):

〈(�h(x) − �h(0))2〉 = 〈(�h(x) − �h(0))2〉conn + 〈�h(x) − �h(0)〉2, (130)

∼ Ac|x|2ζ + A|x|2ζ′
, (131)

where, respectively, the first (connected) and second contributions characterize
thermal- and disorder-generated roughness, with corresponding roughness expo-
nents ζ and ζ ′, and the overbar denotes configurational (disorder) averages. The
related exponents characterizing the Fourier transform of these parts of the height
correlation functions are given by ζ = (4−D−ηκ)/2 and ζ ′ = (4−D−η′

κ)/2. Analy-
sis very similar to that done for homogeneous membranes in Subsec. 2.4.2, but with
additional replica matrix structure leads to a zero-temperature fixed point, that is
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marginally unstable to finite temperature.53,54 It is characterized by ηκ = η′
κ, with

ηκ(dc, D) = ηpure
κ (4dc, D), (132)

where ηpure
κ (dc, D) is the SCSA exponent for ηκ found in Subsec. 2.4.2 characterizing

a homogeneous polymerized membrane at a finite temperature.9,54 The underlying
reasons for this amazing connection between roughness exponents at the disorder-
and thermally-dominated fixed points is unclear. However, this SCSA prediction
agrees with the 1/dc- and ε-expansions to lowest order in respective small parame-
ters. For a physical membrane, D = 2, dc = 1, SCSA predicts:54

η = 2/(2 +
√

6) = 0.449, ζ = 0.775, (133)

that compares quite well (and much better than the lowest order ε- or 1/dc-
expansions) with the numerical simulation53 result ζ = 0.81 ± 0.03 for a hetero-
geneous polymerized membrane.

3.3.2. Long-range Disorder

Above analysis of short-range impurity disorder can be easily extended to treat
disorder with long-range correlations, that can arise from weakly correlated distri-
bution of frozen-in dislocations and disclinations, random grain boundaries,56 and
from polymerized-in quasi-long-range correlated lipid tilt (or other membrane vec-
tor) order. At long scales, such disorder can be characterized by variances with
power-law Fourier transforms:

∆c(q) = ∆cq
−zc , (134)

∆1,2(q) = ∆1,2q
−z1,2 , (135)

where zc and z1,2 are curvature and stress disorder correlation exponents. Such
long-range disorder considerably enriches the phase diagram of heterogeneous poly-
merized membranes, introducing a number of new flat-glass phases, that are sum-
marized as function of value of these range exponents in Fig. 11. For sufficiently
short-ranged disorder (both zc and z1,2 small), and for finite and zero temperature,
we respectively recover the SCSA exponents for the Aronovitz-Lubensky7–9 and
Morse-Lubensky9,53,54 fixed points.

More generally, the nature of the stable phases strongly depends on the value
of the disorder-range z exponents and divides into three classes: (1) ζ > ζ ′ with
temperature dominated roughness, (2) ζ < ζ ′ with disorder dominated roughness,
and (3) ζ = ζ ′ with equal scaling of the disorder and thermal contributions to the
membrane roughness. Each one of these regions then further subdivides into distinct
flat-glass phases depending on whether long-range curvature, stress, or both types of
disorders are relevant. That is, in the presence of long-range disorder four new flat-
glass phases, stable at finite temperature appear: (i) short-range (SR) curvature and
long-range (LR) stress disorder (LRSG in Fig. 11), (ii) LR curvature and SR stress
disorder (LRCG), (iii) LR disorder in both curvature and stress disorder (LRMG),
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Fig. 11. Domain of stability of the flat phases as a function of zµ, zκ. (1) Disorder-dominated
phases (ζ′ > ζ): long-range stress glass (LRSG), long-range curvature glass (LRCG), long-range
mixed glass (LRMG). (2) Temperature-dominated phases (ζ′ < ζ): LR curvature (LRCAL), LR
mixed (LRM) and LR stress (LRS). (3) LRSM: marginal phase with ζ = ζ′. The shaded area
corresponds to a region of thermal phase transitions between several stable phases (LRCG and
the others). The region where the membrane crumples is indicated.

and (iv) zero curvature disorder and LR stress disorder (not represented in Fig. 11).
In addition to these flat-glass phases three corresponding temperature-dominated
flat phases (LRS, LRCAL, LRM), and two phases for which ζ = ζ ′ appear. In the
shaded area in Fig. 11 several of these phases are stable. Phase transition controlled
by strength of disorder and/or temperature is therefore expected between them.

For sufficiently long range disorder correlations (large z’s), the dominant rough-
ness exponent ζ ′ reaches 1, presumably indicating disorder-driven crumpling tran-
sition, and therefore breakdown of the weak-disorder expansion about (on average)
flat phase. The expected energy-driven crumpling instability to a qualitatively dis-
tinct isotropic “crumpled-glass” state is a priori of entirely different nature than the
entropy-driven crumpling transition predicted for phantom membranes.

3.4. Strong Quenched Disorder: “Crumpled-glass”

Description of the strongly disordered crumpled-glass phase and the associ-
ated transition is significantly more complicated, because in addition to com-
plexities of conventional spin-glasses, nonlocal self-avoiding interaction must be
included. Such crumpled phase is characterized by a vanishing average tangent
field 〈∂αri〉 (hence crumpled), but with a nonzero crumpled-glass order parameter
〈∂αri〉〈∂βrj〉 analogous to Edwards-Anderson spin-glass order parameter in disor-
dered magnets.51 Some progress toward description of such crumpled-glass phase
in phantom membranes was made by Radzihovsky and Le Doussal,57 by utilizing a
1/d-expansion.41–43

In the limit of large embedding dimension, d → ∞, the homogeneous membrane
model can be solved exactly.8 In contrast, for a disordered membrane even in the
d → ∞ limit the exact solution of the crumpled-glass phase appears to be
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intractable. The difficulty arises from the tensor structure of the crumpled-glass
order parameter, that leads to a problem of matrix field theory, a notoriously difficult
problem. However, some progress can be made within an additional mean-field like
approximation that ignores fluctuations in the tensor crumpled-glass order param-
eter. To simplify technical aspects of the presentation it is convenient to specialize
to a purely scalar stress-only disorder, described by random Gaussian, zero-mean
dilations and compressions in the locally preferred metric, g0

αβ(x) = δαβ(1+δg0(x)).
A much more questionable (but technically necessary) approximation is omission of
the self-avoiding interaction, that is undoubtedly important in the crumpled-glass
phase.

Because of the isotropic nature of the crumpled-glass phase, the model must
be formulated in terms of d-dimensional conformation vector �r(x). The effective
Hamiltonian is given by

F [�r] = d

∫
dDx

[
κ

2
|∇2�r|2 +

µ

4
(∂α�r · ∂β�r − g0

αβ(x))2 +
λ

8
(∂α�r · ∂α�r − g0

αα(x))2
]

(136)

where the elastic moduli were rescaled by d so as to obtain sensible and nontrivial
results in the limit d → ∞. Replicating F allows averaging over quenched disorder.55

Then, introducing two Hubbard-Stratanovich fields χαβ and Qij
abαβ to decouple

replica diagonal and off-diagonal nonlinearities, respectively, leads to an effective
Hamiltonian that is quadratic in �r. This allows formal integration over �r, that is
conveniently done around background configuration �r0. Now, ignoring fluctuations
in the Hubbard-Stratanovich fields, the values of the order parameters ∂α�r0 and
Qo

abαβij are determined by minimizing the resulting replicated free energy, together
with the equation of constraint relating χaαβ to these order parameters.

Assuming that the replica symmetry breaking does not occur until higher order
in 1/d, as it happens in the random anisotropy axis model58,59 we look for the
saddle point replica-symmetric solution of the following form,

�ro
a = ζxαêα, χo

aαβ = χδαβ , Qo
abαβij = Qδαβδij (1 − δab). (137)

The corresponding saddle-point equations for ζ, χ and Q are given by:

(1 − ζ2) + 2χ(α + βD) =
T

2D

∫ Λ

0

dDk

(2π)D

[
2

κk2 + χ + ∆̂
2T Q

+
∆̂Q/T(

κk2 + χ + ∆̂
2T Q

)2

]
,

(138)

ζ2 = Q

(
1 − ∆̂

2D

∫ Λ

0

dDk

(2π)D

1(
κk2 + χ + ∆̂

2T Q
)2

)
, (139)

(
χ +

Q∆̂
2T

)
ζ = 0, (140)

where ∆ is scalar stress disorder variance and ∆̂ = (2µ + Dλ)∆. For the special
case of homogeneous membranes, ∆ = 0, these equations reassuringly reduce to
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(b) ∆

0

Q = 0, ζ = 0

crumpled glass

Q = 0, ζ = 0

D > 4 D < 4

Fig. 12. A phase diagram for a disordered polymerized membrane showing (a) crumpled, flat-
and crumpled-glass phases for D > 4. (b) In the physical case D = 2 < 4 the flat phase does not
appear in this d → ∞ limit, but is expected to when 1/d corrections are taken into account.

those found by David et al.8 and describe the crumpled-to-flat transition exactly to
leading order in 1/d.

For a heterogeneous membrane (∆̂ > 0) there are three distinct solutions to
these saddle-point equations, corresponding to three different possibilities for the
values of the pair of order parameters ζ and Q.

ζ = 0, Q = 0, (141)

ζ �= 0, Q �= 0, (142)

ζ = 0, Q �= 0, (143)

that correspond to the crumpled phase, flat phase and crumpled-glass phase of the
membrane, respectively.

Critical properties of these three phases and phase boundaries between them
can be obtained from a straightforward analysis of Eqs. (138)–(140).57 The phase
behavior is summarized in Fig. 12, illustrating that within this approximation the
lower-critical dimension for the flat phase in the presence of quenched disorder is
D∆

lc = 4, and therefore for this model (in d → ∞ limit) only crumpled-glass and
thermal crumpled phases survive in D = 2 membranes.

For the flat phase saddle point equations give

ζ2 = A

(
1 − T

Tc

) (
1 − ∆

∆c

)
, Q = A

(
1 − T

Tc

)
, (144)

where critical crumpling transition temperature Tc and critical value of disorder ∆c

(not to be confused with the variance of the curvature disorder from Secs. 3.2–3.3.2),
defining the rectangular boundaries of the flat phase, are given by

T−1
c =

1
D

∫ Λ

0

dDk

(2π)D

1
κk2 , ∆−1

c =
1

2D

∫ Λ

0

dDk

(2π)D

1
κ2k4 , (145)

and A−1 = 1 + (α + Dβ)∆̂/T . The power-law vanishing of these order parameters
according ζ ∼ (Tc − T )βζ

T , ζ ∼ (∆̂c − ∆̂)βζ
∆ and Q ∼ (Tc − T )βQ

T , defines the
corresponding β exponents: βζ

T = 1/2, βζ
∆ = 1/2, βQ

T = 1.
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Outside this rectangular region ζ vanishes and the membrane undergoes a crum-
pling transition out of the flat phase. For ∆̂ ≤ ∆̂c and as T → Tc the transition is
to the crumpled phase, while for T ≤ Tc and as ∆̂ → ∆̂c flat phase is unstable to
the crumpled-glass phase.

The glass susceptibility near the transition from the flat phase to the crumpled-
glass phase can also be easily calculated by introducing an external field hijαβ =
hδij δαβ conjugate to the crumpled-glass order parameter Qabαβij . The resulting
saddle-point equations then lead to the crumpled-glass susceptibility, χsg =
∂Q/∂h ∼ (∆̂c − ∆̂)−γsg2 , with γsg2 = 1.

Similarly, upon approach to the flat phase from the crumpled-glass (character-
ized by Q �= 0 and ζ = 0) the tangent susceptibility χζ diverges as tangent order ζ

spontaneously develops. Turning on an external field f that couples to the tangent
order parameter, leads to χζ = ∂ζ/∂f ∼ (∆−∆c)−γζ2 giving γζ2 = 2/|4−D|, that,
as expected diverges at the lower-critical dimension D∆

lc = 4 of the flat phase.
Finally, we look at the transition between the crumpled and crumpled-glass

phases. The crumpled-glass susceptibility χsg near this transition is given by
χsg ∼ (∆c(T ) − ∆)−γsg1 , with γsg1 = 1, as at the flat-to-crumpled-glass transition,
except for the modified phase boundary that is nonzero for any D:

∆−1
c (T ) =

1
2D

∫ Λ

0

dDk

(2π)D

1
(κk2 + χ(T ))2

, (146)

and together with saddle-point equations and Q = 0, also defines the phase bound-
ary between the crumpled and crumpled-glass phases for D > 2, ∆c(T ) − ∆c ∼
(T − Tc)φ, with φ the crossover exponent φ = |D − 4|/(D − 2).

As noted above, d → ∞ analysis predicts an instability of the flat phase of
D = 2 membranes to any amount of disorder (D∆

lc = 4). A computation of 1/d

corrections for the disordered membrane is technically quite challenging and remains
an open problem. However, quite generally, anomalous elasticity generated by 1/d

corrections (e.g., finite ηκ = O(1/d) exponent8) strongly suggests the lowering of
D∆

lc down to D∆
lc = 4−O(1/d). This is supported by the Harris criterion applied to

the buckling transition, controlled by the Aronovitz-Lubensky fixed point, that leads
to stability of the flat phase (and the AL fixed point) as long as ηu remains positive.
This is also consistent with the ε = 4 − D-expansion analysis of Radzihovsky and
Nelson (performed for arbitrary d),50 discussed in Subsec. 3.3.1, that the lower-
critical dimension is reduced down to D∆

lc = 4 − 4/d. A phase diagram for D ≤ 4
consistent with the nature of the 1/d corrections is illustrated in Fig. 13.

Finally we observe that the crumpled-glass phase can be destroyed by apply-
ing an external tension to the membrane’s boundaries. The metastable degenerate
ground states would disappear and the average of the local tangents would no longer
vanish. In this respect an external stress would be analogous to an external magnetic
field in spin systems. As the stress is reduced the membrane would slowly return to
the glassy phase but with some hysteresis. The line separating the regions of stable
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∆
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D < 4

Fig. 13. Conjectured phase diagram for a disordered membrane D ≤ 4 when 1/d corrections are
taken into account, that allow a region of flat phase of size 1/d to appear.

and metastable degenerate states is then the analogue of the d’Almeida-Thouless
line60 studied in great detail for the real spin-glasses.51

4. Interplay of Anisotropy and Heterogeneity: Nematic Elastomer
Membranes

We would like to conclude these lectures with a discussion of a new exciting real-
ization of polymerized membranes, nematic elastomer membranes.11 The motiva-
tion for their study is driven by recent experimental progress in the synthesis of
nematic liquid-crystal elastomers,12 statistically isotropic and homogeneous gels of
crosslinked polymers (rubber), with main- or side-chain mesogens, that can sponta-
neously develop nematic orientational order, accompanied by a spontaneous uniaxial
distortion illustrated in Fig. 14.

Even in the absence of fluctuations, bulk nematic elastomers were predicted34

and later observed to display an array of fascinating phenomena,12,35 the most
striking of which is the vanishing of stress for a range of strain, applied transversely
to the spontaneous nematic direction. This striking softness is generic, stemming

TIN TIsotropic
Q = 0, u = 0

Nematic
Q = 0, u = 0

n

Fig. 14. Spontaneous uniaxial distortion of nematic elastomer driven by isotropic-nematic tran-
sition.
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n

ε

σ

εc

(a) (b)

Fig. 15. (a) Simultaneous reorientation of the nematic director and of the uniaxial distortion is a
low-energy nemato-elastic Goldstone mode of an ideal elastomer, that is responsible for its softness
and (b) its flat (vanishing stress) stress-strain curve for a range of strains.

from the spontaneous orientational symmetry breaking by the nematic state,34,35

accompanied by a Goldstone mode,61 that leads to the observed soft distortion and
strain-induced director reorientation,62 illustrated in Fig. 15. The hidden rotational
symmetry also guarantees a vanishing of one of the five elastic constants,35 that
usually characterize harmonic deformations of a three-dimensional uniaxial solid.27

Given the discussion in Sec. 2.4.1, not surprisingly, the resulting elastic softness leads
to qualitative importance of thermal fluctuations and local heterogeneity. Similar to
their effects in smectic and columnar liquid crystals,30–32 thermal fluctuations lead
to anomalous elasticity (universally length-scale dependent elastic moduli) in bulk
homogeneous elastomers with dimensions below 3,36,37 and below 5, when effects
of the random network heterogeneity are taken into account.38

This rich behavior of bulk elastomers provided strong motivation to study
nematic elastomer membranes (D-dimensional sheets of nematic elastomer fluc-
tuating in d dimensions).11 A model of such a membrane must incorporate both
network anisotropy and heterogeneity discussed in previous sections. However, an
important distinction from explicitly anisotropic membranes discussed in Sec. 2 is
that the nematic anisotropy is spontaneously chosen in the amorphous (initially
statistically isotropic) elastomer matrix. At harmonic level this in-plane rotational
symmetry can be captured by a two-dimensional harmonic effective Hamiltonian

H0
NE =

1
2

∫
d2x

[
κxx (∂2

xh)2 + κyy(∂2
yh)2 + 2κxy(∂2

xh)(∂2
yh) + Ky(∂2

yux)2

+ Kx(∂2
xuy)2 + λx(εxx )2 + λy(εyy)2 + 2λxyεxxεyy

]
, (147)

with εαα = ∂αuα (no sum over α implied here), and characterized by a uniaxial
phonon elasticity with a vanishing transverse shear modulus, µxy . This latter feature
is what distinguishes a nematic elastomer membrane from an explicitly anisotropic
membrane discussed in Sec. 2. The vanishing in-plane shear modulus captures at the
harmonic level the invariance of the free energy under infinitesimal rotation of the
nematic axis and the accompanying uniaxial distortion of the elastomer matrix. To
ensure an in-plane stability curvature phonon elastic energies are included in H0

NE .
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As a result, in the putative flat nematic phase of an elastomer membrane, the
phonons have qualitatively “softer” harmonic elasticity than in a conventional poly-
merized membrane discussed in Sec. 2. Consequently, as in other “soft” systems
(e.g., smectic and columnar liquid crystals phases; see discussion in Sec. 2.4.1), in
the presence of thermal fluctuations and/or heterogeneities, nonlinear elastic terms
are essential for the correct description.

First principles derivation of the nematic elastomer model, that incorporates
(hidden) in-plane rotational invariance at nonlinear level is somewhat involved and
we refer an interested reader to recent detailed work on this subject.36,37 In short,
one starts out with a model of a statistically homogeneous and isotropic elastic mem-
brane coupled to a nematic in-plane order parameter Qαβ . The rotational symmetry
is then spontaneously broken by the nematic ordering at the isotropic-nematic tran-
sition, that also induces a spontaneous uniaxial in-plane distortion of the elastomer
matrix, characterized by a strain tensor u0

αβ . Expansion about this flat uniaxial
state, ensuring underlying in-plane and embedding space rotational invariance leads
to a nonlinear elastic Hamiltonian of a nematic elastomer membrane. Its form is
that of the H0

NE , Eq. (147), but with the harmonic strain εαβ replaced by a non-
linear strain tensor wαβ , that incorporates both in-plane and height nonlinearities
of the form (∂xuy)2 and (∂xh)2, respectively.

In D = 2 both phonon and height anharmonic terms are strongly relevant (their
perturbative corrections grow with length scale) and therefore must be both taken
into account. One approach is to generalize the above model to a D-dimensional
nematic elastomer membrane and perform an RG calculation controlled by an
ε-expansion. However, it is easy to show that upper-critical dimensions for these non-
linearities are different, with height undulations becoming relevant below Dh

uc = 4,
and smectic-like and columnar-like in-plane nonlinearities with upper-critical dimen-
sions of Dsm

uc = 3 and Dcol
uc = 5/2, respectively. Hence for D > 3, in-plane phonon

nonlinearities can be neglected, with height undulation nonlinearities (of the type
studied in Secs. 2.4.2, 2.5.1 the only remaining relevant ones for D < 4, and con-
trollable close to D = 4 with an ε = 4 − D-expansion.

Generically, one would expect these undulation nonlinearities to renormalize
bending rigidities καβ as well as in-plane elastic moduli λαβ , leading to anomalous
elasticity with καβ(q) ∼ q−ηκ , λαβ(q) ∼ qηλ . As discussed in Subsec. 2.4.2, here
too, rotational invariance imposes an exact Ward identity between exponents:

2ηκ + ηλ = ε = 4 − D. (148)

However, it is not difficult to show,11 that once in-plane nonlinearities are neglected
(legitimate for D > 3), the harmonic phonons can be integrated out exactly, and
lead to a purely harmonic effective Hamiltonian H[h]. Therefore there is a strict
nonrenormalization of the bending rigidity tensor καβ for D > 3. This together
with the Ward identity, Eq. (148) gives

ηκ = 0, ηλ = 4 − D, (149)
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a result that is supported by a detailed renormalization group calculation.11 This
analysis also makes contact and recovers some of the results previously obtained
in the studies of isotropic polymerized membranes. In particular, the previously
seemingly unphysical, the so-called “connected fluid”7 is realized as a fixed point of
a nematically-ordered elastomer membrane that is unstable to the globally stable
nematic-elastomer fixed point.11

Despite of some success, there are obvious limitations of above description, most
notably in its application to the physical case of D = 2 elastomer membranes and
inclusion of the (usually more dominant) local network heterogeneity. The first
shortcoming primarily has to do with the neglect of in-plane elastic nonlinearities,
which, near the Gaussian fixed point become relevant for D < 3. While it is very
likely that the subdominance of these in-plane nonlinearities relative to the undu-
lation ones will persist some amount below D = 3,63 we expect that in the physical
case of D = 2 all three nonlinearities need to be treated on equal footing. Carrying
this out in a consistent treatment remains an open and challenging problem.

Secondly, elastomers are only statistically homogeneous and isotropic, exhibiting
significant local heterogeneity in the polymer network. As we saw in Sec. 3, such
internal quenched disorder has rich qualitative effects in ordinary polymerized mem-
branes. Furthermore, recent work by Xing and Radzihovsky has demonstrated,38

that interplay between nonlinear elasticity and random strains and torques (due
to network heterogeneity) leads to disorder controlled anomalous elasticity even
in three-dimensional bulk nematic elastomers. Because nematic elastomer mem-
branes are far softer than ordinary polymerized membranes and their bulk analogs,
we expect network heterogeneity to have strong and rich effects in these systems.
Considerable research remains to work out the resulting phenomenology.

It is interesting to conclude with a general discussion of the global conforma-
tional phase behavior of nematic elastomer membranes. As with ordinary polymer-
ized membranes, upon cooling, isotropic elastomer membranes should undergo a
crumpling (flattening) transition from the crumpled to flat-isotropic phase. Upon
further cooling, an in-plane (flat) isotropic-to-(flat) nematic transition can take
place, leading to a flat membrane with a spontaneous in-plane nematic order. As
for explicitly anisotropic membranes discussed in Sec. 2, such nematically-ordered
elastomer membranes should undergo further transition to a nematically-ordered
tubule phase. Because of the in-plane rotation symmetry that is spontaneously (as
opposed to explicitly) broken, such nematic tubule will exhibit in-plane elasticity
(“soft” phonons) that is qualitatively distinct from tubules discussed in Sec. 2.5.1,
and will constitute a distinct phase of elastic membranes.64 One interesting sce-
nario of phase progression is the nematic-flat to nematic-tubule to nematic-flat
reentrant phase transitions, driven by competition between growth of nematic order
(anisotropy) and suppression of membrane’s out-of-plane undulations upon cooling,
as schematically illustrated in Fig. 16. Considerable research to elucidate the nature
of the resulting fascinating phases and transitions remains.64
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TFT TIN TCFTTF T

Fig. 16. A possible phase diagram for ideal nematic elastomer membranes. As the temperature is
lowered a crumpled membrane undergoes a transition to isotropic-flat phase at TCF , followed by a
2D in-plane isotropic-nematic like transition to an anisotropic (nematic) flat phase. As T is lowered
further, this anisotropic flat phase becomes unstable to a nematic tubule phase, where it continu-
ously crumples in one direction but remains extended in the other. At even lower temperature, a
tubule-flat transition takes place at TTF .

5. Summary

In these notes, I have presented a small cross-section of the beauty and richness
of fluctuating polymerized membranes. I have demonstrated the importance of the
in-plane order in determining the long-scale conformations of these elastic sheets,
by discussing in-plane anisotropy and local random heterogeneity and showed that
these lead to a rich and highly nontrivial phenomenology.
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CHAPTER 11

FIXED-CONNECTIVITY MEMBRANES

Mark J. Bowick

Physics Department, Syracuse University , Syracuse, NY 13244-1130
E-mail: bowick@physics.syr.edu

The statistical mechanics of flexible surfaces with internal elasticity and shape
fluctuations is summarized. Phantom and self-avoiding isotropic and anisotropic
membranes are discussed, with emphasis on the universal negative Poisson ratio
common to the low-temperature phase of phantom membranes and all strictly
self-avoiding membranes in the absence of attractive interactions. The study of
crystalline order on the frozen surface of spherical membranes is also treated.

1. Introduction

The statistical mechanics of polymers, which are one-dimensional chains or loops to
a first approximation, has proven to be a rich and fascinating field.1–3 The success of
physical methods applied to polymers relies on universality — many of the macro-
scopic length scale properties of polymers are independent of microscopic details
such as the chemical identity of the monomers and their interaction potential.4

Membranes are two-dimensional (2D) generalizations of polymers. The general-
ization of polymer statistical mechanics to membranes, surfaces fluctuating in three
dimensions, has proven to be very rich because of the richer spectrum of shape and
elastic deformations available. In contrast to polymers, there are distinct univer-
sality classes of membranes distinguished by the nature of their short-range order.
There are crystalline, fluid and hexatic membrane analogues of the corresponding
phases of strictly two-dimensional systems (monolayers) where shape fluctuations
are frozen.5–7

The closest membrane analogue to a polymer is a 2D fishnet-like mesh of nodes
with a fixed coordination number for each node. A fixed-connectivity membrane
with spherical topology from the world of art8 is shown in Fig. 1. Bonds are assumed
to be unbreakable while the nodes themselves live in flat d-dimensional Euclidean
space Rd, with a physical membrane corresponding to the case d = 3. The intrinsic
crystalline order of fixed-connectivity membranes with, say, typical coordination
number 6, leads to the alternative terminology crystalline membranes. They are
also referred to as polymerized or tethered membranes. In general the Hamiltonian
for a fixed-connectivity membrane will include both intrinsic elastic contributions

323
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Fig. 1. Esfera (Sphere) 1976: Gertrude Goldschmidt (Gego). Stainless steel wire — 97 × 88 cm
(Patricia Phelps de Cisneros Collection, Caracas, Venezuela).

(compression and shear) and shape (bending) contributions, since the membrane
undergoes both types of deformation.9,10

Flexible membranes are an important member of the enormous class of soft
condensed matter systems.3,11–13 Soft matter responds easily to external forces and
has physical properties that are often dominated by the entropy of thermal or other
statistical fluctuations.

This chapter will describe the properties of fixed-connectivity membranes with
focus on the universal negative Poisson ratio that illustrates the novel elastic
behavior of the extended (flat) phase of physical membranes, the tubular phase
of anisotropic membranes and ordering on frozen curved membrane topographies.

2. Physical Examples of Membranes

One can polymerize suitable chiral oligomeric precursors to form molecular
sheets.14 This approach is based directly on the idea of creating an intrinsically
two-dimensional polymer. Alternatively one can permanently cross-link fluid-like
Langmuir–Blodgett films or amphiphilic layers by adding certain functional groups
to the hydrocarbon tails and/or the polar heads,15,16 as shown schematically
in Fig. 2.

The 2D-cytoskeletons of certain cell membranes are beautiful and naturally
occurring fixed-connectivity membranes that are essential to the function and stabil-
ity of the cell as a whole.17–21 The simplest and most thoroughly studied example is
the cytoskeleton of mammalian erythrocytes (red blood cells). The human body has
roughly 5×1013 red blood cells. The red blood cell cytoskeleton is a protein network
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Fig. 2. Making a fixed-connectivity membrane by polymerizing a fluid membrane.

Fig. 3. An electron micrograph of a 0.5 micron square region of a red blood cell cytoskeleton
at magnification 365,000 : 1. The skeleton is negatively stained and has been artificially spread to
a surface area nine to ten times as great as in the native membrane. Image courtesy of Daniel
Branton (Dept. of Biology, Harvard University).

whose links are spectrin tetramers (of length approximately 200 nm) meeting at
junctions composed of short actin filaments (of length 37 nm and typically 13 actin
monomers long)22–24 (see Figs. 3, 4). There are roughly 70,000 triangular faces in
the entire mesh which is bound as a whole by ankyrin and other proteins to the
cytoplasmic side of the other key component of the cell membrane, the fluid phos-
pholipid bilayer. Without the cytoskeleton the lipid bilayer would disintegrate into
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Fig. 4. An extended view of the spectrin/actin network which forms the cytoskeleton of the red
blood cell membrane. Image courtesy of Daniel Branton.

a thousand little vesicles and certainly the red blood cell would not be capable of
the shape deformations required to squeeze through narrow capillaries.

There are also inorganic realizations of fixed-connectivity membranes. Graphitic
oxide (GO) membranes are micron size sheets of solid carbon, with thicknesses on
the order of 10 Å, formed by exfoliating carbon with a strong oxidizing agent. Their
structure in an aqueous suspension has been examined by several groups.25–27 Metal
dichalcogenides such as MoS2 have also been observed to form rag-like sheets.28

Finally similar structures occur in the large sheet molecules, shown in Fig. 5, and
believed to be an ingredient in glassy B2O3.

3. Phase Diagrams

Let us consider the general class of D-dimensional elastic and flexible manifolds
fluctuating in d-dimensional Euclidean space. Such manifolds are described by a
d-dimensional vector �r(x), where x labels the D-dimensional internal coordinates,
as illustrated in Fig. 6. A physical membrane, of course, corresponds to the case
(D = 2, d = 3).

The Landau free energy of a membrane must be invariant under global trans-
lations, so the order parameter is given by derivatives of the embedding �r, viz. the
tangent vectors �tα = ∂�r

∂xα , with α = 1, . . . , D. Invariance under rotations in both
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Boron

Oxygen

Fig. 5. The sheet molecule B2O3.

z
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y

r(x  )α

xα

Fig. 6. The parametrization of a membrane with internal coordinates x and bulk coordinates
�r(x).

the internal and bulk space limits the Landau free energy to the form5,29,30

F (�r) =
∫

dDx
[

t

2
(∂α�r)2 + u(∂α�r∂β�r)2 + v(∂α�r∂α�r)2 +

κ

2
(∂2�r)2

]

+
b

2

∫
dDx dDy δd

(
�r(x) − �r(y)

)
, (1)

where higher order terms are irrelevant in the long wavelength limit. The physics
of Eq. (1) depends on the elastic moduli t, u and v, the bending rigidity κ and the
strength of self-avoidance b. The limit b = 0 describes a phantom membrane that
may self-intersect with no energy cost.

For small deformations from a reference ground state one may write �r(x) as

�r(x) =
(
ζx + u(x),�h(x)

)
, (2)
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Fig. 7. Typical configurations of phantom membranes: (a) the crumpled phase, (b) the criti-
cal crumpling phase and (c) the flat or bulk-orientationally-ordered phase. Images are from the
simulations of Ref. 31.

where u(x) are D “internal” phonon modes and �h(x) d − D “out-of-plane” height
fluctuations. The case ζ = 0 corresponds to a mean field isotropic crumpled phase for
which typical equilibrium membrane configurations have fractal Hausdorff dimen-
sion dH (dH = ∞ for phantom membranes) and there is no distinction between
the internal phonons and the height modes. The crumpled phase is illustrated in
Fig. 7(a).

The regime ζ �= 0 describes a membrane which is “flat” up to small fluctua-
tions. The full rotational symmetry of the free energy is spontaneously broken. The
fields �h are the Goldstone modes and scale differently than the phonon fields u.
Figure 7(c) is a visualization of a typical configuration in the “flat” phase.

Phantom membranes are by far the easiest to treat analytically and numerically.
They may even be physically realizable by synthesizing membranes from strands
that cut and repair themselves on a sufficiently short time scale that they access
self-intersecting configurations. One can also view the analysis of the phantom mem-
brane as the first step in understanding the more physical self-avoiding membrane.
Combined analytical and numerical studies have yielded a thorough understanding
of the phase diagram of phantom fixed-connectivity membranes.

3.1. Phantom Membranes

The phantom membrane free energy is

F (�r) =
∫

dDx
[

t

2
(∂α�r)2 + u(∂α�r∂β�r)2 + v(∂α�r∂α�r)2 +

κ

2
(∂2�r)2

]
. (3)
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flat phase

t >0

f

t< 0

0

crumpled phase

T cr T

f

Fig. 8. The mean field free energy density f of fixed-connectivity membranes as a function of the
order parameter t, together with a schematic of the low temperature flat ordered phase and the
high temperature crumpled disordered phase.

The mean field effective potential, using the expansion of Eq. (2), is

V (ζ) = Dζ2
(

t

2
+ (u + vD)ζ2

)
, (4)

with minima

ζ2 =

{
0 t ≥ 0

− t
4(u+vD) t < 0 . (5)

This implies a “flat” (extended) phase for t < 0 and a crumpled phase for t > 0,
separated by a continuous crumpling transition at t = 0, as sketched in Fig. 8.
Of course anything is possible in mean field theory but a variety of analytic and
numerical calculations indicates the true phase diagram of phantom membranes is
qualitatively like Fig. 9.9 The crumpled phase is described by a line of equivalent
Gaussian fixed points (GFPs). There is a crumpling transition line in the κ − t

plane containing an infrared stable fixed point (CTFP) which describes the long
wavelength properties of the crumpling transition. Finally, for large enough values
of κ and negative values of t, the system is in a “flat” phase whose properties are
dictated by an infrared stable flat phase fixed point (FLFP).

3.1.1. The Crumpled Phase

In the crumpled phase, the free energy Eq. (3), for D ≥ 2, simplifies to

F (�r) =
t

2

∫
dDx (∂α�r)2 + irrelevant terms, (6)
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Fig. 9. Schematic plot of the phase diagram for phantom membranes.

since the model is completely equivalent to a linear sigma model with O(d) internal
symmetry in D ≥ 2 dimensions and therefore all derivative operators in �r are
irrelevant by power counting.32,33 The parameter t labels equivalent Gaussian fixed
points, as depicted in Fig. 9. In renormalization group language there is a marginal
direction for positive t. The large distance properties of this phase are described by
simple gaussian fixed points with the exact connected 2-point function:

G(x) ∼
{|x|2−D D �= 2

log |x| D = 2
. (7)

The associated critical exponents may also be computed exactly. The Hausdorff
(fractal) dimension dH , or equivalently the size exponent ν = D/dH , is given (for
the physical case D = 2) by

dH = ∞ (ν = 0) ⇒ R2
G ∼ log L, (8)

where R2
G is the radius of gyration and L is the linear membrane size. This result is

confirmed by numerical simulations of fixed-connectivity membranes in the crum-
pled phase where the logarithmic behavior of the radius of gyration is accurately
checked.31,34−45

3.1.2. The Crumpling Transition

Near the crumpling transition the membrane free energy is given by

F (�r) =
∫

dDx
[
1
2
(∂2�r)2 + u(∂α�r∂β�r)2 + v̂(∂α�r∂α�r)2

]
, (9)

where the bending rigidity has been scaled out and v̂ = v − u
D . By naive power

counting the directions defined by the couplings u and v̂ are relevant for D ≤ 4 and
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the model is amenable to an ε = 4 − D-expansion. The β functions are given by9

βu(uR, vR) = −εuR +
1

8π2

{(
d

3
+

65
12

)
u2

R + 6uRvR +
4
3
v2

R

}
(10)

and

βv(uR, vR) = −εvR +
1

8π2

{
21
16

u2
R +

21
2

uRvR + (4d + 5)v2
R

}
. (11)

These two coupled beta functions have a fixed point only for d > 219.29 This
suggests that the crumpling transition is first order for d = 3. Other analyses,
however, indicate a continuous crumpling transition. A revealing extreme limit of
membranes was studied by David and Guitter.46 This is the limit of infinite elastic
constants in the flat phase. Since the elastic terms in the Hamiltonian scale like q2 in
momentum space, as compared to q4 for the bending energy, this limit exposes the
dominant infrared behavior of the membrane. In this “stretchless” limit the elastic
strain tensor uαβ must vanish and the Hamiltonian is constrained, very much in
analogy to a nonlinear sigma model. The Hamiltonian becomes

HNL =
∫

dDσ
κ

2
(∆�r)2, (12)

together with the constraint ∂α�r∂β�r = δαβ . Remarkably, the β-function for the
inverse bending rigidity, α = 1/κ, may be computed within a large-d expansion,
giving

β(α) = q
∂α

∂q
=

2
d

α −
(

1
4π

+
const.

d

)
α2. (13)

For d = ∞ there is no stable fixed point and the membrane is always crumpled.
To next order in 1/d, however, Eq. (13) reveals an ultraviolet stable fixed point at
α = 8π/d, corresponding to a continuous crumpling transition. The size exponent
at the transition is found to be47

dH =
2d

d − 1
⇒ ν = 1 − 1

d
=

2
3

(for d = 3). (14)

Le Doussal and Radzihovsky48 analyzed the Schwinger-Dyson equations for the
model of Eq. (9) keeping up to four point vertices. The result for the Hausdorff
dimension and size exponent is

dH = 2.73 ⇒ ν = 0.73. (15)

Finally Monte Carlo Renormalization Group simulations49 of the crumpling transi-
tion find a continuous transition with exponents

dH = 2.77(10) ⇒ ν = 0.71(3). (16)

Thus three independent analyses find a continuous crumpling transition with a
consistent size exponent.
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Fig. 10. Plot of the specific heat observable from the simulations of Ref. 31. The growth of the
specific heat peak with system size indicates a continuous transition.

Further evidence for the crumpling transition being continuous is provided by
numerous numerical simulations9,44,45 where the analysis of observables like the
specific heat (see Fig. 10) or the radius of gyration radius give textbook continuous
phase transitions, although the value of the exponents at the transition are difficult
to determine precisely.

3.1.3. The Flat Phase

In a flat membrane (see Fig. 11), it is natural to introduce the strain tensor

uαβ = ∂αuβ + ∂βuα + ∂αh∂βh. (17)

The free energy Eq. (3) in these variables becomes

F (u, h) =
∫

dDx
[
κ̂

2
(∂α∂βh)2 + µuαβuαβ +

λ

2
(uα

α)2
]

, (18)

where irrelevant higher derivative terms have been dropped. One recognizes the
standard Landau free energy of elasticity theory,50 with Lamé coefficients µ and
λ, plus an extrinsic curvature term, with bending rigidity κ̂. These couplings are
related to the original ones in Eq. (3) by µ = uζ4−D, λ = 2vζ4−D, κ̂ = κζ4−D and
t = −4

(
µ + D

2 λ
)

ζD−2.
The large distance properties of the flat phase for fixed-connectivity membranes

are completely described by the free energy of Eq. (18). Since the bending rigidity
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Fig. 11. Membrane coordinates appropriate for analyzing fluctuations in the flat phase.

µ
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Fig. 12. Phase diagram for the phantom flat phase. There are three infra-red unstable fixed
points, labelled by FLP1, FLP2 and FLP3, but the physics of the flat phase is governed by the
infra-red stable fixed point (FLFP).

may be scaled out at the crumpling transition, the free energy becomes a function
of µ

κ2 and λ
κ2 . The β-functions for the couplings µ and λ in the ε-expansion are51,52

βµ(µR, λR) = −εµR +
µ2

R

8π2

(
dc

3
+ 20A

)
;

βλ(µR, λR) = −ελR +
1

8π2

(
dc

3
µ2

R + 2(dc + 10A)λRµR + 2dcλ
2
R

)
,

(19)

where dc is the codimension d − D and A = µR+λR

2µR+λR
. These coupled β-functions

possess four fixed points (see Fig. 12), whose values are shown in Table 1.
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Table 1. The fixed points and critical exponents of the
flat phase.

FP µ∗
R λ∗

R η ηu

FLP1 0 0 0 0
FLP2 0 2ε/dc 0 0
FLP3 12ε

20 + dc

−6ε
20 + dc

ε
2 + dc/10

ε
1 + 20/dc

FLFP 12ε
24 + dc

−4ε
24 + dc

ε
2 + dc/12

ε
1 + 24/dc

The phase diagram revealed by the ε-expansion is thus a little more complex
than that sketched in Fig. 9. The three additional fixed points are infra-red unstable,
however, and can only be reached for very specific values of the Lamé coefficients.

3.1.4. The Properties of the Flat Phase

Figure 7(c) shows a typical equilibrium configuration for a membrane that has
developed a preferred orientation in the bulk — the surface normals clearly have
long-range order. In this phase the membrane is a rough extended two-dimensional
structure. The rotational symmetry of the full free energy is spontaneously broken
from O(d) to O(d − D) × O(D). The remnant rotational symmetry is realized in
Eq. (18) as

hi(x) → hi(x) + Aiαxα;

uα(x) → uα − Aiαhi − 1
2
δijAiαAβjxβ ,

(20)

where Aiα is a D × (d − D) matrix. This relation provides Ward identities which
greatly simplify the renormalization of the theory.

The phonon and height propagators in the infrared limit are given by

Γuu(�p) ∼ |�p|2+ηu ;

Γhh(�p) ≡ |�p|4κ(�p) ∼ |�p|4−η,
(21)

where the last equation defines the anomalous bending rigidity κ(�p) ∼ |�p|−η. The
two scaling exponents ηu and η are related by the scaling relation51

ηu = 4 − D − 2η, (22)

which follows from the Ward identities (Eq. (20)) associated with the remnant
rotational symmetry . The roughness exponent ζ, which measures the growth with
system size of the rms height fluctuations transverse to the flat directions, is deter-
mined from η by the further scaling relation

ζ =
4 − D − η

2
. (23)



April 20, 2004 9:27 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap11

Fixed-Connectivity Membranes 335

The long wavelength properties of the flat phase are described by the FLFP (see
Fig. 12). Since the FLFP occurs at non-zero renormalized values of the Lamé coeffi-
cients, the associated critical exponents are clearly non-Gaussian. These key critical
exponents have also been determined by independent methods.

Large scale simulation of membranes in the flat phase model were performed in
Ref. 31. The results obtained for the critical exponents are very accurate:

ηu = 0.50(1); η = 0.750(5); ζ = 0.64(2). (24)

A review of numerical results may be found in Refs. 44, 45.
The SCSA approximation48 gives a beautiful result for general d:

η(d) =
4

dc +
√

16 − 2dc + d2
c

, (25)

which for d = 3 gives

ηu = 0.358; η = 0.821; ζ = 0.59. (26)

Finally the large-d expansion46 gives

η =
2
d

⇒ η(3) =
2
3
. (27)

The numerical simulations are in qualitative agreement with both the SCSA and
large-d analytical estimates.

On the experimental side we are fortunate to have two measurements of the key
critical exponents for the flat phase of fixed-connectivity membranes. The static
structure factor of the red blood cell cytoskeleton has been measured by small-
angle x-ray and light scattering, yielding a roughness exponent of ζ = 0.65(10).24

Freeze-fracture electron microscopy and static light scattering of the conformations
of graphitic oxide sheets reveal flat sheets with a fractal dimension dH = 2.15(6).
Both these measured values are in good agreement with the best analytic and numer-
ical predictions, but the errors are still too large to discriminate between different
analytic calculations and to accurately substantiate the numerical simulations.

The Poisson ratio50 of a phantom fixed-connectivity membrane (which measures
the transverse elongation due to a longitudinal stress) is universal and within the
SCSA approximation is given by

σ(D) = − 1
D + 1

⇒ σ(2) = −1
3
. (28)

This result has also been checked in numerical simulations.53,54 Rather remark-
ably, it turns out to be negative. While Ref. 53 finds σ ≈ −0.15 the latter
simulation54 finds σ ≈ −0.32. Materials with a negative Poisson ratio have been
dubbed auxetics.55 The wide variety of potential applications of auxetic materials
suggests a fascinating role for flexible fixed-connectivity membranes in materials
science (see Sec. 4).

A final critical regime of a flat membrane is achieved by subjecting the mem-
brane to external tension.47 This gives rise to a low temperature phase in which
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the membrane has a domain structure, with distinct domains corresponding to flat
phases with different bulk orientations. This describes, physically, a buckled mem-
brane whose equilibrium shape is no longer planar.

3.2. Self-avoiding Membranes

Physically, realistic fixed-connectivity membranes will have large energy barriers
to self-intersection. That is they will generally be self-avoiding. Self-avoidance is
familiar in the physics of polymer chains and may be treated by including the
Edwards-type delta-function repulsion of the Hamiltonian in Eq. (1). A detailed
summary of our current understanding is given in Refs. 9, 10. The essential finding
is that self-avoidance eliminates all but the flat phase.

3.2.1. Numerical Simulations

Numerical simulations are currently essential in understanding the statistical
mechanics of self-avoiding membranes because the treatment of nonlinear elastic-
ity together with non-local self-avoidance is currently beyond the realm of analytic
techniques.

Two discretizations of membranes have been adopted to incorporate self-
avoidance. The balls and springs class of models begins with a network of N parti-
cles in a intrinsically triangular array and interacting via a nearest-neighbor elastic
potential

VNN (�r) =
{

0 for |�r| ≤ b

∞ for |�r| > b
, (29)

where the free parameter b plays the role of a tethering length. An additional hard
sphere steric repulsion forbids any node to be closer than a distance σ from any
other node:

Vsteric(�r) =
{∞ for |�r| ≤ σ

0 for |�r| > σ
. (30)

Early simulations34,35 of this class of model gave a first estimate of the fractal dimen-
sion for physical membranes compatible with the Flory estimate dH = 2(d + D)/
(2 + D) = 2.5.36 The system sizes simulated, however, were quite small and sub-
sequent simulations for larger systems found that the membrane is flat.56,57 This
result is remarkable when one recalls that there is no explicit bending rigidity.

A plausible explanation58 for the loss of the crumpled phase is that next-to-
nearest neighbor excluded volume effects induce a positive bending rigidity, driving
the model to the FLFP. The structure function of the self-avoiding model has been
computed numerically59 and found to compare well with the analytical structure
function for the flat phase of phantom fixed-connectivity membranes. In particular
the roughness exponents are comparable.
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The induced bending rigidity may be lowered by taking a smaller excluded
volume.60 The flat phase persists to very small values of σ with eventual signs of a
crumpled phase, probably due to effective loss of self-avoidance. A more comprehen-
sive study,61 in which the hard sphere radius is taken to zero with an excluded vol-
ume potential which is a function of the internal distance along the lattice, concluded
that self-avoidance implies flatness in the thermodynamic limit of large membranes.

Self-avoidance may also be implemented by modelling impenetrable triangular
meshes. This has the advantage that there is no restriction on the bending angle
between adjacent cells and therefore no induced bending rigidity.62

The first simulations of the plaquette model63 found a Hausdorff dimension in
rough agreement in agreement with the Flory estimate 2.5 but this has not held
up in subsequent work. A subsequent simulation64 found dH ≈ 2.3 and extensive
recent work employing more sophisticated algorithms and extending to much larger
membranes confirm the loss of the crumpled phase.62

Some insight into the lack of a crumpled phase for self-avoiding fixed-connectivity
membranes is offered by the study of folding.65–71 Folding corresponds to the limit of
infinite elastic constants46 with the further approximation that the space of bend-
ing angles is discretized. One quickly discovers that the reflection symmetries of
the allowed folding vertices forbid local folding (crumpling) of surfaces. There is
therefore essentially no entropy for crumpling. There is, however, local unfolding
and the resulting statistical mechanical models are non-trivial. The lack of local
folding is the discrete equivalent of the long-range curvature-curvature interactions
that stabilize the flat phase. The dual effect of the integrity of the surface (time-
independent connectivity) and self-avoidance is so powerful that crumpling seems
to be impossible in low embedding dimensions.

3.2.2. The Properties of the Self-avoiding Fixed Point

For the physically relevant case d = 3 numerical simulations thus find that there is
no crumpled phase. Furthermore, the flat phase is identical to the flat phase of the
phantom membrane.62 The roughness exponent ζSA from numerical simulations of
self-avoidance at d = 3 using ball-and-spring models72 and impenetrable plaquette
models62 and the roughness exponent at the FLFP, Eq. (24), compare extremely well

ζSA = 0.64(4), ζ = 0.64(2). (31)

The numerical evidence thus strongly indicates that the SAFP is exactly the same
as the FLFP and that the crumpled self-avoiding phase is absent in the presence
of purely repulsive potentials (see Fig. 13). This conjecture is strengthened by the
finding that the Poisson ratio of self-avoiding membranes is the same as that of flat
phantom membranes73 (see Sec. 4). This identification of fixed points enhances the
significance of the FLFP treated earlier.
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Fig. 13. The conjectured phase diagram for self-avoiding fixed-connectivity membranes in
3 dimensions. With any degree of self-avoidance the renormalization group flows are to the flat
phase fixed point of the phantom model (FL).

4. Poisson Ratio and Auxetics

In the classical theory of elasticity50 an arbitrary deformation of a D-dimensional
elastic body may be decomposed into a pure shear and a pure compression:

uij =
[
uij − 1

D
(Tr u)δij

]
+

1
D

(Tr u)δij , (32)

where Tr denotes the trace and the term in square brackets is a pure shear (volume-
preserving but shape changing) while the second term is a pure compression (shape-
preserving but volume-changing). The elastic free energy is then given by

Fel = µ

[
uij − 1

D
(Tr u)δij

]2

+
1
2
K (Tr u)2 , (33)

where µ is the shear modulus and K is the bulk modulus. This free energy may be
written equivalently as

Fel = µ uijuij +
1
2
λ (Tr u)2, (34)

with the elastic Lamé coefficient λ related to the bulk and shear moduli by

K = λ +
2µ

D
. (35)

For the physical membrane, D = 2, this reads K = λ+µ. Thermodynamic stability
requires that both K and µ be positive, otherwise the free energy could be sponta-
neously lowered by pure compressional or pure shear deformations, respectively.
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The Poisson ratio σ is defined as the ratio of transverse contractile strain to
longitudinal tensile strain for an elastic body subject to a uniform applied tension
T. For tension applied uniformly in, say, the x-direction

σ = − δy/y

δx/x
, (36)

the Poisson ratio is easily found to be

σ =
K − µ

K + µ
, (37)

for D = 2, and

σ =
1
2

(
3K − 2µ

3K + µ

)
(38)

for D = 3. Thermodynamic stability is only possible for −1 ≤ σ ≤ 1 for D =
2 and −1 ≤ σ ≤ 1

2 for D = 3. The upper bounds (1 and 1
2 respectively) are

approached for materials that have vanishing shear modulus compared to their
bulk modulus (rubber-like) and the lower bounds (−1) for materials with negligible
bulk modulus in comparison to their shear modulus (“anti-rubber”).74 Clearly, the
Poisson ratio may be negative (auxetic) for K < µ (D = 2) and K < 2

3µ (D = 3).
Most materials get thinner when stretched and fatter when squashed – auxetic
materials are uncommon. The earliest known example, dating from more than a
century ago, is that of a pyrite (FeS2) crystal,75 which has a Poisson ratio, in
certain crystallographic directions, of σ ≈ −0.14. More recently, some isotropic
polyester foams have been created with Poisson ratios as large as σ ∼ −0.7.77,78

The potential of auxetic materials in materials science is nicely reviewed in Ref. 79.
One of the rare naturally occurring auxetics is SiO2 in its α-crystobalite phase.80,81

Cristobalite is one of the three distinct crystalline forms of SiO2, together with
quartz and tridymite. Its Poisson ratio reaches a maximum negative value of −0.5
in some directions, with orientationally-averaged values for single-phased aggregates
of −0.16.

The underlying mechanism driving fixed-connectivity membranes auxetic
(σ = − 1

3 ) has schematic similarities to that illustrated in Fig. 14. Submitting a
membrane to tension will suppress its out-of-plane fluctuations, forcing it entropi-
cally to expand in both in-plane directions. More physically, the out-of-plane undu-
lations renormalize the elastic constants (the Lamé coefficients), in such a way that
the long-wavelength bulk modulus is less than the shear modulus, which is the signa-
ture of a two-dimensional auxetic material. The soft matter origin of the universal
negative Poisson ratio of fixed-connectivity membranes provides a fundamentally
new paradigm for the design of novel materials. The best current experimental mea-
surements of the Poisson ratio of the red blood cell cytoskeleton82 find σ ≈ + 1

3 from
separate determinations of the bulk and shear modulus. The cytoskeleton still has
the fluid lipid bilayer attached, however, and this may influence the pure cytoskeletal
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Fig. 14. Mechanical model of an auxetic material: (a) in the absence of applied stress and
(b) under applied lateral stress T . The lateral stretching accompanying the applied stress forces
the material out in the transverse dimension.

elasticity. A direct measurement of the Poisson ratio for a flexible fixed-connectivity
membrane remains an important and challenging task.

Auxetic materials have desirable mechanical properties such as higher in-plane
indentation resistance, transverse shear modulus and bending stiffness. They have
clear applications as sealants, gaskets and fasteners. They may also be promis-
ing materials for artificial arteries, since they can expand to accommodate sudden
increases in blood flow.

We can model a realistic fixed-connectivity membrane with an elastic free energy
and either large bending rigidity or self-avoidance. This is of practical importance
in modelling since, for example, we may replace the more complicated non-local
self-avoidance term with a large bending rigidity.

It would be very interesting to know if nature utilizes the auxetic character
of the red-blood cell spectrin cytoskeleton in the elastic deformations of red blood
cells as they pass through fine blood capillaries. As such cells deform, the membrane
skeleton can unfold, which might help to transport large molecules or expose reactive
chemical groups.83

5. Anisotropic Membranes

An anisotropic membrane is a fixed-connectivity membrane in which the elastic
moduli or the bending rigidity in one distinguished direction are different from
those in the remaining D − 1 directions. Such a membrane may be described by a
d-dimensional vector �r(x⊥, y), where now the D dimensional internal coordinates
are split into D − 1x⊥ coordinates and the orthogonal distinguished direction y.
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Requiring invariance under translations, O(d) rotations in the embedding space
and O(D − 1) rotations in the internal space, the equivalent of Eq. (1) becomes

F (�r(x)) =
1
2

∫
dD−1x⊥ dy

[
κ⊥(∂2

⊥�r)2 + κy(∂2
y�r)

2 + κ⊥y∂2
y�r · ∂2

⊥�r + t⊥(∂⊥
α �r)2

+ ty(∂y�r)2 +
u⊥⊥

2
(∂⊥

α �r · ∂⊥
β �r)2 +

uyy

2
(∂y�r · ∂y�r)2 + u⊥y(∂⊥

α �r · ∂y�r)2

+
v⊥⊥
2

(∂⊥
α �r · ∂⊥

α �r)2 + v⊥y(∂⊥
α �r)2(∂y�r)2

]

+
b

2

∫
dDx

∫
dDx′δd(�r(x) − �r(x′)). (39)

This model has eleven free parameters – three distinct bending rigidities, κ⊥, κy

and κ⊥y, seven elastic moduli, t⊥, ty, u⊥⊥, uyy, u⊥y, v⊥⊥ and v⊥y, and the strength
of self-avoidance coupling b.

As before we decompose displacements as

�r(x) =
(
ζ⊥x⊥ + u⊥(x), ζyy + uy(x), �h(x)

)
, (40)

with u⊥ being the D−1-dimensional intrinsic phonon modes, uy the intrinsic phonon
mode in the distinguished direction y and �h the d − D-dimensional out-of-plane
fluctuation modes. If ζ⊥ = ζy = 0, the membrane is crumpled and if both ζ⊥
and ζy do not vanish, the membrane is flat. There is, however, the possibility that
ζ⊥ = 0 and ζy �= 0 or ζ⊥ �= 0 and ζy = 0. This describes a tubular phase, in which
the membrane is crumpled in some internal directions but flat in the remaining
ones.84,85 Figure 15 displays a typical equilibrium configuration from the tubular
phase, along with the low and high-temperature flat and crumpled phases for a
phantom anisotropic membrane.

Let us deal with the phantom anisotropic membrane first. Both analytical86

and numerical work87 has established that the phase diagram contains a crumpled,
tubular and flat phase. The crumpled and flat phases are equivalent to the isotropic
ones, so anisotropy turns out to be an irrelevant interaction in those phases. The
new physics is contained in the tubular phase.

5.1. Phantom Tubular Phase

5.1.1. The Phase Diagram

We first describe the mean field theory phase diagram and then the effect of fluc-
tuations. There are two situations, depending on the value of a certain function ∆,
which depends on the elastic constants u⊥⊥, v⊥y, uyy and v⊥⊥.84–86

For ∆ > 0 the mean field solution exhibits crumpled, flat and tubular phases.
When ty > 0 and t⊥ > 0 the model is crumpled. Lowering the temperature so
that one of the t couplings becomes negative drives the membrane to the tubular
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Fig. 15. The three phases of anisotropic crystalline membranes.

phase (either a ⊥ or y-tubule). Lowering the temperature still further flattens the
membrane. For ∆ < 0 the flat phase disappears from the mean field solution, leaving
only the crumpled and tubular phases separated by a continuous transition. Tubular
phases are the stable low temperature stable phases in this regime. This mean field
result is summarized in Fig. 16.

Beyond mean field theory, the Ginzburg criterion applied to this particular model
suggests that the phase diagram is stable for physical membranes D = 2 at any
embedding dimension d. The mean field description should be qualitatively correct
even for the full model.

Numerical simulations have spectacularly confirmed this beautiful analytic
prediction.87 Changing the temperature generates a sequence of continuous phase
transitions crumpled-to-tubular and tubular-to-flat, in total agreement with the
∆ > 0 case above (see Fig. 16).
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Fig. 16. The phase diagram for anisotropic phantom membranes.

5.1.2. The Crumpled Anisotropic Phase

In this phase ty > 0 and t⊥ > 0, and the free energy Eq. (39) reduces , for D ≥ 2, to

F (�r(x)) =
1
2

∫
dD−1x⊥dy

[
t⊥(∂⊥

α �r)2 + ty(∂y�r)2
]
+ irrelevant Terms. (41)

By redefining the y coordinate to be y′ = t⊥
ty

y this reduces to Eq. (6), with t ≡ t⊥.
Anisotropy is clearly irrelevant in the crumpled phase.

5.1.3. The Flat Phase

In the flat phase intrinsic anisotropies are only apparent at short-distances and
therefore should be irrelevant in the infrared limit. This argument may be made
more precise.88 The flat phase is thus equivalent to the flat phase of isotropic
membranes.

5.2. The Tubular Phase

We now turn to the study of the novel tubular phase, both in the phantom case
and with self-avoidance. Since the physically relevant case for membranes is D = 2
the y-tubular and ⊥-tubular phase are the same.

The key critical exponents characterizing the tubular phase are the size (or
Flory) exponent ν, giving the scaling of the tubular diameter Rg with the extended
(Ly) and transverse (L⊥) sizes of the membrane, and the roughness exponent ζ

associated with the growth of height fluctuations hrms (see Fig. 17):

Rg(L⊥, Ly) ∝ Lν
⊥SR(Ly/Lz

⊥);

hrms(L⊥, Ly) ∝ Lζ
ySh(Ly/Lz

⊥),
(42)

where SR and Sh are scaling functions84,85 and z is the anisotropy exponent.
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Fig. 17. A schematic illustration of a tubular configuration indicating the radius of gyration Rg

and the height fluctuations hrms.
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Fig. 18. The phase diagram for self-avoiding anisotropic membranes with the Gaussian fixed
point (GFP), the tubular phase fixed point (TPFP) and the self-avoidance fixed point (SAFP).

The general free energy described in Eq. (39) may be simplified considerably in
a y-tubular phase:89,90

F (u,�h) =
1
2

∫
dD−1x⊥dy

[
κ(∂2

y
�h)2 + t(∂α

�h)2

+ g⊥(∂αu + ∂α
�h∂y

�h)2 + gy

(
∂yu +

1
2
(∂y

�h)2
)2 ]

+
b

2

∫
dydD−1x⊥dD−1x′

⊥δd−1(�h(x⊥, y) − �h(x′
⊥, y)), (43)

reducing the number of free couplings to five. The coupling g⊥, furthermore, is
irrelevant by standard power counting. The most natural assumption is to set it
to zero. In that case the phase diagram one obtains is shown in Fig. 18. Without
self-avoidance, i.e. b = 0, the Gaussian Fixed Point (GFP) is unstable and the
long-wavelength behavior of the membrane is controlled by the tubular phase fixed
point (TPFP). Any amount of self-avoidance, however, leads to a new fixed point,
the Self-avoiding Tubular fixed point (SAFP), which describes the large distance
properties of self-avoiding tubules.



April 20, 2004 9:27 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap11

Fixed-Connectivity Membranes 345

b

g T

TPFP

SAFP

BRFP

gy
GFP

Fig. 19. The phase diagram for self-avoiding anisotropic membranes with the Gaussian fixed
point (GFP), the tubular phase fixed point (TPFP), the self-avoidance fixed point (SAFP) and
the bending rigidity fixed point (BRFP).

Radzihovsky and Toner advocate a different scenario.85 For sufficiently small
embedding dimensions d, including the physical d = 3 case, these authors suggest
the existence of a new bending rigidity renormalized fixed point (BRFP), which
is the infra-red fixed point describing the actual properties of self-avoiding tubules
(see Fig. 19).

Here we follow the arguments presented in Refs. 89, 90 and consider the model
defined by Eq. (43) with the g⊥-term set to zero. One can prove then than there
are some general scaling relations among the critical exponents. All three exponents
may be expressed in terms of a single exponent

ζ =
3
2

+
1 − D

2z
;

ν = ζz. (44)

Remarkably, the phantom case, as described by Eq. (43), can be solved exactly.
The result for the size exponent is

νph(D) =
5 − 2D

4
, νph(2) =

1
4

(45)

with the remaining exponents following from the scaling relations Eq. (44).
The self-avoiding case may be treated with techniques similar to those in

isotropic case. The size exponent may be estimated within the Flory approximation,
yielding

νFl =
2

dH
=

D + 1
d + 1

. (46)

The Flory estimate is an uncontrolled approximation. Fortunately, a ε-expansion,
adapting the multi-local operator product expansion technique91–93 to the case
of tubules, is also possible.89,90 The resulting renormalization group β-functions
provide evidence for the phase diagram shown in Fig. 18. Extrapolation techniques
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also provide estimates for the size exponent, the most accurate value being ν = 0.62
for the physical case. The rest of the exponents may be computed from the scaling
relations.

Numerical simulations so far, however, do not find a tubular phase in the case
of strict self-avoidance.

6. Order on Curved Surfaces

Imagine we instantaneously freeze a fluctuating membrane so that it has some fixed
but curved shape. We can then ask about the nature of the ground state of particles
distributed on this surface and interacting with some microscopic pair-wise repulsive
potential. The relevant physics is clearly related to the infinite bending rigidity limit
(flat phase) of elastic membranes. In such a membrane the topology and topography
are fixed.

Spherical particles on a flat surface pack most efficiently in a simple triangu-
lar lattice, as illustrated in Fig. 20. In the dense limit each particle “kisses” six of
its neighbors.94 Such six-coordinated triangular lattices cannot, however, be per-
fectly wrapped on the curved surface of a sphere; topology alone requires there be
defects in coordination number. The panels on a soccer ball and the spherical car-
bon molecule C60 (buckyball)97,98 are good illustrations of the necessity of defects
for a spherical triangulation — they have 12 pentagonal faces (each the dual of
a 5-coordinated defect) in addition to 20 hexagonal faces (each dual to a regular
6-coordinated node). The necessary packing defects can be characterized by their
topological charge, q, which is the departure of their coordination number c from
the preferred flat space value of 6 (q = 6 − c). These coordination number defects

Fig. 20. A 2.5 micron scan of 0.269 micron diameter polystyrene spheres crystallized into a regular
triangular lattice — taken from http://invsee.asu.edu/nmodules/spheresmod/.
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are point-like topological defects called disclinations99 and they detect intrinsic
Gaussian curvature located at the defect. A profound theorem of Euler100,101 states
that the total disclination charge of any triangulation whatsoever of the sphere must
be 12!102 A total disclination charge of 12 can be achieved in many ways, however,
which makes the determination of the minimum energy configuration of repulsive
particles, essential for crystallography on a sphere, an extremely difficult problem.
This was recognized nearly 100 years ago by J.J. Thomson,103 who attempted,
unsuccessfully, to explain the periodic table in terms of rigid electron shells. Similar
problems arise in fields as diverse as multi-electron bubbles in superfluid helium,104

virus morphology,105−108 protein s-layers,109,110 giant molecules111,112 and infor-
mation processing.95,96 Indeed, both the classic Thomson problem, which deals
with particles interacting through the Coulomb potential, and its generalization
to other interaction potentials, are still open problems after almost 100 years of
attention.113–115

The spatial curvature encountered in curved geometries adds a fundamentally
new ingredient to crystallography not found in the study of order in spatially flat
systems. As the number of particles on the sphere grows, isolated charge 1 defects
(5s) will induce too much strain. This strain can be relieved by introducing addi-
tional dislocations, consisting of pairs of tightly bound 5–7 defects,116,117 which
don’t spoil the topological constraints because their net disclination charge is zero.
Dislocations, which are themselves point-like topological defects in two dimensions,
disrupt the translational order of the crystalline phase but are less disruptive of
orientational order.117

Recent work on an experimental realization of the generalized Thomson problem
has allowed us to explore the lowest energy configuration of the dense packing of
repulsive particles on a spherical surface and to confront a previously developed
theory with experiment.118 We create two-dimensional packings of colloidal particles
on the surface of spherical water droplets and view the structures with optical
microscopy. Above a critical system size, the thermally equilibrated colloidal crystals
display distinctive high-angle grain boundaries, which we call “scars”. These grain
boundaries are found to end entirely within the crystal, which is never observed on
flat surfaces because the energy penalty is too high.

The experimental system is based on the self-assembly of one micron diam-
eter cross-linked polystyrene beads adsorbed on the surface of spherical water
droplets (of radius R), themselves suspended in a density-matched oil mixture.119

The polystyrene beads are almost equally happy to be in oil or water (the bead/oil
surface tension is close to the bead/water surface tension) and therefore diffuse
freely until they find the oil-water interface and stick there. Particle assembly on
the interface of two distinct liquids dates to the pioneering work of Pickering120

and was beautifully exploited by Pieranski121 some time ago. The particles are
imaged with phase contrast using an inverted microscope. After determining the
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center of mass of each bead, the lattice geometry is analyzed by original Delaunay
triangulation algorithms122 appropriate to spherical surfaces.

We analyze the lattice configurations of a collection of 40 droplets. A typical
small spherical droplet with system size, R/a = 4.2, where a is the mean particle
spacing, is shown in Fig. 21a. The associated Delaunay triangulation is shown in
Fig. 21b. The only defect is one isolated charge +1 disclination. Extrapolation to
the entire surface of the sphere is statistically consistent with the required 12 total
disclinations.

Qualitatively different results are observed for larger droplet sizes as defect con-
figurations with excess dislocations appear. Although some of these excess disloca-
tions are isolated, most occur in the form of distinctive (5−7−5−7−· · ·−5) chains,
each of net charge +1, as shown in Fig. 21d. These chains form high-angle (30◦)
grain boundaries, or scars, which terminate freely within the crystal. Such a feature
is energetically prohibitive in equilibrium crystals in flat space. Thus, although grain
boundaries are a common feature of 2D and 3D crystalline materials, arising from a
mismatch of crystallographic orientations across a boundary, they usually terminate

Fig. 21. Light microscope images of particle-coated droplets. Two droplets (a) and (c) are shown,
together with their associated defect structures (b) and (d). Panel (a) shows an ≈13% portion of
a small spherical droplet with radius R = 12.0 microns and mean particle spacing a = 2.9 microns
(R/a = 4.2), along with the associated triangulation (b). Charge +1(−1) disclinations are shown
in red and yellow respectively. Only one +1 disclination is seen. Panel (c) shows a cap of spherical
colloidal crystal on a water droplet of radius R = 43.9 microns with mean particle spacing a = 3.1
microns (R/a = 14.3), along with the associated triangulation (d). In this case the imaged crystal
covers about 17% of the surface area of the sphere. The scale bars in (a) and (c) are 5 microns.
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at the boundary of the sample in flat space because of the excessive strain energy
associated with isolated terminal disclinations. Termination within the crystal is a
feature unique to curved space.

Of key interest is the number of excess dislocations per chain as a function of
the dimensionless system size R/a. This is plotted in Fig. 22. Scars only appear for
droplets with R/a ≥ 5. These results provide a critical confirmation of a theoretical
prediction that R/a must exceed a threshold value (R/a)c ≈ 5, corresponding to
M ≈ 360 particles, for excess defects to proliferate in the ground state of a spher-
ical crystal.123 The precise value of (R/a)c depends on details of the microscopic
potential, but its origin is easily understood by considering just one of the 12 charge
+1 disclinations required by the topology of the sphere. In flat space such a topo-
logical defect has an associated energy that grows quadratically with the size of
the system,117 since it is created by excising a 2π/6 wedge of material and gluing
the boundaries together.11,117 The elastic strain energy associated with this defect
grows as the area. In the case of the sphere the radius plays the role of the system
size. As the radius increases, isolated disclinations become much more energetically
costly. This elastic strain energy may be reduced by the formation of linear dislo-
cation arrays, i.e. grain boundaries. The energy needed to create these additional
dislocation arrays is proportional to a dislocation core energy Ec and scales linearly
with the system size.123 Such screening is inevitable in flat space (the plane) if one
forces an extra disclination into the defect-free ground state. Unlike the situation
in flat space, grain boundaries on the sphere can freely terminate,123–126 consistent
with the scars seen on colloidal droplets.

A powerful analytic approach to determining the ground state of particles dis-
tributed on a curved surface has been developed.123,126,127 The original particle
problem is mapped to a system of interacting disclination defects in a continuum

Fig. 22. Excess dislocations as a function of system size. The number of excess dislocations per
minimal disclination N as a function of system size R/a, with the linear prediction given by theory
shown as a solid red line.
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elastic curved background. The defect-defect interaction is universal with the par-
ticle microscopic potential determining two free parameters — the Young modulus
K0 of the elastic background and the core energy Ec of an elementary disclina-
tion. A rigorous geometrical derivation of the effective free energy for the defects
is given in Ref. 128. An equivalent derivation may also be given by integrating out
the phonon degrees of freedom from the elastic Hamiltonian,29 with the appropriate
modifications for a general distribution of defects. The energy of a two-dimensional
crystal embedded in an arbitrary frozen geometry described by a metric gij(x) is
given by

H = E0 +
Y

2

∫∫
dσ(x)dσ(y)

{
[s(x) − K(x)]

1
∆2 [s(y) − K(y)]

}
, (47)

where the integration is over a fixed surface with area element dσ(x) and met-
ric gij , K is the Gaussian curvature, Y is the Young modulus in flat space and
s(x) =

∑N
i=1

π
3 qiδ(x, xi) is the disclination density

[
δ(x, xi) = δ(x−xi)/

√
det(gij)

]
.

Here 5- and 7-fold defects correspond to qi = +1 and −1, respectively. Defects like
dislocations or grain boundaries can be built from these N elementary disclinations.
E0 is the energy corresponding to a perfect defect-free crystal with no Gaussian cur-
vature; E0 would be the ground state energy for a 2D Wigner crystal of electrons
in the plane.129 Equation (47), restricted to a sphere, gives123

H = E0 +
πY

36
R2

N∑
i=1

N∑
j=1

qiqjχ(θi, ψi; θj , ψj) + NEc, (48)

where Ec is a defect core energy, R is the radius of the sphere and χ is a function
of the geodesic distance βij between defects with polar coordinates (θi, ψi ; θj , ψj):

χ(β) = 1 +
∫ 1−cos β

2

0
dz

ln z

1 − z
. (49)

The potential is attractive for opposite charged defects and repulsive for like-charged
defects. Many predictions of this model are universal in the sense that they are insen-
sitive to the microscopic potential. This enables us to make definite predictions even
though the colloidal potential is not precisely known. It also means that our model
system serves as a prototype for any analogous system with repulsive interactions
and spherical geometry. To further test the validity of this approach, we show a typ-
ical ground state for large M in Fig. 23. The system size here is R/a = 12, similar
to the droplet in Fig. 21d. The results are remarkably similar to the experimen-
tally observed configuration in Fig. 21d; the only difference is a result of thermal
fluctuations, which break the two defect scars in the experiment. This agreement
between theory and experiment also provides convincing evidence that these scars
are essential components of the equilibrium crystal structure on a sphere.

The theory predicts that an isolated charge +1 disclination on a sphere is
screened by a string of dislocations of length cos−1(5/6)R ≈ 0.59R.123 One can
use the variable linear density of dislocations to compute the total number of
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Fig. 23. Model grain boundaries. This image is obtained from a numerical minimization for a
system size comparable to the large droplet in Fig. 22(c,d).

excess dislocations N in a scar. One finds that N grows for large (R/a) as
π
3

[√
11−5 cos−1(5/6)

]
R
a ≈ 0.41R

a , independently of the microscopic potential. This
prediction is universal, and is in remarkable agreement with the experiment, as
shown by the solid line in Fig. 22.

We expect these scars to be widespread in nature. They should occur, and hence
may be exploited, in sufficiently large stiff viral protein capsids, giant spherical
fullerenes, spherical bacterial surface layers (s-layers), provided that the spherical
geometry is not too distorted. Terminating strings of heptagons and pentagons
might serve as sites for chemical reactions or even initiation points for bacterial cell
division109 and will surely influence the mechanical properties of spherical crystalline
shells.

The polyhedral siliceous cytoskeleton of the unicellular non-motile ocean organ-
ism Aulosphaera (a member of the species Phaeodaria130) is shown in Fig. 24. A
triangulation revealing three scars, two of which are branched, is shown in Fig. 25.
The skeleton itself is such a perfect triangular lattice that it coincides with the
Delaunay triangulation determined by its vertices. The case of viral capsids has
been analyzed in Ref. 108, where it is shown that, rather than scarring, icosahedral
packings become unstable to faceting for sufficiently large virus size, in analogy with
the buckling instability of disclinations in two-dimensional crystals.5,131

Scarred spherical crystals may provide the building blocks (atoms) of micron-
scale molecules132,133 and materials. While topology dictates the overall number of
scars (12), the details of the geometry and defect energetics determine the length
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Fig. 24.

Fig. 25.

and structure of the scars themselves. It is possible that scarred colloidosomes will
ultimately yield complex self-assembled materials with novel mechanical or opto-
electronic properties.132

New structures arise if one changes the structure of the colloid of the topology
of the surface they coat. Nelson has analyzed the case of nematic colloids coating
a sphere.133 In this case the preferred number of elementary disclination defects is
4, allowing for the possibility of colloidal atoms with tetrahedral functionality and
sp3-type bonding. The case of toroidal templates with 6-fold bond-orientational
(hexatic) order has been analyzed recently.127 It is found that defects are energeti-
cally favored in the ground state for fat torii or moderate vesicle size. A schematic
of a “typical” ground state is shown in Fig. 26.
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Fig. 26. A typical ground state for a toroidal hexatic. Five-fold disclinations are shown as solid
circles (red) and 7-fold disclinations as solid squares (blue).

Acknowledgments

The work described here has been carried with a large number of talented collab-
orators without whom the work would never have been completed. My thanks go
to Alex Travesset, Angelo Cacciuto, Marco Falcioni, Emmanuel Guitter, Gudmar
Thorleifsson, David Nelson, Kostas Anagnostopoulos and Andreas Bausch.

References

1. P. G. de Gennes, Scaling Concepts in Polymer Physics (Cornell University Press,
Ithaca, NY, 1979).

2. G. des Cloiseaux and J. F. Jannink, Polymers in Solution: Their Modelling and
Structure (Clarendon Press, Oxford, 1990).

3. P. G. de Gennes and J. Badoz, Fragile Objects (Copernicus, Springer-Verlag,
New York, 1996).

4. Y. Kantor, “Properties of Tethered Surfaces” (this volume).
5. D. R. Nelson and L. Peliti, J. Phys. (France) 48, 1085 (1987).
6. See F. David, Geometry and Field Theory of Random Surfaces and Membranes, this

volume.
7. D. R. Nelson, “Defects in superfluids, superconductors and membranes,” in Fluc-

tuating Geometries in Statistical Mechanics and Field Theory, edited by F. David,
P. Ginsparg and J. Zinn-Justin (North Holland, Amsterdam, 1966), pp. 423–477.

8. “Gego’s Galaxies: Setting Free the Line,” R. Storr, Art in America, 108–113 (June,
2003).

9. M. J. Bowick and A. Travesset, “The Statistical Mechanics of Membranes,” Phys.
Rep. 344, 255–310 (2001); in “Renormalization Group Theory at the Turn of the
Millennium,” eds. D. O’Connor and C. R. Stephens [arXiv:cond-mat/0002038].



April 20, 2004 9:27 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap11

354 M. J. Bowick

10. K. J. Wiese, Polymerized Membranes, a Review, in “Phase Transitions and Critical
Phenomena,” Vol. 19, 253: C. Domb and J. L. Lebowitz (Eds.), Academic Press
(2001).

11. P. M. Chaikin and T. C. Lubensky, Principles of Condensed Matter Physics
(Cambridge University Press, Cambridge, 1995).

12. T. C. Lubensky, Solid State Commun. 102, 187 (1997) [arXiv:cond-mat/9609215].
13. T. A. Witten, Rev. Mod. Phys. 71, S367 (1999).
14. S. I. Stupp, S. Son, H. C. Lin and L. S. Li, Science 259, 59 (1993).
15. J. H. Fendler and P. Tundo, Acc. Chem. Res. 17, 3 (1984).
16. J. H. Fendler, Chem. Rev. 87, 877 (1987).
17. See Chapter 10 of B. Alberts, D. Bray, J. Lewis, M. Raff, K. Roberts and

J. D. Watson, Molecular Biology of the Cell (Garland Publishing, New York, 1994).
18. Structure and Dymanics of Membranes, Handbook of Biological Physics Vol. 1, edited

by R. Lipowsky and E. Sackmann (Elsevier, Amsterdam, 1995).
19. C. Picart and D. E. Discher, Biophys. J. 77, 865 (1999).
20. E. Sackmann, Chem. Phys. Chem. 3, 237 (2002).
21. D. Boal, Mechanics of the Cell (Cambridge University Press, Cambridge, UK, 2002).
22. T. J. Byers and D. Branton, Proc. Nat. Acad. Sci. U.S.A. 82, 6153 (1985).
23. A. Elgsaeter, B. T. Stokke, A. Mikkelsen and D. Branton, Science 234, 1217 (1986).
24. C. F. Schmidt, K. Svoboda, N. Lei, I. B. Petsche, L. E. Berman, C. R. Safinya and

G. S. Grest, Science 259, 952 (1993).
25. T. Hwa, E. Kokufuta and T. Tanaka, Phys. Rev. A44, R2235 (1991).
26. X. Wen et al., Nature 355, 426 (1992).
27. M. S. Spector, E. Naranjo, S. Chiruvolu and J. A. Zasadzinski, Phys. Rev. Lett. 73,

2867 (1994).
28. R. R. Chianelli, E. B. Prestridge, T. A. Pecoraro and J. P. DeNeufville, Science 203,

1105 (1999).
29. See D. R. Nelson, The Theory of the Crumpling Transition, this volume.
30. M. Paczuski, M. Kardar and D. R. Nelson, Phys. Rev. Lett. 60, 2638 (1988).
31. M. J. Bowick, S. M. Catterall, M. Falcioni, G. Thorleifsson and K. N. Anagnosto-

poulos, J. Phys. I (France) 6, 1321 (1996) [arXiv:cond-mat/9603157].
32. K. Wilson and J. Kogut, Phys. Rep. 12, 75 (1974).
33. N. Goldenfeld, Lectures on Phase Transitions and the Renormalization Group

(Westview Press, 1992).
34. Y. Kantor, M. Kardar and D. R. Nelson, Phys. Rev. Lett. 57, 791 (1986).
35. Y. Kantor, M. Kardar and D. R. Nelson, Phys. Rev. A35, 3056 (1987).
36. See B. Duplantier, this volume.
37. M. Baig, D. Espriu and J. Wheater, Nucl. Phys. B314, 587 (1989).
38. J. Ambjørn, B. Durhuus and T. Jonsson, Nucl. Phys. B316, 526 (1989).
39. R. Renken and J. Kogut, Nucl. Phys. B342, 753 (1990).
40. R. G. Harnish and J. Wheater, Nucl. Phys. B350, 861 (1991).
41. J. Wheater and T. Stephenson, Phys. Lett. B302, 447 (1993).
42. M. Baig, D. Espriu and A. Travesset, Nucl. Phys. B426, 575 (1994).
43. J. Wheater, Nucl. Phys. B458, 671 (1996).
44. G. Gompper and D. M. Kroll, J. Phys.: Condens. Matter 9, 8795 (1997).
45. G. Gompper and D. M. Kroll, Curr. Opin. Colloid Interface Sci. 2, 373 (1997).
46. F. David and E. Guitter, Europhys. Lett. 5, 709 (1988).
47. E. Guitter, F. David, S. Leibler and L. Peilit, Phys. Rev. Lett. 61, 2949 (1988);

J. Phys. France 50, 1787 (1989).
48. P. Le Doussal and L. Radzihovsky, Phys. Rev. Lett. 69, 1209 (1992).



April 20, 2004 9:27 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap11

Fixed-Connectivity Membranes 355

49. D. Espriu and A. Travesset, Nucl. Phys. B468, 514 (1996).
50. L. D. Landau and E. M. Lifshitz, Theory of Elasticity, Vol. 7 of Course of Theoretical

Physics (Pergamon Press, Oxford, UK, 1986).
51. J. A. Aronovitz and T. C. Lubensky, Phys. Rev. Lett. 60, 2634 (1988).
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The thermal behavior of membranes — surfaces of nearly vanishing tension —
depends strongly on their internal state, which can be either polymerized, fluid,
crystalline, or hexatic. Thermal fluctuations have a dramatic effect on the con-
formation and elastic properties of membranes. In this review we describe both
the continuum models of membranes which are used for theoretical analyses as
well as the triangulated-network models employed in simulations. The fruitful
interaction between these two approaches, which has lead to recent progress in
this field, is emphasized. The essential results of recent research on fluctuating
membranes are summarized, and the effects of bending rigidity, self-avoidance,
topological defects in the crystalline phase, external compressive forces, internal
degrees of freedom such as the composition in multi-component membranes, and
topology fluctuations are discussed in detail.

1. Introduction

Membranes are two-dimensional sheets of atoms or molecules which are different
from the three-dimensional medium in which they are embedded. Because their
thickness is on the order of nanometers, but lateral extension is on the order of
microns, membranes are very flexible and can be easily deformed. This separation
of length scales also implies that membranes can, in many cases, be modeled as ide-
alized surfaces (of vanishing thickness). In this approach, the shape and fluctuation
spectrum of the membrane is determined by an elastic energy; the molecular proper-
ties, architecture, and interactions of the membrane constituents enter only through
the functional form of the elastic energy and the values of the elastic moduli.

359
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The most important example of membranes are bilayers composed of amphiphilic
molecules such as surfactants or lipids. Amphiphilic molecules self-assemble in aque-
ous solution into a large variety of phases. The driving force for this aggregation
process is the hydrophobic effect, which strongly disfavors contact between water
and non-polar solutes such as hydrocarbons. Amphiphilic molecules therefore aggre-
gate in such a way that the hydrocarbon tails are shielded from contact with water
by a layer of polar head groups. This leads to the formation of spherical and cylin-
drical micelles, and of bilayer membranes. Micelles typically form when the size of
the head groups is larger than that of the tails, while bilayer membranes are stable
when head and tail are of roughly equal size.

Lipid bilayers are the basic building block of the plasma membrane as well as the
membranes of all cell organelles in living organisms. Cell membranes are typically
composed of several species of lipids, have different lipid composition in the inner
and outer leaflet of the bilayer, and contain many embedded, adsorbed, or attached
proteins.

In an amphiphilic membrane, the molecules are densely packed because the head
groups have to be sufficiently close together to prevent water from penetrating
into the hydrocarbon region, the membrane is free to adjust its surface area so
as to minimize the free energy of the amphiphiles, and the molecular solubility of
amphiphiles in water is typically extremely small so that only very few amphiphiles
can be found in the embedding fluid. The area of a membrane is therefore essentially
constant and the interfacial tension of membranes is either very small or vanishes
completely. The shapes and fluctuation spectra of fluid membranes are therefore
determined by their curvature elasticity.

As in any two-dimensional condensed-matter system, membranes can exist in
several different phases. For single-component membranes, fluid or crystalline phases
are possible. In multi-component membranes, phase separation into domains of
different composition can occur. Moreover, due to the embedding in a higher-
dimensional space, membranes can also change their topology, e.g. from vesicles to
lamellar or bicontinuous phases. The coupling of shear elasticity, crystalline defects
and composition to the shape and topology of the membranes leads to many new
and unexpected phenomena which have been extensively studied over the last sev-
eral years.

Due to their extreme flexibility, membranes typically exhibit large thermal fluc-
tuations. Models for computer simulations of membrane behavior can be grouped
into two classes. Atomistic models start from the individual molecules and their
interactions. Such models can be used to predict membrane properties for spe-
cific surfactants or lipids, for example, as a function of amphiphile chain length.
However, due to the large number of degrees of freedom, atomistic models are
restricted to ensembles of a few thousand amphiphilic molecules. Coarse-grained
models start from the continuum description of a membrane in terms of an elastic
energy. These models can therefore be used to study membrane behavior on the
scale of micrometers. The two classes of models are largely complementary, and
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should be considered as two parts of a multi-scale modeling approach to predict the
behavior of fluctuating membranes.

In order to make coarse-grained models amenable to computer simulations, the
membrane surface has to be discretized, usually in the form of a triangulated net-
work. In this chapter, we review the essential results of recent research involving
continuum models and simulations of network models of fluctuating membranes.
A nice review of random-surface models from the viewpoint of a high energy physi-
cist has appeared some time ago (Wheater 1994). Various related and complemen-
tary aspects of the physics of membranes are discussed in recent books and reviews
of Nelson et al. (1989), Helfrich (1990), Lipowsky (1991), Gompper and Schick
(1994), Safran (1994), Gelbart et al. (1995), Grest and Murat (1995), Lipowsky and
Sackmann (1995), David et al. (1996), Seifert (1997), Gompper and Kroll (1997c),
Safran (1999), Bowick and Travesset (2001), Wiese (2001), and Boal (2002).

2. Polymerized Membranes

2.1. Elastic Free Energy and Flory Theory

Tethered or polymerized membranes are fixed connectivity surfaces. A simple exam-
ple of a surface of this type is a collection of hard spheres tethered by strings of finite
extension into a triangular network embedded in 3-dimensional space. A coarse-
grained description of the network is obtained by replacing the positions ri of the
individual particles by a coarse-grained average coordinate vector r(x) which is a
function of the continuous internal coordinate x of particles in the network. The
external coordinate r is the coarse-grained average of the positions of particles in
the vicinity of point x.

The form of the Landau–Ginzburg free-energy functional, F , which describes the
energy of an arbitrary configuration of a tethered network, is dictated by symmetry
considerations. The basic symmetries are invariance with respect to translations
and rotations. The first implies that F can only depend on derivatives such as
∂αr ≡ ∂r/∂xα and ∂α∂βr, while the second requires that all terms consist of scalar
products of the form ∂αr · ∂βr. For an isotropic network, an expansion in powers of
∂αr yields the free-energy functional (Paczuski et al. 1988)

F1 =
∫

dDx

[
t

2
(∂αr)2 + u(∂αr · ∂βr)2 + v(∂αr · ∂αr)2 +

κ

2
(∂2

αr)2 + · · ·
]

, (1)

where D = 2, α = 1, 2 for membranes, and summation over repeated indices is
implied. The terms in Eq. (1) have simple physical interpretations. The first, with
coefficient t, represents a Hookean elasticity, while the terms with coefficients u and
v are anharmonic elastic terms. The last term is a bending energy that arises from
bond-bending forces. The coefficient κ is the bending rigidity. Both in-plane elastic-
ity and bending rigidity are macroscopic manifestations of the internal connectivity.

In the subsequent discussion, it is often useful to consider the generalization
of Eq. (1) to D-dimensional networks embedded d-dimensional space. In this case,
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r is a d-dimensional vector, and α = 1, 2, . . . , D. For example, D = 1 corresponds
to a linear molecule such as a polymer, and for D = 3, the model describes a gel.
Non-integer D might approximate fractal structures.

Because the entropy-generated elastic energy of the network is minimized when it
has a small size R in space, surface elements, or particles, that are distant neighbors
along the network backbone, can be in close physical contact. Their interaction
can then no longer be ignored. At high temperatures, the particles only feel the
hardcore interactions, which can be described by an interaction potential of the
form 1

2b(T )
∫

dDx
∫

dDy δ(d) [r(x) − r(y)]. As in polymers, the coefficient b(T) is
related to the second virial coefficient in a solution of such networks, and can change
sign as a function of the thermodynamic fields, such as temperature. Higher order
terms are then necessary to stabilize the system. Their contribution, F2, to the free
energy functional is (Paczuski et al. 1988)

F2 =
1
2
b(T )

∫
dDx1

∫
dDx2 δ(d) [r(x1) − r(x2)]

+ c(T )
∫

dDx1

∫
dDx2

∫
dDx3 δ(d)[r(x1) − r(x2)]δ(d) [r(x2) − r(x3)] .

(2)

The probability of a particular configuration of the network is determined by the
free energy F = F1 + F2.

The scaling behavior can be studied using a Flory-type (mean field) approxima-
tion. Consider a network of linear dimension L and let R be its size in space. In F1,
we approximate terms of the type ∂αri by R/L, and

∫
dDx by LD. In F2, the fact

that
∫

ddrδ(d)(r) = 1 suggests approximating δ(d)(r) by R−d. These estimates lead
to the free-energy estimate (Paczuski et al. 1988)

F ∼ tR2LD−2 + wR4LD−4 + κR2LD−4 + bL2D/Rd + cL3D/R2d, (3)

where w = u+Dv. Since B and t can change sign with temperature, the terms with
c > 0 and w > 0 are necessary to ensure stability.

A detailed discussion of the predictions of this approach is provided by Paczuski
et al. (1988) and Nelson (1989). Here we only consider the most important cases.

2.1.1. The Crumpled Phase

Both t and b are positive at sufficiently high temperatures; in this case, these two
terms asymptotically dominate the rest. Minimizing Eq. (3) with respect to R, one
finds

R ∼ (b/t)1/(d+2)L(D+2)/(d+2). (4)

This corresponds to a crumpled network with a non-trivial fractal (or Haussdorf)
dimension. Generally, a scaling exponent ν defined by the relation

R ∼ Lν (5)
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is used to characterize the extent to which a D-dimensional network is crumpled in
the d-dimensional embedding space. Alternatively, one can use the fractal dimension
df which relates the mass (∼LD) of the network to its spatial extent,

LD ∼ Rdf , (6)

to characterize the conformation. The relationship between these two exponents is
ν = D/df . The Flory estimate (4) for ν in this case is, therefore,

νf = (D + 2)/(d + 2), (7)

and

df =
(d + 2)D
(D + 2)

. (8)

2.1.2. The Flat Phase

Result (4) indicates that R diverges for t → 0. For t < 0, the anharmonic term
wR4Ld−4 is needed for stability. The competition between these two terms leads to
R ∼ |t|1/2L, which clearly describes an expanded flat phase.

2.1.3. The Crumpling Transition

The transition at t = 0 between the flat and crumpled phases is called the crumpling
transition. Assuming that both b and w are positive, one finds that

R ∼ (b/w)1/(d+4)Lνc , (9)

with νc = (D +4)/(d+4), at the transition. Paczuski et al. (1988) have shown that
the scaling behavior in the vicinity of the crumpling transition is described by the
scaling function

R ∼ LνcΨ(tLy), (10)

where y = 2(d − D)/(d + 4), and Ψ(0) = const. Ψ(x) → |x|φ± for x → ±∞, with
φ− = 1/2, and φ+ = −1/(d + 2). While different crossover exponents y+ and y−
cannot be ruled out in general, they are the same in the present mean-field analysis.

2.1.4. Phantom Networks and the Influence of Self-Avoidance

Finally, if we ignore the interaction terms in F2 and assume t > 0, we have what is
commonly called a phantom membrane in which the configurational free energy is
determined by a network of Hookean springs which is allowed to self-intersect. This
model is exactly soluble, and it is easy to see that

R ∼
{

L(2−D)/2 for D < 2

{ln(L)}1/2 for D = 2.
(11)

For D > 2, fluctuations are too weak to prevent the complete collapse of the net-
work. Result (11) can also be obtained by either requiring that the Hookean term
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in Eq. (3), R2LD−2, is of order one, or by dimensional analysis of the Gaussian
free-energy functional. Assume now that R scales as in Eq. (11), and consider the
scaling behavior of the interaction term proportional to b in F2. One finds that this
term scales as L2D/Rd ∼ L2D−d(2−D)/2. The exponent on the right hand side of
this equation vanishes at the upper critical dimension (Kardar and Nelson 1987;
Duplantier 1987; Aronowitz and Lubensky 1987),

duc = 4D/(2 − D). (12)

This term is irrelevant, i.e. it scales to zero in the limit of large system sizes if
d > duc; the scaling behavior of the network is not changed by self-avoidance in
this case. For polymers (D = 1), duc = 4. In dimensions greater than four, the
conformation of a polymer is therefore described by the random walk exponent
ν = 1/2. In d = 3, the Flory result (7) is an excellent approximation to the true
scaling behavior. For two-dimensional tethered networks, however, self-avoidance
can only be neglected when d = ∞, in agreement with the fact that the fractal
dimension of the non-interacting surface is infinite (Gross 1984). In view of this
result, and the quality of the Flory approximation for polymers, one might expect
that expression (4), with D = 2, would provide a reasonably accurate description of
the scaling behavior of self-avoiding tethered networks. As we shall see later, this is
not the case. In view of this, it is worth noting that if we assume the Flory scaling
relation (4), n-body interactions are relevant for

d <
2nD

2(n − 1) − D
. (13)

For polymers, it follows that three-body interactions are relevant only in dimensions
d < 2. In contrast, for D = 2, three-body terms are relevant below six dimensions,
and four-body terms are relevant below four dimensions. In fact, in d = 3, 3-, 4-,
and 5-body interactions are all relevant, and 6-body terms are marginal. All these
interaction terms can be expected to influence the scaling behavior of the surface
in d = 3 and need to be treated self-consistently (Hwa 1990; Grest 1991).

2.2. Tethered Networks

Polymerized membranes can be modeled by a network of particles that are con-
nected together to form a regular two-dimensional array embedded in d = 3 spatial
dimensions. While the network is generally taken to be a triangular array, the type
of lattice is, to a large extent, unimportant (Baig et al. 1994). Similarly, the exact
form of the “binding” potential between neighboring particles is also irrelevant.
However, it is essential that the bonds between adjacent particles cannot be broken
so that the connectivity is fixed. This guarantees that the network has a finite shear
modulus. Each particle or vertex is labeled by a two-dimensional internal coordi-
nate vector x ≡ (x1, x2), with discrete x1 and x2, denoting its place in the network.
For a triangular mesh, two primitive vectors

{
a(1),a(2)

}
of equal length �0 making
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an angle of 60◦ define the lattice. The location of the vertices in the lattice are
given by

x = m a(1) + n a(2), (14)

where m and n are integers.

2.2.1. Tether-and-Bead and Gaussian Models

Two general classes of nearest-neighbor interaction potentials have been used in
simulation studies of polymerized membranes. In the first, the vertices are point
particles with harmonic nearest-neighbor interactions (Ambjørn et al. 1989; Baig
et al. 1989). In the second, hard spheres of radius σ0 are placed at each vertex, and
the spheres interact via tethers of maximum extension �0 (Kantor and Nelson 1987).
A variant of the tether-and-bead model, in which the hard sphere and tethering
potentials are replaced by anharmonic interaction potentials, is used in molecular
dynamics simulations (Abraham et al. 1989).

The simplest tethering potential, V (r), is one which causes the particles to
behave as if tethered by a string,

V (r) =

{
0 if r < �0

∞ otherwise.
(15)

The potential V (r) acts only between tethered nearest neighbors; it ensures that
the distance between nearest neighbors is less than �0. If this is the only interaction
between particles, we have a “phantom” tethered surface which can self-intersect
when large fluctuations bring distant segments of the network into close spatial
proximity. Phantom membranes are very flexible surfaces, and there is no resistance
to bending. They can roll up or collapse at no energy cost.

The total interaction energy of the network is

Enn =
∑

〈x,x′〉
V (|r(x) − r(x′)|). (16)

The thermal behavior of the network can be determined exactly for the Gaussian
potential V (r) = (K/2)(r/a)2. In this case, the average value of the mean-squared
separation |r(x) − r(x′)|2 is (Kantor et al. 1987)

〈|r(x) − r(x′)|2〉 � kBTda2

π
√

3K
ln(|x − x′|/a) (17)

for |r(x) − r(x′)| 	 a. The radius of gyration squared,

R2
G =

1
2A2

∫
d2x

∫
d2x′〈|r(x) − r(x′)|2〉, (18)

where A is the area of the network, therefore scales as R2
G ∼ ln(L) with the linear

size L of the membrane [see Eq. (11)] — independent of the spatial dimension.
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Simulations have shown that the same scaling behavior is obtained for the
tethering potential (15). Furthermore, a simple Migdal–Kadanoff bond-moving
renormalization-group approximation has been used (Kantor et al. 1987) to show
that potentials of this form are mapped into a Gaussian under iteration, supporting
the view that the logarithmic scaling behavior of the radius of gyration squared is
universal for networks with central force nearest-neighbor interactions. A related
class of models with an elastic energy proportional to the sum of the areas of the
elementary triangles have also been studied (Gross 1984; Billoire et al. 1984). The
results indicate that this model also belongs to the same universality class. However,
as pointed out by Ambjørn et al. (1985), this model has the pathology that the par-
tition function is dominated by surfaces with infinite spikes in the thermodynamic
limit. This happens because essentially all the surface area is taken up by a small
number of elementary surface triangles, with all others becoming vanishingly small.
It is clear that models with the interaction energy (16) do not share this problem.

2.2.2. Self-Avoidance and Bending Energy

In simulations, self-avoidance can be guaranteed by placing a particle at each vertex
which is large enough so that it cannot pass through the network mesh. In Monte
Carlo simulations, the particles are taken to be hard spheres of diameter σ0. In this
case, V (r) given in Eq. (15) is augmented by the potential

VHS(r) =

{
∞ if r < σ0

0 otherwise
(19)

between all beads. Self-avoidance requires �0/σ0 <
√

3. Since these potentials do
not introduce an energy scale into the problem, the results are independent of
temperature, and the free energy is solely due to entropic effects. Such potentials
may be expected to generate small persistence lengths, and thus reduce the crossover
effects (Kantor et al. 1986). In molecular dynamics simulations, it is convenient to
use a softer interaction potential, and a purely repulsive Lennard–Jones potential
is generally used. For any of these choices, the long-wavelength elastic properties of
the network should be similar to real polymerized membranes.

In Monte Carlo simulations, an explicit bending rigidity can be added. For teth-
ered networks, the commonly used discretization (Kantor and Nelson 1987) is

Enorm
b =

1
2
λb

∑
〈ij〉

|ni − nj |2 = λb

∑
〈ij〉

(1 − ni · nj), (20)

where the sum runs over all pairs of neighboring triangles, and ni is the surface
normal vector of triangle i.
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2.3. Simulation Methods

2.3.1. Basic Algorithm

The total energy E of a network configuration is given by the sum of the nearest-
neighbor, Enn, and bending, Eb, energies. A number of Monte Carlo, molecular
dynamics, and Langevin methods have been used to determine the thermodynamic
behavior of tethered networks.

Monte Carlo methods are the simplest. A Monte Carlo step consists of an
attempt to update the position of each vertex by a random displacement in the cube
[−s, s]3. Updates are accepted with a probability equal to min[1, exp(−δHn,o/kBT )],
where

δHn,o = Eold − Enew. (21)

s is chosen so that approximately 50% of the attempts are accepted. If there is
no explicit bending energy, so that Eqs. (15) and (19) are the only interaction
potentials, all moves are accepted which do not violate the hard sphere or maximum-
tether-length restrictions.

A wide variety of molecular dynamics procedures have also been used to study
polymerized networks. Simulations have been performed in the micro-canonical
ensemble (Abraham et al. 1989; Abraham and Nelson 1990b), constant temperature
ensemble — using both constraint and Nosé thermostating (Zhang et al. 1996) as
well as heat-bath algorithms (Grest and Murat 1990; Grest 1991; Petsche and Grest
1993; Zhang et al. 1993) — , and the (T, σ)-ensemble (Zhang et al. 1996), where σ

is the lateral tension.

2.3.2. Periodic Boundary Conditions

The curling observed near the edge of tethered networks in simulations with free-
edge boundary conditions makes it quite difficult to determine the true scaling
behavior of the “bulk membrane” (Abraham and Nelson 1990b). These finite-size
effects can be minimized by performing simulations using periodic boundary con-
ditions. Tensionless networks can then be simulated by allowing the projected area
of the membrane to fluctuate. Two schemes are possible. In the first, both the size
and shape of the simulation cell is allowed to fluctuate; this procedure is required
if one wants to determine, for example, the Poisson ratio, or determine both Lamé
constants in the solid phase of a planar two-dimensional network. In the second, the
projected area fluctuates, but the cell shape is fixed; this approach is more stable
in simulations of crystalline membranes in which the thermal generation of lattice
defects is taken into account (compare Sec. 4 below).

The simulation procedure described here is based on the isothermal-isobaric
Monte Carlo methods introduced by McDonald (1972) and subsequently generalized
by Yashonath and Rao (1985). The simulation cell shape is described by the matrix
h = (a,b) of the two vectors a and b that span the simulation cell. The position of
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a particle in the cell is

ri = hsi = ξia + ηib, (22)

where si = (ξi, ηi)T , with 0 ≤ ξi, ηi ≤ 1. The simulation is performed in the scaled
coordinate {si}. For a tethered membrane, a Monte Carlo step consists of a random
displacement of all beads in the square [−δ, δ]3. The step size δ is again chosen
such that approximately 50% of the attempted bead moves are accepted. Every five
sweeps or so the independent elements of the matrix h are updated using a standard
Metropolis algorithm with the weight exp(−δHn,o/kBT ), where (McDonald 1972;
Yashonath and Rao 1985; Allen and Tildesley 1992)

δHn,o = δVn,o + σ(An − Ao) − kBT ln(An/Ao). (23)

The projected area A is given by A = det{h}, and the subscripts o and n refer to the
old and new states, respectively. δVn,o is the total change in interaction potential on
going from state o to n. Because of the hard-sphere nature of the beads and the fixed
tether lengths, it is either zero or infinite, depending upon whether or not the cell
update leads to bead overlap or neighbor distances which exceed the tether length.
The last term in Eq. (23) arises from the Jacobi determinant of the transformation
(22). Moves are then accepted with a probability equal to min(1, exp[−δHn,o/kBT ])
(Allen and Tildesley 1992). If the shape of the simulation cell is kept fixed, only the
projected area fluctuates, and Eq. (23) is used to determine the probability that
an area update is accepted. In the case of fluctuating cell shape, the most general
parameterization of the cell is a = (a1, a2),b = (b1, c1). We choose the vector
a to point in the x-direction, i.e. we set a2 = 0. This choice breaks the rotational
symmetry of the whole system, and requires an additional Faddeev–Popov term
(David 1989) in the weight exp(−δHn,o/kBT ), which now reads (Gompper and
Kroll 1997b).

δHn,o = δVn,o + σ(An − Ao) − kBT ln(An/Ao) − kBT ln(a1n/a1o). (24)

By treating the three parameters (a1, b1, c1) as dynamical variables, the length of
both sides as well as the inner angle of the simulation cell fluctuate independently.

2.3.3. Determination of Elastic Constants

The elastic constants of a planar network can be expressed in terms of correlations
of the strain tensor (Parrinello and Rahman 1980; Parrinello and Rahman 1981)

ε =
1
2
[
(hT

0 )−1G h−1
0 − 1

]
, (25)

where 1 is the unit matrix and the matrix of reference basis vectors h0 is determined
by the requirement 〈ε〉 = 0. The metric tensor is G = hT h. In particular,

A〈εijεkl〉 = kBTSijkl, (26)
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where A is the area of the network and

Sijkl = − λ

4µ(µ + λ)
δijδkl +

1
4µ

(δikδjl + δilδjk) (27)

is the elastic compliance tensor, where λ and µ are the two-dimensional Lamé coef-
ficients. Using Eqs. (26) and (27), one finds that

〈ε11ε22〉 = −kBT

〈A〉
λ

4µ(λ + µ)
, (28)

〈ε12ε12〉 = −kBT

〈A〉
1
4µ

, (29)

and

〈ε11ε11〉 = 〈ε22ε22〉 =
kBT

〈A〉
λ + 2µ

4µ(λ + µ)
≡ kBT

〈A〉K0
, (30)

where 〈A〉 = det{h0}, and K0 is the Young modulus.
These results can be used to determine the area compressibility

kBTKA =
KBT

λ + µ
= 〈A〉〈(ε11 + ε22)2〉 (31)

and the Poisson ratio

σP =
λ

(λ + 2µ)
= −〈ε11ε22〉

〈ε11ε11〉 = 1 − 1
2
K0KA. (32)

Equation (31) is the linear-response approximation to the exact area compressibility

kBTKA = (〈A2〉 − 〈A〉2)/〈A〉. (33)

In the crystalline phase, these two expressions axe equivalent in the thermodynamic
limit. However, in a finite system, the last equality in Eq. (32) only holds when the
linear-response result (31) is used.

In order to determine the strain correlation functions, it is convenient to express
the elements of the strain tensor in terms of the basis vectors {a,b} of the simulation
cell. Choosing the 1-axis to coincide with the direction of a, one finds

ε11 = (a2/c2 − 1)/2, (34)

ε12 = ε21 = a · g/(2c2), (35)

and

ε22 = (g2/c2 − 1)/2, (36)

where g ≡ (2b − a)/
√

3. The equilibrium length, c, of the cell edge is defined by
the thermal averages c2 ≡ 〈a2〉 = 〈b2〉 = 〈g2〉, and the angle between the mean
directions of the two basis vectors is π/3.
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2.4. Fluctuations About the Flat Phase

2.4.1. Free Energy and Renormalization Group Results

Fluctuations in the ordered, flat phase can be studied in an expansion about the
flat state by introducing in-plane phonon modes uα (α = 1, . . . , D) and out-of-plane
undulation modes fa (a = D + 1, . . . , d) and setting (Paczuski et al. 1988)

r(x) = m(xα − uα)eα + faea. (37)

The {eα} are a set of orthonormal in-plane basis vectors, and {ea} are a set of
orthonormal basis vectors in the subspace normal to plane of the network. To leading
order in gradients of uα and fa, the free energy (1) reduces to

F =
∫

dDx

[
1
2
κ(∇2f)2 + µu2

αβ +
1
2
λu2

γγ

]
, (38)

where uαβ = [∂αuβ + ∂βuα + ∂αf · ∂αf ]/2 is the strain matrix, and the elastic
constants are µ = 4um4 and λ = 8vm4.

Nelson and Peliti (1987) have shown that the long-range orientational order
which occurs in D = 2 networks at large bending rigidities is due to a long-range
interaction between local Gaussian curvatures mediated by transverse phonons of
the crystalline membrane. Using a simple one-loop self-consistent theory for D = 2,
assuming non-vanishing elastic constants, they showed that phonon-mediated inter-
actions between capillary waves lead to a renormalization, or wave-vector depen-
dence, of the bending rigidity of the form

κ(q) ∼ q−η, (39)

with η = 1. The theory of fluctuations about the flat phase was extended by
Aronowitz and Lubensky (1988) to general D and d. An ε = 4 − D > 0 expan-
sion confirmed that the flat phase is described by non-trivial scaling behavior, with
κ(q) scaling as in Eq. (39), but with anomalous, scale-dependent elastic constants

λ(q) ∼ µ(q) ∼ qω, (40)

with ω > 0. It was also shown (Aronowitz and Lubensky 1988) that as a consequence
of rotational invariance,

ω = 4 − D − 2η. (41)

An explicit renormalization-group calculation to first order in ε ≡ 4 − D yielded
the result η = 12(4 − D)/(24 + d − D). For flat, planar networks (D = 2, d = 3)
this implies η = 24/25 = 0.96. The Poisson ratio, σp = limq→0 λ(q)/[λq + 2µ(q)],
is predicted to be universal, with σp = −1/5, independent of both d and D.

More recently, Le Doussal and Radzihovsky (1992) used the self-consistent
screening approximation, and find η = 4/(1 +

√
15) ≈ 0.821 for D = 2 in three

dimensions. This is currently the most accurate theoretical estimate for η. The
Poisson ratio is predicted to be σP = −1/3.



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

Triangulated-Surface Models of Fluctuating Membranes 371

The renormalized elastic constants enter an effective, long-wavelength free
energy for the Fourier-transformed phonon, u, and undulation, f, modes. For the
physically relevant case D = 2, d = 3, u is a two-dimensional vector, and f is a scalar.
The effective free-energy functional for these modes is (Abraham and Nelson 1990b).

Feff =
1
2

∫
d2q

(2π)2
{
κ(q)q4|fq|2 + µ(q)q2|uq|2 + [µ(q) + λ(q)]|q · uq|2

}
. (42)

The size of the out-of-plane fluctuations in a network with a characteristic linear
dimension L is

〈f2(x)〉 ≈ kBT

2π

∫ a−1

L−1

qdq

q4κ(q)
∼ L2ζ , (43)

where ζ = 1−η/2 and a is a short-distance cutoff on the order of the lattice spacing
of the network. Similarly, the amplitude of in-plane phonon fluctuations are given
〈|u(x)|2〉 ∼ Lω

2.4.2. Simulations of the Flat Phase

Monte Carlo and molecular dynamics simulations have shown that both self-
avoiding polymerized membranes as well as phantom tethered membranes with
a sufficiently large bending rigidity are in the flat phase. Several methods, such
as the analysis of the moments-of-inertia tensor (Boal et al. 1989), the anisotropic
scattering intensity (Abraham and Nelson 1990a), and the pressure exerted on two
confining walls (Gompper and Kroll 1991b; Gompper and Kroll 1991a), have been
employed to determine the exponents η or ζ which characterize the out-of-plane fluc-
tuations. A typical configuration of a polymerized membrane between two walls is
shown in Fig. 1. Most of these simulations were performed using free-edge boundary
conditions. The most precise values of the exponents, however, have been obtained
from simulations of vesicles (Zhang et al. 1993; Petsche and Grest 1993) and tension-
less membranes with periodic boundary conditions (Zhang et al. 1996). In the first
case, one finds η = 0.81 ± 0.03, or ζ = 0.60 (Zhang et al. 1993), and ζ = 0.58 ± 0.02
(Petsche and Grest 1993), while in the second, ζ = 0.59 ± 0.02 (Zhang et al. 1996).
These values are in good agreement with the theoretical result of Le Doussal and
Radzihovsky (1992) quoted above. This settles a debate concerning the possible
absence of renormalization of the in-plane elastic constants (Lipowsky and Giradet
1990; Abraham 1991).

In d = 3, a negative value of the Poisson ratio has been confirmed in simulations
(Zhang et al. 1996; Falcioni et al. 1997; Bowick et al. 2001a). Whereas the value
obtained using periodic boundary conditions, σp = −0.15±0.01 (Zhang et al. 1996),
is about a factor two smaller than the theoretical expectation quoted above, simu-
lations with free-edge boundary conditions yielded σp ≈ −0.32 (Falcioni et al. 1997;
Bowick et al. 2001a). The value σP = −0.34 was measured in Monte Carlo simu-
lations of tethered networks with free-edge boundary conditions in d = 4 (Barsky
and Plischke 1994).
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Fig. 1. Typical configuration of a polymerized membrane (containing 1801 vertices with tether
length �0 = 1.6σ0) confined between two parallel walls of separation 9σ0. Projections (a) onto the
wall and (b) parallel to the wall are shown. From Gompper and Kroll (1991a).

2.4.3. Effect of Self-Avoidance

The simplest model of tethered self-avoiding membranes is a triangular network of
purely repulsive spheres of diameter σ0. Self-intersection is prohibited if the poten-
tials are chosen so that the spheres cannot penetrate an elementary triangle of
the network. It was first shown by Abraham et al. (1989), and later confirmed by
others (Ho and Baumgärtner 1989; Abraham and Nelson 1990a; Abraham and Nel-
son 1990b; Grest 1991; Gompper and Kroll 1991b; Gompper and Kroll 1991a) that
self-avoidance completely suppresses the crumpling transition, so that self-avoiding
membranes are in the flat phase even without an explicit bending rigidity.

It has been argued by Abraham and Nelson (1990b) that a bending rigidity
is generated for entropic reasons by excluded volume interactions, even if there
is no explicit bending energy. In fact, such a term is generated already upon the
introduction of next nearest-neighbor interactions, and for the standard tether-and-
bead model discussed in the previous paragraph, this effective rigidity may be larger
than that required to produce the flat phase in phantom membranes. This effective
rigidity is proportional to the temperature, so that changing the temperature does
not modify the strength of this effect. This argument leaves open the possibility
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that more flexible surfaces might crumple. Subsequently, simulations have been
performed on tethered networks in which linear chains of n monomers are connected
to form either a hexagonal lattice (Abraham 1992; Abraham and Goulian 1992) or
a triangular lattice (Petsche and Grest 1993). The largest simulations have been
performed on networks consisting of N = 29, 420 monomers for open membranes
(Abraham 1992; Abraham and Goulian 1992) and N = 25, 002 for vesicles (Petsche
and Grest 1993), both for n = 8. Video enhanced differential contrast microscopy
images of isolated red blood cell cytoskeletons in high salt (Schmidt et al. 1993) show
a convincing similarity between the conformations of the red blood cell cytoskeletons
and the simulated network.

There have also been several studies of models in which the effective size of the
particles at the vertices, σ0, is decreased (Abraham et al. 1989; Boal et al. 1989;
Kantor and Kremer 1993; Barsky and Plischke 1994), or the triangular network is
site (Grest and Murat 1990) or bond (Plischke and Fourcade 1991) diluted. Self-
avoidance can also be guaranteed by requiring that the elementary surface triangles
of the network do not self-intersect (Baumgärtner 1991; Baumgärtner and Renz
1992; Kroll and Gompper 1993; Bowick et al. 2001a; Bowick et al. 2001b). This
results in a very flexible surface which can fold on itself without any cost in energy.
The resulting surface is therefore much rougher than those constructed with hard-
core repulsion for small n, and is, in fact, very similar to the tethered-chain models
in the limit of large n. In all these cases — with the exception of Baumgärtner (1991)
and Baumgärtner and Renz (1992), where a crumpled phase has been claimed —,
however, the membranes were found to remain flat, even though the local bend-
ing rigidity is quite low. This suggests that the interactions inducing the rigidity,
whatever they are, are relevant under renormalization.

Polymerized membranes have also been studied in spatial dimensions larger
than three. As discussed in Sec. 2.1.4, self-avoidance should become less important
in this case, and the network is more likely to be crumpled. Indeed, a crumpled
phase is found in dimensions d ≥ 5 (Grest 1991; Barsky and Plischke 1994). This
finding is in agreement with analyses of the generalized Edwards model with two-
body interactions using a Gaussian variational approximation (Goulian 1991) and
an expansion in large embedding space d (Le Doussal 1992). It was found that
the flat phase is stable for d = 3 and that tethered membranes are crumpled for
d > 4, with the scaling exponent ν approaching one (with logarithmic corrections)
for d ↘ 4. For d > 4, their results for the fractal dimension df are much closer to the
simulation results than the Flory prediction (8). Guitter and Palmeri (1992) used
a variational approach for large d, and found that for d = 3, tethered membranes
lie exactly on the boundary of the stable flat phase. Le Doussal and Radzihovsky
(1992) have used the self-consistent screening approximation to obtain the estimate
that the upper critical dimension is approximately 4.98.

An alternative interpretation of the simulation results is suggested by the predic-
tion of Flory theory that four-body interactions are relevant below four dimensions
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and three-body interactions are relevant below six dimensions (see Sec. 2.1.4). Thus,
if three-body interactions are sufficient to generate an effective rigidity, Flory the-
ory predicts that tethered networks should crumple above six dimensions. While
the critical dimensions suggested by Flory theory should not be taken too seriously,
this argument may provide some insight into origin of observation that self-avoiding
tethered surfaces are crumpled only for d ≥ 5.

2.5. Heterogeneous Polymer-Fluid Networks

Heterogeneous membranes, which are composite fluid-polymerized networks, have
unusual elastic properties. A prominent example of this type of network is the cell
membrane of mammalian red blood cells (Elgsaeter et al. 1986; Steck 1989). This
membrane consists of a lipid bilayer with an attached quasi-hexagonal network of
spectrin tetramers. The lipid membrane provides a large area compression modulus
and a high flexibility to bending deformations, while the polymer network provides
the stiffness required to recover the biconcave equilibrium shape of the red blood
cell after being squeezed through narrow capillaries of only a third of their size.
Other examples of heterogeneous networks are partially polymerized sheets of cer-
tain phospholipid molecules (Sackmann et al. 1985).

Several models have been used for the simulations of fluid membranes with
attached polymer networks. The first study of this problem (Boal et al. 1992)
employed the model of fluid membranes described in Sec. 3.2.1 below. In addition
to the “fluid” tethers, a second set of connections is introduced on a small subset
of vertices (one in every 36), which form a hexagonal network of fixed connectivity.
These “spectrin” tethers have a maximum length smax, which is the main model
parameter. Spectrin tethers are allowed to intersect, as they only represent the in-
plane projections of the three-dimensional polymer chains. Monte Carlo simulations
of this model in two dimensions show (Boal et al. 1992) that the dimensionless area
compression modulus KAσ2

0 decreases with increasing smax, but quickly reaches
a plateau for smax � 8σ0. The area compression modulus for large smax is therefore
mainly determined by the fluid component. The shear modulus, on the other hand,
is found to decrease rapidly with increasing smax; it is determined by the polymer
network. Furthermore, the Poisson ratio σP of the spectrin network was shown to
be negative. Such materials expand transversely when stretched longitudinally. Note
that no out-of-plane fluctuations of the membrane are taken account in this model.
Thus, the physical mechanism for σP < 0 must be different from the case discussed
in Secs. 2.4 and 2.4.2 above.

To gain more insight into this unexpected result, a simplified model has been
considered (Boal et al. 1993). In this model, the fluid component is not taken into
account explicitly, but only via a lateral tension on the spectrin network which deter-
mines the average area per vertex. The nearest-neighbor interactions were taken to
be either square-well potentials or Hookean springs, and both self-avoiding and
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phantom membranes were examined. In all of these cases, a negative Poisson ratio
was found over some range of the lateral tension.

Finally, the polymeric nature of the spectrin network has been explicitly modeled
(Boal 1994). In this case, the bonds in the hexagonal network are replaced by short
polymer chains, with chain lengths in the range 4–30 (compare Sec. 2.4.3). The
midpoint of each chain is then constrained to move in a plane which represents
the bilayer; the plane also acts as a repulsive hard wall to all other segments. This
model has been used to calculate the elastic moduli of the red blood cell membrane
(Boal 1994; Boal and Boey 1995; Boey et al. 1998).

Models involving explicit polymer chains contain too many degrees of freedom
to be used in studies of the behavior of an entire red blood cell under large deforma-
tion, as in micropipette aspiration experiments. Discher et al. (1998) have therefore
constructed an effective network model of the type discussed in Sec. 2.2, but with
an energy

Enet =
∑

I

C/AI +
∑
〈ij〉

Vbond(rij), (44)

where the first sum runs over all triangles of area AI , the second over all bonds.
The first term mimics the low area compressibility of lipid bilayer, the second the
non-linear elasticity of the polymer network. Using this model, it was shown that
only pre-stressed networks yielded optimal agreement with the fluorescence imaging
data of Discher et al. (1994).

2.6. Shape of Spherical Shells and Forced Crumpling

2.6.1. Scaling Theory of Stretching Ridges

A flat tethered surface cannot be deformed into a spherical shell without the intro-
duction of topological defects. For the generic case of hexagonal lattice symmetry,
the flat network consists of a triangular network of 6-fold coordinated vertices.
In this case, Euler’s theorem requires the introduction of exactly twelve 5-fold ver-
tices (or disclinations) to form a spherical shell. The most symmetric surface which
can be formed in this way is an icosahedron; fullerenes, such as the C60 molecule,
are well-known examples of this type of structure. The 5-fold coordinated vertices
can be viewed as disclinations in an otherwise 6-fold coordinated medium. The large
strains associated with an isolated 5-fold disclination with “disclinicity” s = 2π/6
centered in a flat disc of size R imply a very strong dependence of the energy

E5 ≈ s2

32π
K0R

2 (45)

on the disc radius. It was first noticed by Seung and Nelson (1988) that for discs
larger than a critical buckling radius Rb ≈ √

154κ/K0 [for κ̄/κ = −1, where κ̄ is
the saddle splay modulus — see Eq. (61) below], the membrane can lower its energy
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by buckling out-of-plane and forming a cone. If this occurs, the disclination energy
only grows logarithmically with R,

E5 ≈ (πκ/3) ln(R/Rb) +
s2

32π
K0R

2
b . (46)

Buckling might also be expected to occur in spherical shells such as an icosahe-
dron. If the bending rigidity κ is much larger than K0R

2, the closed surface should
be a sphere with an in-plane elastic energy proportional to K0R

2. In fact, it has
been found that the elastic energy of 12 disclinations on an undeformed sphere of
radius R is (Bowick et al. 2001c)

E ≈ 0.604
s2

4π
K0R

2. (47)

If the value of K0R
2 is increased for fixed κ, however, the critical buckling radius

will eventually be reached, and the elastic energy of the surface should be well
approximated by that of the 12 cones created by the buckled disclinations. If this
is the case, the elastic energy of the surface scales as the ln(R/Rb). What happens
for still larger values of K0R

2? It turns out that as the disclinations become more
buckled the whole structure becomes more faceted. This leads to stress condensa-
tion along ridges which are connecting the vertices of the icosahedron (Witten and
Li 1993).

The structure and energy of boundary layer solutions around the ridges and
isolated vertices have recently attracted a great detail of attention, and the boundary
layer around a ridge has come to be called a “stretching ridge” because it comes
about through the balance of bending and stretching energy on the fold line, where
both energies are of comparable magnitude (Lobkovsky et al. 1995).

This scaling behavior at a “stretching ridge” is somewhat subtle, and can be
determined as follows (Lobkovsky 1996; Lobkovsky and Witten 1997). For the pur-
pose of this review, it is sufficient to consider small displacement gradients, so that
the strain tensor is uij = 1

2 (∂iuj + ∂iuj + ∂if∂if). The energy of the membrane,
F , is given by Eq. (38) with D = 2 and d = 3. Minimizing the total energy with
respect to variations of u and f yields

κ∇4f = ∂i(σij∂jf), (48)

∂iσij = 0, (49)

where σij = 2µuij + λukkδij is the stress tensor. Because σij is symmetric and has
zero divergence, it can be expressed in terms of a scalar potential, the Airy stress
function χ, as σij = εikεjl∂k∂lχ, so that Eqs. (48) and (49) become

κ∇4f = [χ, f ], (50)
1

K0
∇4χ = −1

2
[f, f ], (51)

where [a, b] ≡ εikεjl(∂i∂ja)(∂k∂lb) and εij is the antisymmetric 2 × 2 tensor. The
parameter K0 ≡ 4µ(µ + λ)/(2µ + λ) in Eq. (51) is the 2d Young modulus of the



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

Triangulated-Surface Models of Fluctuating Membranes 377

Fig. 2. Long strip of width X bent through a dihedral angle π − 2α. From Lobkovsky (1996).

membrane. Equations (50) and (51) are the well-known von Kármán equations for
thin plates. The first von Kármán equation is the statement of local force equilib-
rium. The second states that the Gaussian curvature, − 1

2 [f, f ], acts as a source for
the stress field. For a thin shell of thickness h constructed from a 3d isotropic elastic
material, κ = Y h3/12(1 − ν2

3) and K0 = Y h, where Y in the Young modulus and
ν3 the Poisson ratio of the 3d material.

The simplest way to determine the scaling behavior of stretching ridges is to
consider a “minimal” ridge consisting of a defect-free elastic sheet with coordinates
in the domain x ∈ (−X/2, X/2), y ∈ (−∞,∞). Normal forces are applied to the
edge in order to bend the strip by an angle π − 2α (see Fig. 2). Both the membrane
stresses and torques vanish at the boundary (except at y = 0), so that

∂i∂jf = ∂i∂jχ = 0 at x = ±X/2. (52)

The sharp vertices at the ends of the ridge lead to a singularity in the curvature,
∂2f/∂y2 = αδ(y), at y = 0, x = ±X/2, so that f at the boundary is given by

f(±X/2, y) = α|y|, (53)

up to an arbitrary linear function of x and y. Note that the coefficient α in Eq. (53)
is the bending angle α in Fig. 2 (Lobkovsky 1996).

The von Kármán equations can be put in non-dimensional form by defining
χ̃ = χ/κ, f̃ = f/X, x̃ = x/X, and ỹ = y/X, so that

∇4f̃ = [χ̃, f̃ ], (54)

λ̄2∇4χ̃ = −1
2
[f̃ , f̃ ], (55)

where λ̄ ≡ √
κ/K0/X. For λ̄ = 0, there is no cost for bending, and the strip forms

a sharp crease, f(x, y) = α|y|. The scaling behavior for finite λ̄ can be found by
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performing the rescaling

x̄ = x̃, ȳ = λ̄β ỹ, f̄ = λ̄β f̃ , χ̄ = λ̄δχ̃, (56)

in Eqs. (54) and (55) and equating the dominant terms on either side of the resulting
equations in the λ̄ → 0 limit. Note that the boundary condition (53) requires that
f̃ and ỹ be rescaled by the same factor. This procedure leads to the result

β = −1
3
, δ =

2
3
. (57)

For the boundary conditions considered here, the leading contributions to the bend-
ing and stretching energies for λ̄ → 0 are

Fb = κλ̄−1/3
∫

dx̄dȳ

(
∂2f̄

∂ȳ2

)2

and Fs = κλ̄−1/3
∫

dx̄dȳ

(
∂2χ̄

∂ȳ2

)2

, (58)

where the values for β and δ given in (57) have been used. Since the scaled quantities
do not depend on λ̄ in the small-λ̄ limit, this means that Fb ∼ Fs ∼ κλ̄−1/3 ∼
κ(X/h)1/3, where the last relation applies to thin shells of thickness h. Similarly,
it follow that the transverse curvature at the middle of the ridge scales as Cyy =
∂2f/∂y2 ∼ λ̄−1/3/X ∼ h−1/3X−2/3, and the mid-ridge longitudinal strain scales
as uxx = (1/K0)(σxx − ν2σyy) � (1/K0)∂2χ/∂y2 ∼ κλ̄1/3, where ν2 is the two-
dimensional Poisson ratio. A similar analysis predicts that the sag, which is the
vertical deflection of the ridges shape from that of a perfectly sharp crease, also
scales as X2/3 in the small λ̄ limit. Witten and Li (1993) first obtained these results
using scaling arguments.

2.6.2. Simulated Shapes of Spherical Shells

The first verification of the scaling behavior of stretching ridges of length X

described in the previous section came from studies of the asymptotic shape of
large fullerene balls — flat-sided icosahedra with smooth edges — (Witten and
Li 1993; Lobkovsky et al. 1995; Zhang et al. 1995) and other regular polyhedra
(Lobkovsky et al. 1995; Lobkovsky 1996).

The total energy of a closed sphere consists of both bending and elastic contri-
butions. Since the disclination energy is independent of the two-dimensional Poisson
ratio and the contribution of the Gaussian curvature is a topological invariant, the
energy of the vesicle depends only on the dimensionless parameter γ ≡ K0R

2/κ.
For small values of γ, the stretching contribution is approximately 12 times the
energy of a disclination, and the bending energy is approximately 8πκ + 4πκ̄. For
very small values of γ, the bending energy dominates, and vesicle is spherical.
In analogy with Eqs. (45) and (46), one expects

E/κ ≈
{

6Bγ/γb + D for γ < γb

6B[1 + ln(γ/γb)] + D for γ > γb

(59)

for larger values of γ, where B and D are constants and γb is the value of γ at the
buckling radius (Lidmar et al. 2003). Finally, for γ 	 1, the analysis described in
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Fig. 3. Total energy of a closed triangulated surface of icosahedral symmetry as a function of
K0R2/κ. The dotted and dashed lines are fits to Eqs. (59) and (60), respectively. From Lidmar
et al. (2003).

Sec. 2.6.1 predicts a crossover to a vesicle shape close to that of an icosahedron with
sharp facets. In this regime, the energy should scale as

E/κ ≈ Cγ1/6 + const., (60)

with C ≈ 3.8 (Zhang et al. 1995; Lidmar et al. 2003). Simulation results for the total
energy E/κ of a tethered vesicle of icosahedral symmetry are shown in Fig. 3. Fits
to the functional forms given in Eqs. (59) and (60) are in good agreement with the
estimates quoted above. The transition from bending-energy to stretching-energy
dominated regimes occurs at γ ≈ 100. Note that the crossover to “stretching ridge”
scaling behavior does not occur until γ ≈ 107.

2.6.3. Forced Crumpling of Elastic Sheets

The crumpling of a sheet of paper or of a car fender in an accident are but two
examples of the forced crumpling of thin elastic sheets. In both of these cases,
as well as for a large class of compressive boundary conditions, the energetically
preferred configurations of crumpled thin sheets consist of flat regions bounded by
straight folds connecting conical peaks. The scaling behavior at stretching ridges
is expected to apply to a much broader class of ridge configurations than just the
minimal ridge discussed in Sec. 2.6.1, and there is growing evidence that a generic
compression of an elastic sheet will yield a similar spontaneous condensation of
energy into a network of narrow ridges.

Recently, Kramer and Witten (1997) studied this question more carefully. They
use a triangular network of springs with bending rigidity to model the elastic sheet.
This network is then compressed by slowly decreasing the radius of a confining
sphere. They found that after compression, most of the elastic energy is contained
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Fig. 4. Curvature energy distribution in a hexagonal sheet of diameter L = 160a0 (where a0 is
the equilibrium spring length) which has been crushed into a sphere of radius Rs � L/6. Darker
regions have higher energy density. From Kramer and Witten (1997).

in point-like vertices and in a network of “stretching ridges” (see Fig. 4), consistent
with the scenario described above. In their simulations of phantom networks, the
length of a ridge in the confining sphere is approximately proportional to the sphere
radius, Rs, so that the number of ridges in a sheet of internal dimension L is
approximately (L/Rs)2. Since the energy of a single ridge of length X scales as
κ(X/h)1/3, if it is assumed that the ridges can be treated as independent, the total
energy of the (phantom) crushed sheet should scale as κ(Rs/h)1/3(L/Rs)2 ∼ R

−5/3
s ;

this result is supported by the simulation data (Kramer and Witten 1997).
The buckling of (isolated) ridges under compression by an external force which

is applied parallel to the ridge axis has also been investigated (Lobkovsky and
Witten 1997; DiDonna and Witten 2001; DiDonna et al. 2001; DiDonna 2002).
By rescaling the compressed configuration with the same thickness scaling laws as
discussed above, it was demonstrated that the response of the ridge to this kind of
forcing is completely described by the same 1/3 power ridge scaling law (DiDonna
and Witten 2001; DiDonna et al. 2001; DiDonna 2002). It was also shown that the
onset of the buckling instability depends only on the ratio of the strain along the
ridge to the curvature across it, and that for a given thickness to ridge length ratio,
it always occurs at the same maximum ratio of stress to curvature. It was found
numerically for a wide range of boundary conditions that ridges buckle when the
forcing increases their elastic energy by 20% over their resting state value. While
we are still a long way from understanding all aspects of crumpling, these results
provide a promising start for developing a statistical mechanics of crumpled sheets.

In a highly crumpled sheet, resistance to further deformation results almost
entirely from the work required to deform and break the ridges which span the
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volume occupied by the sheet. The behavior of the effective stiffness of a crum-
pled Mylar sheet has recently been studied experimentally (Matan et al. 2002). It
was found that the size of the crumpled material decreased logarithmically over
seven decades in time when placed under a fixed compressive force, indicating that
there is dissipation, either due to friction or plastic flow in regions of high curva-
ture. It is therefore unclear to what extent an analysis based only on conservative
forces can fully describe the energetics of crumpling in real materials. Nevertheless,
after the sheet has been precrumpled several times to avoid hysteresis effects, the
spatial extent of the crumpled material was found to decrease as a power of the
applied force, with an exponent 0.53(4), in reasonable agreement with the exponent
0.375 predicted by the simple scaling picture of crumpling described above (Matan
et al. 2002).

3. Fluid Membranes and Vesicles

3.1. Spontaneous Curvature Model and Area-Difference-Elasticity
Model for Bilayer Vesicles

The Hamiltonian of fluid membranes is not only invariant under rotations and
translations, but also under reparametrizations. This additional invariance is due
to the fluid structure, which does not allow a preferred coordinate system, and
therefore cannot support shear stress. Fluid membranes are compressible, but the
compressibility modulus is usually rather large, so that they are often studied in
the incompressible limit, where the membrane area is fixed. In this case, the only
contribution to the configurational energy is the bending energy (Canham 1970;
Helfrich 1973; Evans 1974)

Hb =
∫

dS

[
1
2
κ(H − C0)2 + κ̄K

]
, (61)

where κ is the bending rigidity, κ̄ the saddle-splay modulus, C0 the spontaneous
curvature, and H = C1 + C2 and K = C1C2 are the trace and determinant of the
curvature tensor, respectively. For fixed topology, the second term in Eq. (61) is a
constant, by the Gauss–Bonnet theorem. Morse and Milner (1995) have shown that
a finite compressibility does not change the scaling behavior; we therefore ignore
compressibility effects in the following.

In bilayer vesicles, not only the total number of lipid molecules, but also the
number of lipid molecules of each monolayer is often conserved on typical exper-
imental time scales, i.e. on time scales smaller than the “flip-flop” time for lipid
exchange. However, while the total number of lipid molecules fixes the total mem-
brane area A, it is not sufficient to consider a fixed area difference ∆A between inner
and outer monolayer. Instead, it is important to incorporate the fact that the areas
of the individual monolayers can respond elastically to a tensile stress. This implies
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the Hamiltonian (Miao et al. 1994)

HADE =
κ

2

∫
dS[C1 + C2 − C0]2 +

κA

2
π

Aδ2 (∆A − ∆A0)
2 (62)

of the area-difference-elasticity (ADE) model, where ∆A0 is the relaxed, initial
area difference, δ is the separation between the neutral surfaces of the two mono-
layers, and

∆A = δ

∫
dS(C1 + C2). (63)

When all lengths are measured in units of R0 = [A/(4π)]1/2, the radius of a sphere
with the same area, it is easily seen that in addition to κ, the Hamiltonian depends
on two parameters, the dimensionless ratio α̃ = κA/κ of the area stretching modulus
and the bending rigidity, and

C̄0 = C0 + α̃π
∆A0

Aδ
, (64)

where terms independent of the vesicle shape have been omitted. Equation (64)
demonstrates that the average shape and the fluctuation spectrum depend only on
α̃ and on an effective spontaneous curvature C̄0, so that effects of C0 and of ∆A0

cannot be determined separately.
Note that the ADE model reduces to the spontaneous curvature model (61) in

the limit α̃ → 0. For typical phospholipids, it has been estimated that α̃ is of order
unity (Miao et al. 1994).

3.2. Randomly-Triangulated-Surface Models for Fluid Membranes

3.2.1. Dynamic Triangulation

For simulation studies of fluid membranes, the network model introduced in Sec. 2.2
has to be modified to allow for the diffusion of vertices in the membrane. This is done
by making the connectivity of the network a dynamic variable. The simplest way
to do so is to cut and reattached tethers between the four beads of two neighboring
triangles (Kazakov et al. 1985; Boulatov et al. 1986; Billoire and David 1986; Ho and
Baumgärtner 1990; Kroll and Gompper 1992a; Boal and Rao 1992a), as illustrated in
Fig. 5. This bond-flip is only possible if the initially connected vertices have at least
four neighbors each, so that the triangular nature of the network is conserved.
Also, the bond-flip is only possible if the distance of the two initially disconnected
vertices falls within the tether length. The bond-flip algorithm has the advantage
that it preserves both the two-dimensional connectivity and the topology of the
network.

3.2.2. Bending Energy

More care has to be taken in the discretization of the bending energy of fluid
membranes than for polymerized membranes. The commonly used discretization



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

Triangulated-Surface Models of Fluctuating Membranes 383

Fig. 5. Fluidity of the membrane is obtained by dynamic triangulation, in which a bond (dashed
line) is removed from the network and replaced by a new one, which connects the two previously
unconnected vertices of two neighboring triangles.

(Kantor and Nelson 1987) of the bending energy for polymerized membranes is

Enorm
b =

1
2
λb

∑
〈ij〉

|ni − nj |2 = λb

∑
〈ij〉

(1 − ni · nj), (65)

where the sum runs over all pairs of neighboring triangles, and ni is the surface
normal vector of triangle i, compare Eq. (20). In the continuum limit, the difference
ni − nj becomes the gradient of the unit-normal-vector field, and

Enorm
b → Hnorm =

1
2
κ

∫
dS gij∂in · ∂jnj , (66)

where gij is the contravariant metric tensor. Equation (66) is equivalent to the bend-
ing energy Hb, Eq. (61), with κ̄ = −κ (Seung and Nelson 1988). The relationship
between the bending rigidity λb in Eq. (20) and κ can be determined by either dis-
cretizing Eq. (66) on a random surface, as described by Gompper and Kroll (1996)
and Itzykson (1986), or by covering a sphere or cylinder with a number N∆ of equi-
lateral triangles and taking the limit N∆ → ∞. Surprisingly, the result of the latter
procedure depends on the shape of the surface! While, both explicit discretization
and coverings of a sphere yield λb =

√
3κ (Kroll and Gompper 1992a; Gompper

and Kroll 1996), coverings of a cylinder yield λb = 2κ/
√

3 (Seung and Nelson 1988;
Gompper and Kroll 1996). This problem is discussed rather extensively by Gompper
and Kroll (1996).

Discretizations of the squared Laplacian form of the bending energy

HLap =
κ

2

∫
dS(∆R)2 ≡ κ

2

∫
dS H2 (67)

do not share this pathology (Gompper and Kroll 1996). A general introduction
to methods for discretizing operators on triangulated random surfaces is given by
Itzykson (1986). On a triangulated surface, the mean curvature at node i is

H = n · ∆R → Hi =
1
σi

ni ·
∑
j(i)

σij

lij
(Ri − Rj), (68)

where ni is the surface normal at node i and the sum is over the neighbors of site i.
lij is the distance between the two nodes i and j, σij is the length of a bond in the
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dual lattice (Itzykson 1986), and

σi =
1
4

∑
j(i)

σij lij (69)

is the area of the virtual dual cell of vertex i. The length σij in Eqs. (68) and (69) is
given by σij = lij [cot(θ1) + cot(θ2)]/2, where θ1 and θ2 are the two angles opposite
link ij in the triangles (ijk) and (ijk′), respectively. Note that since cot(θ) < 0 if
θ is obtuse, σij/lij can be negative if the sides of the two triangles are significantly
different. Although there are some sum rules, such as

∑
i σi = A, where A is the

area of the surface, there is no guarantee, in general, that the σij , or even the σi,
are positive (Itzykson 1986). While this causes no problems in simulation studies
of the self-avoiding tether-and-bead models, it can in certain related models, where
the vertices are point particles, and the nearest-neighbor interaction potential is
harmonic (Espriu 1987; Baillie et al. 1990).

Since n ‖ ∆R for surfaces embedded in three dimensions, Eq. (68) implies
that the Laplacian squared bending energy can be written as (Itzykson 1986;
Espriu 1987)

ELap
b =

τ

2

∑
i

σi(∆R)2i =
τ

2

∑
i

1
σi


∑

j(i)

σij

lij
(Ri − Rj)




2

, (70)

with τ = κ. Other discretizations of the bending energy which involve similar local
averages of the mean curvature have been used by Gompper and Goos (1994) and
Jülicher (1994).

In simulations performed using Gaussian spring models, the discretization (70)
cannot be used, because there are large fluctuations in both the size and shape of
the elementary triangles; some of the σi can then be very small or negative, resulting
in unphysical contributions to the bending energy. In this case, a simpler version of
the bending energy (Espriu 1987; Baillie et al. 1990),

ẼLap
b =

τ

2

∑
i

1
Ωi


∑

j(i)

(Ri − Rj)




2

, (71)

has been employed, where Ωi is the sum of the areas of the surface triangles adjacent
to site i. The form of ẼLap

b follows from Eq. (70) by substituting σij/lij = 1/
√

3,
the result for equilateral triangles, and noting that

∑
i σi =

∑
i Ωi/3.

3.3. Phase Diagram of Fluid Vesicles at Low Bending Rigidities

The phase diagram of self-avoiding fluid vesicles as a function of the bending rigidity
κ and a pressure increment ∆p between the vesicle’s interior and exterior has been
determined from Monte Carlo simulations (Gompper and Kroll 1994; Gompper and
Kroll 1995b). For very small bending rigidities and small or negative ∆p, vesicles are
found to collapse into a branched-polymer-like phase (Kroll and Gompper 1992a;
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Fig. 6. Typical configurations of fluid vesicles (containing 247 vertices with tether length
�0 = 1.67σ0) in the entropy-dominated regime, with bending rigidity κ/κBT � 1. (a) Branched-
polymer-like configuration at small pressure increment ∆p. (b) Inflated configuration at sufficiently
large and positive ∆p. From Gompper and Kroll (1995b).

Kroll and Gompper 1992b; Boal and Rao 1992a; Baillie and Johnston 1992), which
is characterized by the scaling laws

〈V 〉 ∼ N (72)〈
R2

g

〉 ∼ Nνbp (73)

for the average volume and radius of gyration, with νbp = 1. A typical configura-
tion is shown in Fig. 6(a). A more detailed characterization can be obtained by
studying random walks on these surfaces; their behavior determines the spectral
dimension ds. The mean-square displacement after t steps of a random walk on
a surface of N monomers is expected to scale as (Gefen et al. 1983; Komura and
Baumgärtner 1990) 〈

[r(t) − r(0)]2
〉

= Nνf(t/N2/ds) (74)

where the scaling function f(x) ∼ xds/df for x � 1 and f(x) = const. for x 	 1.
Simulation data indeed collapse on a universal scaling function for ds = 1.25 ± 0.04
(Kroll and Gompper 1992b), which is in excellent agreement with the best estimates
for branched polymers (Havlin et al. 1984). Earlier claims of a crumpled phase of
fluid membranes characterized by νbp � 0.8 (Baumgärtner and Ho 1990; Ho and
Baumgärtner 1990) and ds = 2 (Komura and Baumgärtner 1990) have not been
confirmed.

With increasing pressure increment ∆p, a first-order transition to an “inflated”
phase occurs (Gompper and Kroll 1992a; Gompper and Kroll 1992b; Dammann
et al. 1994). The transition pressure p∗ scales with the membrane size N as

p∗ ∼ N−ζ+ (75)

with an exponent in the range ζ+ = 0.5 (Gompper and Kroll 1992a) to ζ+ =
0.65±0.05 (Gompper and Kroll 1994) and ζ+ = 0.69±0.01 (Dammann et al. 1994).
The differences in the values of ζ+ are mainly due to the different data analysis.



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

386 G. Gompper and D.M. Kroll

The value of ζ+ = 0.5 is obtained when finite-size corrections are taken into account
by replacing N in Eq. (75) by (N − N0), with N0 = 40. The presently available
range of system sizes does not allow a clear distinction between these two values
of ζ+.

Just above the transition, the vesicle is roughly spherical, but its surface is still
very rough, see Fig. 6b. With further increasing pressure, it approaches the shape of
a perfect sphere. This approach can again be described by a scaling law. In analogy
with the analysis of the shape of inflated ring polymers (Maggs et al. 1990), the
average volume of the vesicle is predicted to scale as (Gompper and Kroll 1992a;
Gompper and Kroll 1992b)

〈V 〉 = V0p
3ω+N3ν+ (76)

where

ω+ =
1 − ν

3ν − 1
, ν+ =

ν

3ν − 1
. (77)

Monte Carlo simulations confirm this scaling form with an exponent
ν = 0.787±0.020 (Gompper and Kroll 1992a; Gompper and Kroll 1992b). A similar
scaling analysis applies to the moments of inertia λi, which determine the aspheric-
ity of vesicle shapes. The same arguments which lead to Eq. (76) indicate that
(Gompper and Kroll 1992b; Baumgärtner 1993)

3〈λi〉
〈λ1 + λ2 + λ3〉 − 1 = Γi(〈V 〉N−3ν/2). (78)

The scaling functions Γi(x) are expected to decay asymptotically as Γi(x) ∼
x−1/(3−3ν) as the vesicle shape becomes spherical. Monte Carlo data for the smallest
and largest eigenvalues nicely follow this power-law behavior, with an exponent ν

which is very close to the value quoted above (Gompper and Kroll 1992b).
The entropy-dominated phases are stable for λb/kBT � 2.5. Such vesicles

shapes have been observed experimentally for DMPC bilayer membranes containing
2 mole % of the bipolar lipid denoted as bola lipid by Duwe et al. (1990). For larger
bending rigidities, the curvature energy dominates, and prolates, discocytes and
stomatocytes are the shapes of minimal free energy (compare Seifert et al. (1991),
Seifert (1997)). The full phase diagram obtained from simulations of a network of
N = 247 vertices is shown in Fig. 7.

It is interesting to note that the branched polymer behavior for small bending
rigidity remains unchanged when the genus of the vesicle is allowed to fluctuate
(Jeppesen and Ipsen 1993).

3.4. Quasi-Spherical Vesicles

For the fluctuations of an almost spherical vesicle of radius R0, the radial position
vector of the vesicle at solid angle Ω ≡ (θ, φ) can be written as

r(Ω) = R0[1 + u(Ω)], (79)
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Fig. 7. Phase diagram of fluid vesicles in the pressure ensemble as a function of the reduced
volume v = 〈V 〉/V0 and the bending rigidity λb, for N = 247. Compressibility maxima are shown
by a dotted line, the dumbbell-to-metastable discocyte transition by a dashed line. From Gompper
and Kroll (1995b).

where u(Ω) is the dimensionless amplitude of radial displacement. An expansion of
u in spherical harmonics reads

u(Ω) =
lM∑
l=0

l∑
m=−l

ulmYlm(Ω), (80)

where lM is a large wavenumber cutoff determined by the number of degrees of
freedom; since only motion normal to the vesicle surface is relevant, (lM + 1)2 = N

in the present case. The excess bending energy ∆E ≡ (κ/2)[
∫

dS H2 − 16π], area
A, and volume V of the vesicle can be written (to order u2) as (Milner and Safran
1987; Helfrich 1986)

∆E =
κ

2

∑
l,m

|ulm|2l(l + 1)(l − 1)(l + 2), (81)

A = 4πR2
0(1 + u0)

2 + R2
0

∑
l>0

|ulm|2[1 + l(l + 1)/2], (82)

and

V =
4π

3
R3

0(1 + u0)
3 + R3

0

∑
l>0

|ulm|2, (83)

where u0 = u00/(4π)1/2.
The constant-area constraint is incorporated by choosing u0 to satisfy A = 4πR2

0,
which implies

(1 + u0)
2 = 1 − 1

4π

∑
l>0

|ulm|2[1 + l(l + 1)/2]. (84)
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The average volume of a fluctuating vesicle in this approximation is then given by

〈V 〉 = V0

{
1 +

3kBT

8πκ

lM∑
l=2

(2l + 1)[1 − l(l + 1)/2]
l(l + 1)(l − 1)(l + 2)

}
, (85)

where V0 = 4πR3
0/3. Both the effective radius reff = R0(1 + u0) and the average

volume therefore depend logarithmically on the surface area (Gompper and Kroll
1996),

〈reff〉/R0 ≈ 1 − kBT

4πκ
ln(lM/2) (86)

〈V 〉/V0 ≈ 1 − 3kBT

8πκ
ln(lM/2) (87)

where lM ∼ √
A.

A similar approach can be used to describe fluctuations of vesicles at constant
volume (Milner and Safran 1987). However, it is very difficult to incorporate con-
straints of constant area and constant volume simultaneously. It is possible, however,
to employ a Lagrange multiplier, σ, to ensure that the average area equals a pre-
scribed value. The energy is then given by Hb + σA, so that σ can be interpreted
as an effective membrane tension. In this case, the equipartition theorem yields
(Milner and Safran 1987)〈|ulm|2〉 =

kBT

κ

1
(l + 2)(l − 1)[l(l + 1) + Q]

(88)

for a membrane with spontaneous curvature C0, with Q = 2(C0R0)
2 − 4C0R0 +

σR2
0/κ. The additional term has two important consequences: (i) C0R0 and σR2

0/κ

appear only in the form of a single constant Q, so that they cannot be determined
independently, and (ii) the spectrum at small mode number l is determined by the
value of Q.

A systematic theory of vesicle fluctuations with several constraints, such as fixed
area and fixed volume, has been developed recently by Seifert (1995) and Heinrich
et al. (1997) (see also Seifert (1997)).

3.5. Renormalization of the Bending Rigidity

3.5.1. Renormalization Group Theory

The interaction between the undulation modes leads to a renormalization of the
bending rigidity (Helfrich 1985; Peliti and Leibler 1985; Cai et al. 1994),

κR(�) = κ − ακ
κBT

4π
ln(�/a) (89)

on length scale �, where a is a microscopic length. The prefactor ακ has been
predicted to be universal. However, there has been a long-standing debate about
its value; both ακ = 3 (Peliti and Leibler 1985; Förster 1986; Kleinert 1986; David
and Leibler 1991; Cai et al. 1994) and ακ = 1 (Helfrich 1985) have been obtained.
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In this case, thermal fluctuations on short scales soften the membrane on larger
length scales. A persistence length ξp can then be defined by κR(ξp) = 0, and
Eq. (89) implies ξp = a exp[(4πκ)/(ακkBT )].

However, a value ακ = −1 has also been suggested recently (Helfrich 1998;
Pinnow and Helfrich 2000). Negative ακ implies a stiffening of the membrane at
long length scales.

3.5.2. Scaling of the Vesicle Volume

The scaling behavior of the average volume 〈V 〉 of fluctuating vesicles of (approxi-
mately) constant area A can be used to determine the renormalization of the bend-
ing rigidity from Monte Carlo simulations. The analogy with the behavior of the
enclosed area of ring polymers in two spatial dimension (Camacho et al. 1991)
suggests the scaling form

〈V 〉A−3/2 = ΘV (
√

A/ξp), (90)

where ξp is the persistence length (see Sec. 3.5.1). Data obtained from Monte
Carlo simulations are indeed consistent with this scaling ansatz for ακ = 3.3 ± 0.5
(Gompper and Kroll 1995b; Ipsen and Jeppesen 1995). However, the analytic result
(87) for 〈V 〉 in the limit of large κ is inconsistent with the scaling ansatz (90).
Corrections to scaling therefore have to be taken into account (Gompper and Kroll
1996). To gain some insight into the behavior for moderate κ, the effect of the scale
dependence of the bending rigidity has been incorporated in Eq. (85) by replacing
κ by κR(�), compare Eq. (89). This implies (Gompper and Kroll 1996)

〈V 〉/V0 − 1 +
3

2ακ
ln(4πκ/ακ) = ΘV (

√
A/ξp). (91)

The Monte Carlo data scale about as well with the new scaling form — again with
ακ � 3 — as they do with Eq. (90).

3.5.3. Undulation Modes of Quasi-Spherical Vesicles

Another possibility for measuring the renormalization of the bending rigidity is
to determine the fluctuation amplitudes of undulation modes from simulations of
dynamically triangulated quasi-spherical vesicles. The basic idea is to use Eqs. (79)
and (80) as a parameterization of simulated shapes. This is done by performing a
least-squares fit of the spherical-harmonics expansion to the radial distances of the
vertex coordinates of a sequence of configurations in a simulation; averaging over
configurations then yields 〈|ulm|2〉. The number of spherical harmonics is taken to
be roughly a factor 2 smaller than the number of vertices in order to smooth out
small fluctuations on the scale of single triangles. The mean squared amplitude of
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Fig. 8. Scaled mean-squared fluctuation amplitudes, 〈|ulm|2〉l(l + 1)(l − 1)(l + 2)τ/kBT as a
function of the mode number l, for τ = 10kBT and vesicles containing N = 407 (�), N = 847 (×)
and N = 1447 (+) vertices.

fluctuations should have the form

〈|ulm|2〉 =
κBT

κR(l)
1

l(l + 1)(l − 1)(l + 2)
, (92)

compare Eq. (88). A plot of 〈|ulm|2〉l(l + 1)(l − 1)(l + 2) as a function of the mode
number l is shown in Fig. 8.

For a triangulated surface, the spectrum at large l must have corrections due to
the discretization of the Laplacian on a discrete mesh. The size of these corrections
can be estimated for a Laplacian on a flat, perfect hexagonal lattice with lattice
constant a, where for q in the principal lattice directions,

〈|u(q)|2〉 =
kBT

κ

9
16

[3 − cos(qa) − 2 cos(qa/2)]−2. (93)

As can be seen from Fig. 8, q4〈|u(q)|2〉 obtained from Eq. (93) with qa � πl/lM
provides a good fit to the data when the lattice constant a is used as a fit parameter.
It is reassuring that a is found to be very close to the average nearest-neighbor
distance 〈�〉, and to be essentially independent of N .

The range of l-values is currently too small to see the renormalization of the
bending rigidity directly. We therefore interpret the κ-values extracted from Fig. 8
as effective bending rigidity on the scale of the vesicle size. These effective bending
rigidities are plotted in Fig. 9 as a function of τ , the coefficient of the discretized
bending energy (70), for three different vesicle sizes. The figure shows that κeff

decreases with increasing membrane size. Furthermore, the magnitude of this effect
is in good agreement with the theoretical result (89), with ακ = 3. Using the relation
κeff(N) = κ0(τ) − (3kBT/4π) ln(lM ) with lM =

√
N − 1, it is possible to extrapo-

late back to the scale of the average bond length to obtain the bare bending rigidity
κ0(τ) = (0.10 + 0.08τ + τ2)/(0.35 + τ), compare Fig. 9.
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Fig. 9. Effective bending rigidity κeff obtained from a fit of the undulation spectrum to Eqs. (92)
and (93) for vesicles containing N = 407 (�), N = 847 (�) and N = 1447 (�) vertices. The lines
show the effect expected from the renormalization (89) with ακ = 3, and the extrapolated bare
bending rigidity κ0(τ) (full line).

3.6. Fluctuations of Non-Spherical Vesicles

There exist several techniques for measuring the bending modulus (Duwe et al.
1990; Evans and Rawicz 1990; Meleard et al. 1997). The method most widely used
for membranes of higher bending rigidity is the flicker spectroscopy of giant, quasi-
spherical vesicles (Duwe et al. 1990; Meleard et al. 1997). Although this technique
can be used to determine precise values of κ, it has the disadvantage that analytical
results required for extracting κ from experimental data are only available in the
quasi-spherical limit, compare Sec. 3.4. In this limit, the membrane is under a
lateral tension which dominates the long-wavelength part of the spectrum (88).
To determine κ, it is therefore necessary to measure the spectrum up to high mode
number, which in turn requires very large vesicles. In addition, since the volume-
to-area ratio changes with temperature, a vesicle which is quasi-spherical at one
temperature is not at another, so that the bending modulus of a single vesicle
cannot be determined as a function of temperature. Finally, membrane fluctuations
are insensitive to the effective spontaneous curvature in this limit, so that C̄0 cannot
be determined.

These shortcomings of traditional undulation analyses can be avoided by utiliz-
ing Monte Carlo simulations of dynamically triangulated vesicles to generate data
for a wide range of reduced volumes and spontaneous curvatures, which can then
be used to extract the elastic parameters of the membrane from flicker spectroscopy
data, compare Fig. 10. Since the fluctuation spectra contain information on both
the bending modulus and the spontaneous curvature in this case, it is possible to
determine both elastic constants simultaneously in one experiment, and to study
their dependence on environmental conditions.
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Fig. 10. Experimental and theoretical vesicle shapes. (A) Phase contrast micrograph (reduced
volume v = 0.828). The scale bar corresponds to 5 µm. (B) Simulation snapshot. The parameters
in the simulations are v = 0.825, κ/kBT = 25, α̃ = 0.90, C̄0R0 = −0.28 and g = 0.37. From
Döbereiner et al. (2003).

In the experiments (Duwe et al. 1990; Döbereiner et al. 1999; Döbereiner et al.
1997), fluctuating prolate vesicles are stabilized by gravity — due to a small den-
sity difference of the solvent inside and outside the vesicle — on the bottom of a
temperature-controlled micro-chamber. The focal plane of a phase contrast micro-
scope is adjusted to include the long axis of the vesicle, and shape contours are
obtained by real time video image analysis. Choosing a coordinate system in which
the x-coordinate lies along the long axis of the vesicle, the contours are then repre-
sented in polar coordinates (r, ϕ) as

r(ϕ) = r0

[
1 +

∑
n

an cos(nϕ) +
∑

n

bn sin(nϕ)

]
, (94)

where the angle ϕ is measured from the positive x-axis. The mean values 〈an〉
describe the mean vesicle shape; for the oriented contours used here, 〈bn〉 = 0. The
mean-square amplitudes 〈∆a2

n〉 ≡ 〈(an − 〈an〉)2〉 measure the thermal fluctuations
of the vesicles about their mean shape.

This setup can be exactly reproduced in simulation studies (Döbereiner et al.
2003). The substrate is modelled by a hard wall at z = 0, so that the z-coordinates of
all vertices are restricted to be in the half-space z > 0. The effect of the gravitational
field, which acts on the heavier fluid inside the vesicle, is transformed into a surface
integral with the help of Gauss’s divergence theorem; this adds the term

Hg = κg

∫
dS

R4
0

z2

2
ez · n (95)

to the ADE-Hamiltonian defined by Eqs. (62) and (63), where g = (g0∆ρR4
0)/κ is

a dimensionless parameter which measures the strength of the gravitational field,
g0 is the gravitational acceleration, R0 = (A/(4π))1/2 is the radius of a sphere of
the same membrane area A, and ∆ρ the density difference between the fluids inside
and outside of the vesicle. The same fitting procedure as described in Sec. 3.5.3 can
be used to extract the amplitudes ulm of the spherical harmonics.

An example of the simulation data is shown in Fig. 11. The vesicle is in the
oblate phase for c̄0 = C̄0R0 � −1, i.e. the contour is almost circular and 〈a2〉 � 1.
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Fig. 11. Mean squared fluctuation amplitude 〈a2
2〉 − 〈a2〉2 of the elongational mode of non-

spherical vesicles as a function of the reduced spontaneous curvature c̄0 ≡ C̄0R0, for three different
reduced volumes v as indicated. The peak at c̄0 � −1 signals the oblate-to-prolate transition. From
Döbereiner et al. (2003).

〈a2〉 does not vanish identically, because the contours are oriented before averaging.
At c̄0 � −1, a phase transition to a prolate phase occurs, in which the vesicle has an
elongated average shape. The peak in 〈a2

2〉−〈a2〉2 signals a second-order-like transi-
tion. Similarly, a peak in 〈a2

3〉−〈a3〉2 indicates a budding transition. Note that there
is a pronounced dependence of the fluctuation amplitudes on the reduced volume.
Precise values of κ, c̄0 and v can be extracted from the comparison of measured and
simulated values of 〈a2〉, 〈a3〉, 〈(∆a2)2〉, 〈(∆a3)2〉, 〈(∆a4)2〉 and 〈(∆a5)2〉.

This method has been applied to SOPC vesicles in a solution which contains
a reactant with a light-sensitive pH only on the outside of the vesicle (Döbereiner
et al. 2003). In this system, the magnitude of the pH change depends on the illumi-
nation intensity, so that it can be changed quickly and reversibly. The asymmetric
pH change is expected to induce a spontaneous curvature in the membrane, but
to have little effect on the reduce volume or the bending rigidity. An analysis of
the flicker spectroscopy data showed that this is indeed the case. Both the reduced
volume and the bending rigidity, κ = (32 ± 1)kBT, remained essentially constant,
independent of the value of the pH, while the spontaneous curvature exhibited a
strong, almost linear dependence on pH.

3.7. Dynamics of Vesicles in External Fields

The dynamical behavior of vesicles in external flow fields and the driven transport of
vesicles through narrow passages are problems of fundamental interest with poten-
tial biological (Lipowsky and Sackmann 1995) and medical applications (Cevc et al.
1996).
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3.7.1. Elongational and Shear Flow

Vesicle dynamics has been studied in both elongational (Gompper and Kroll 1993;
Kroll and Gompper 1995) and shear (Kraus et al. 1996) flow fields. In the first case,
very low bending rigidity vesicles (in the branched-polymer phase) were considered
in the free draining approximation. It was shown that there is no sharp crumple-
stretch transition (in analogy to the coil-stretch transition for polymers (de Gennes
1974)); rather, the vesicles were found to slowly elongate with increasing flow rate
until they are completely extended in a long, thin cylinder.

The behavior in shear flow has been studied in the opposite limit, that of very
large bending rigidity (no thermal fluctuations). Hydrodynamic interactions were
included using an Oseen tensor formalism (Kraus et al. 1996). The membrane was
modelled by a triangulated surface, where fluidity was ensured by bond flips at regu-
lar intervals. However, in contrast to the tether-and-bead model described so far, no
beads were involved, the area of each triangle was kept constant, and bond flips were
used to prevent the lengths of the triangle edges from differing too strongly. Since
thermal fluctuations were not considered, the approach breaks down for dimension-
less shear rates less than kBT/κ, where typical velocities of rotational diffusion are
comparable to the velocity of shear flow. The stationary state of the vesicles was
found to be an elongated ellipsoid for all reduced volumes v = V/V0 > 0.52, even
for very small shear rates γ̇. In particular, for v � 0.75, oblate discocytes are locally
stable in the absence of an external flow field but still transform to the same shape
as prolate vesicles when suspended in shear flow. The stationary state of a vesi-
cle in the flow field was characterized by both a finite inclination angle θ between
the longest axis of the vesicle and the flow direction, and a “tank-treading” tan-
gential motion of the membrane with rotation frequency ω. It was shown (Kraus
et al. 1996) that the average reduced rotation frequency, ω̄/γ̇, and the inclination
angle decrease with decreasing reduced volume v — with ω̄/γ̇ = 0.5 and θ = π/4
in the spherical limit, in agreement with results for rigid spheres and fluid drops
with infinite surface tension (van de Ven 1989). Both quantities were found to be
independent of the shear rate within the numerical accuracy.

The same method has been used to study the dynamics of three-dimensional
fluid vesicles in steady shear flow in the vicinity of a wall (Sukumaran and Seifert
2001). Three cases were considered. First, for a neutrally buoyant vesicle placed
near the wall, it was found that the lift velocity is linearly proportional to the shear
rate and decreases as the vesicle-wall distance increases. Second, a stationary hov-
ering state was found for a vesicle filled with a denser liquid, and the viscous lift
force was estimated to be Flift ≈ 0.5πηγ̇R4

0/h2, where R0 is the effective vesicle
radius and h is the mean distance from the center of the vesicle to the substrate.
A similar result had been obtained earlier using a lubrication analysis and scal-
ing approach (Seifert 1999). Finally, the dynamic unbinding transition of vesicles
bound to a surface by nonspecific interactions was studied. It was found that there
is a critical shear rate — proportional to the adhesion strength — above which
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Fig. 12. Typical configurations of a vesicle of size N = 407 and bending rigidity λb = 2.0kBT

moving in a tube at two different stages of squeezing through a cylindrical pore of radius 3σ0. The
driving force is (a) fσ3

0 = 0.06kBT, and (b) fσ3
0 = 0.09kBT . From Gompper and Kroll (1995b).

the vesicle unbinds from the wall. For smaller shear rates, the vesicle tank treads
along the substrate. The observed “bound → pinned → unbound or free” unbind-
ing scenario is similar to that determined in two dimensions by Cantat and Misbah
(1999).

3.7.2. Vesicles in Micro-Channels

The driven transport of vesicles through a linear array of narrow pores by an applied
(electric or gravitational) field has been studied by Monte Carlo simulations (Gomp-
per and Kroll 1995a). Two typical configurations for different strengths of the driv-
ing field are shown in Fig. 12. In the free draining approximation, the mobility of
the vesicles was found to increase sharply when the strength f of the driving field
exceeded a threshold value f∗. For f > f∗, the mobility saturates at a value which
is essentially independent of the strength of the driving field. The threshold field
strength f∗ was found to depend on pore radius rp, vesicle area A, and bending
rigidity κ as

f∗ ∼ κ1+βtA−3/2+ηtr−2ηt
p , (96)

with βt � 0.2 and ηt � 2.4 (Gompper and Kroll 1995a). The strongly non-linear
transport properties of vesicles in this geometry can be understood from the balance
of bending and potential energies. The potential energy dominates for small and
large protrusions ∆z of the membrane into the pore, while the bending energy
dominates for ∆z of order rp. This leads to a nucleation barrier, the height of which
is determined by the field strength. In the zero-temperature limit, the barrier height
vanishes at f = f∗. In this limit, βt = 0 and ηt � 1.55 have been obtained from an
analysis of the shape equations (Gompper and Kroll 1995a).

3.8. Fluid Membranes with Edges

The mechanical stability of lipid bilayer membranes against rupture is crucial for
the survival of cells. This stability can be explained by the line tension of the
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free edge of a bilayer, where the lipid molecules have to adjust to the high local
curvature of the monolayer. The (free) energy of a single hole of area A and perimeter
length L in a membrane with line tension λe and lateral tension σ is given by
(Litster 1975)

Fhole = λeL − σA. (97)

For a circular hole of radius r, one has A = πr2 and L = 2πr. Small holes of
radius r < rc = λe/σ are therefore stable and disappear spontaneously after
formation, while large holes of radius r > rc grow and rupture the mem-
brane.

The picture presented above ignores the entropic contributions from the fluctua-
tions of the hole perimeter. For sufficiently large holes, the entropy should be similar
to the entropy of ring polymers, which scales linearly with the polymer length. This
leads to a renormalization of the (effective) line tension, λeff = λe − b, in Eq. (97),
where b is a constant of order kBT . The effective line tension can become very small
or even negative, so that holes can form spontaneously even in membranes without
tension (Shillcock and Boal 1996).

The dynamic triangulation method described in Sec. 3.2.1 has to be extended
in order to model membranes with holes. In addition to bond-flipping, Monte Carlo
moves involving both the removal of bonds as well as the insertion of new bonds at
the edges of holes have to be introduced. The procedure is described by Shillcock
and Boal (1996) and Shillcock and Seifert (1998).

Monte Carlo simulations of a tether-and-bead model for fluid membranes with
holes confirm the picture described above (Shillcock and Boal 1996). Furthermore,
they show that for tensionless membranes, large holes appear at a reduced line
tension λeσ0 � 1.24 for tether length �0 =

√
3σ0. In this case, holes of fixed

perimeter length show the same scaling behavior as self-avoiding random walks.
In contrast, holes in membranes under compression scale as branched polymers.
In the case of membranes under tension, no simple scaling behavior has been
found.

The simulations have also been used to determine the rupture rate for mem-
branes under tension. The observed dependence of the rupture rate on the line
tension follows roughly an exponential Arrhenius law, with a free-energy barrier
intermediate between those of circular and self-avoiding holes.

The edge tension is also the reason that membranes form vesicles. It is easy to
see that a planar, circular patch of a fluid membrane is energetically unfavorable
compared to a spherical vesicle when the patch radius exceeds r∗ = 4(2κ + κ̄)/λe

(Helfrich 1974). The effect of thermal fluctuations has been studied by Monte Carlo
simulations (Boal and Rao 1992b). The transition from open to closed topology is
found to persist even in the limit of vanishing bending rigidity, where it occurs at a
reduced tension λeσ0 of order unity (Boal and Rao 1992b). The reason is again the
extra entropy of the boundary fluctuations.
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3.9. Two-Component Fluid Membranes

3.9.1. Strong-Segregation Limit and Domain-Induced Budding

The shape and fluctuations of two-component fluid membranes are again controlled
by the curvature energy. In addition, there is a contribution from the line tension of
the domain boundary. The total energy of a two-component membrane in the strong
segregation limit is given by (Jülicher and Lipowsky 1993; Harden and MacKintosh
1994; Jülicher and Lipowsky 1996; Góźdź and Gompper 1998)

H =
κA

2

∫
dS(H − CA

0 )2 +
κB

2

∫
dS(H − CB

0 )2 + λ

∮
ds, (98)

where λ is the line tension, and the bending rigidities κA, κB , and spontaneous
curvatures CA

0 and CB
0 are in general different for the two components. For sim-

plicity, it is often assumed that the saddle-splay modulus κ̄ is the same for both
components, so that the contribution of the Gaussian curvature is a constant and
does not have to be considered.

In two-component membranes, a transition can occur from a nearly planar “cap”
phase to a “budded” state, in which the domain has an (almost) spherical shape
which is connected by a small neck to the embedding membrane. The location of
this transition can be found approximately from the following estimate (Lipowsky
1992; Lipowsky 1993). For a planar membrane, the energy of the domain of radius
RA is given by Eplanar = 2πλRA +(π/2)κ(CA

0 RA)2. On the other hand, a complete
bud has the energy Ebud = (π/2)κ(4/RA − CA

0 )2. These two energies are equal
at λRA/κ + 2CA

0 RA = 4. Thus, a budding transition occurs with increasing line
tension λ or with increasing spontaneous curvature CA

0 .

More detailed calculations (Jülicher and Lipowsky 1993; Jülicher and Lipowsky
1996; Góźdź and Gompper 2001) confirm this picture, and yield more precise quan-
titative results.

3.9.2. Triangulated-Surface Models

The tether-and-bead model can easily be generalized to membranes with two fluid
components. In this case, the two components A and B can either be placed on
the surface triangles (Kumar et al. 2001) or on the vertices (Kumar and Rao 1996;
Kumar and Rao 1998). In the first case, the interactions of the two component
mixture can be described by an Ising Hamiltonian, where the binary spin variables
describe the occupation of the triangles with either of the two components. Since
the number of neighboring triangles is always three in this case, the energy of
the domain boundary is proportional to the number of bonds at which A- and
B-triangles meet, and is therefore independent of the membrane shape near the
domain boundary, as it should (Kumar et al. 2001). In contrast, when the Ising
model with vertex occupation variables is used, the interaction energy depends on
the number of neighbors. It is therefore favorable for the system to minimize the
number of bonds which connect A- and B-vertices. Since the number of neighbors
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of a site is coupled to the local Gaussian curvature — with few neighbors implying
a positive, and many neighbors a negative, Gaussian curvature —, the discretized
curvature in combination with an Ising model with vertex variables may lead to
artifacts.

However, it is not difficult to cure this problem. All that needs to be done is to
use the length of the domain boundary instead of the number of bonds connecting
A- and B-vertices. This is very natural in the Itzykson discretization (70) of the
curvature energy, since variables σij , which are the lengths of the bonds in the dual
lattice, are already calculated anyway. The discretized version of the energy of the
domain boundary is then

Hl = λ
∑

〈ij〉AB

σij , (99)

where 〈ij〉AB denotes the bonds connecting A- and B-vertices.

3.9.3. Phase Separation and Budding Dynamics of Two-Component
Membranes

The model in which the components occupy surface triangles has been used to study
the dynamics of phase separation coupled to the membrane shape (Kumar et al.
2001). An example for the shape changes during the phase separation process is
shown in Fig. 13. These simulations suggest the following scenario for the dynamics
after a quench from the homogeneously mixed phase of a spherical vesicle into
the two-phase region. The budding process exhibits three distinct time regimes:
(i) formation and growth of intra-membrane domains; (ii) formation of many small
buds; and (iii) coalescence of small buds into larger ones.

The formation of small intra-membrane domains occurs very rapidly. After this
initial regime, the growth of domains in regime (i) follows the usual Oswald ripen-
ing and Lifshitz–Slyozov–Wagner behavior of phase-separation kinetics for flat,

Fig. 13. Two characteristic configurations in the phase separation dynamics of a two-component
vesicle consisting of 1200 white A and 1200 gray B triangles. Both components have zero sponta-
neous curvature and a bending rigidity of 1.0 kBT . The snapshots are taken at times (a) t = 4×103

and (b) t = 9 × 104 (in units of Monte Carlo steps per vertex) after a quench from an initial state
with a random distribution of the A and B components. From Kumar et al. (2001).
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two-dimensional systems, which is characterized by a growth of the (linear) domain
size as t1/3 with time t, and correspondingly by a reduction of the overall length of
the domain boundary as t−1/3. The crossover time at which buds begin to form
depends on the spontaneous curvature CA

0 of the domains, and is the shorter
the larger CA

0 . At the end of the budding regime (ii), essentially all domains
have formed buds. In the final coalescence regime (iii), the buds diffuse on the
membrane and sometimes fuse. This regime is again characterized by scaling laws
which describe the long-time behavior. The number of buds, Nbud, was found to
decay as

Nbud ∼ t−θ (100)

for large time t with θ = 1/2. For the Rouse dynamics employed in the simulations,
this power law can be explained as follows (Kumar et al. 2001). The bud has a
diffusion constant Dbud ∼ kBT/R2

bud. For two buds to coalesce, they must move a
distance of order �bud, the average bud distance. The corresponding diffusion time
tD is given by tD ∼ �2bud/Dbud ∼ R4

bud, since �bud ∼ Rbud. Thus, the average
bud size and the distance between buds increases as Rbud ∼ �bud ∼ t1/4, so that
Nbud ∼ �−2

bud ∼ t−1/2, as indicated above.
This argument can be generalized to include the effect of hydrodynamic interac-

tions (Kumar et al. 2001). Indeed, the only change occurs in the friction coefficient,
which is now given by the Stokes expression ηRbud, where η is the viscosity of the
solvent. This implies Rbud ∼ �bud ∼ t1/3. Therefore, Nbud ∼ �−2

bud ∼ t−2/3, which
implies that θ = 2/3 in Eq. (100) in the presence of hydrodynamic interactions.

4. Crystalline and Hexatic Membranes

4.1. Melting in Two Dimensions

4.1.1. Theory of Kosterlitz, Thouless, Halperin, Nelson and Young
(KTHNY)

The ideal crystal structure for spherical particles in two dimensions is a close-packed
triangular lattice. However, phonons destroy the long-range order of the crystalline
phase. In particular, the structure factor, S(q) = 〈ρqρ−q〉, where ρq is the Fourier
transform of the density operator, has cusp-like singularities at reciprocal lattice
vectors G. Similarly, 〈ρG(R)〉 = 〈exp[iG · u(R)]〉 decays as a power of the linear
system size L for L → ∞, so that there is no long-range order in a two-dimensional
crystal.

However, as first noted by Mermin (1968), a defect-free two-dimensional crys-
tal still exhibits long-range bond-orientational order. Orientational order in two
dimensions can be measured using the complex order parameter

ψ6(r) = e6iθ(r), (101)
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where θ(r) is the local bond angle. In a crystalline solid, θ(r) is given by the anti-
symmetric part of the strain tensor,

θ(r) =
1
2
[∂xuy(r) − ∂yux(r)]. (102)

ψ6 is the appropriate order parameter for triangular lattices since one is only inter-
ested in bond order modulo 60◦ rotations. Since θ(r) can be expressed in terms
of the displacement field u(r) and the elastic energy (38) is quadratic in u(r), it
is straightforward to show that the correlation function 〈ψ∗

6(r)ψ6(0)〉 in a defect-
free two-dimensional solid approaches a constant for r → ∞, so that there is true
long-range orientational order.

The (topological) defects associated with the continuum elastic theory of a solid
are dislocations and disclinations. An isolated pair of “plus” (5-fold) and “minus”
(7-fold) disclinations is a dislocation. Dislocations are characterized by the amount
a path around the defect, which would close on a perfect lattice, fails to close. This
mismatch (or Burgers vector) is a lattice vector of the underlying triangular lattice.
The Burgers vector is independent of the exact contour which has been chosen, and
points at right angles to a line connecting the 5-fold to the 7-fold coordinated vertices
in the dislocation core. A dislocation with Burgers vector b in a two-dimensional
crystal of radius R has an energy of order K0b

2 ln(R/a), where K0 is the 2d Young
modulus and a is the lattice spacing. Because of the energy cost of creating a
dislocation, no isolated dislocations are present at low temperatures. However, since
a dislocation can be located at (R/a)2 different positions, an entropy 2kB ln(R/a)
is associated with a dislocation. Since both of these contributions to the free energy
have the same R dependence, there is a critical melting temperature kBTm ∼ K0b

2

above which entropy dominates, dislocations proliferate, and the crystal melts to a
hexatic phase (Nelson and Halperin 1979). Disclinations, on the other hand, have an
energy of order K0s

2R2 in the solid phase, where s is the disclination charge. The
energy associated with free disclinations is therefore so large that they are absent
in 2d crystals.

Detailed renormalization-group calculations are consistent with the scenario
described above. In particular, above the dislocation-unbinding temperature
Tm, dislocations are separated by a divergent correlation length ξ+(T ) ∼
exp[b/|T − Tm|ν̄ ], with ν̄ ≈ 0.37. Furthermore, the 2d Young modulus approaches a
universal value at T−

m . Above Tm, the Lamé constants vanish at long wavelengths.
Although disclinations remain very tightly bound at all temperatures up to Tm,
screening by a density nf (T ) ≈ ξ−2

+ of free dislocations produces a weaker logarith-
mic binding of disclinations for T > Tm.

Above Tm there is residual bond-orientational order; it is this bond-orientational
order that distinguishes this phase — which is called a hexatic — from the fluid
phase. Because the bond-orientational order parameter (101) has a fixed magnitude
and there are no external fields, the leading order contribution of bond-orientational
order to the free energy in the hexatic phase arises from gradients of the local bond
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angle θ (Halperin and Nelson 1978; Nelson and Halperin 1979),

FH =
1
2
KH(T )

∫
d2r(∇θ)2, (103)

where KH is the hexatic stiffness. Orientational order-parameter correlations there-
fore decay as

〈ψ∗
6(r)ψ6(0)〉 ∼ r−η6(T ), (104)

if KH is finite, with η6 = 18kBT/[πKH(T )]. The hexatic phase is therefore charac-
terized by short-range translational order, as in fluid membranes, and quasi-long-
range bond-orientational order (Kosterlitz and Thouless 1973; Halperin and Nelson
1978; Young 1979).

In the hexatic phase, screening by free dislocations leads to logarithmic inter-
action between pairs of disclinations with equal but opposite disclinicity. It
should therefore not be surprising that disclinations also eventually unbind at
a higher temperature, Ti. At the transition, η6(Ti) = 1/4, while for T > Ti,

〈ψ∗
6(r)ψ6(0)〉 ∼ exp[−r/ξψ(T )], with ξψ(T ) ∼ exp[b′/(T − Ti)1/2]. At both tran-

sitions, the free energy has an essential singularity, F ∼ ξ−2. Both transition are
therefore continuous.

4.1.2. Simulation Results for Network Models in Two Dimensions

The models of self-avoiding fluid membranes discussed in this review are gener-
ally constructed by placing hard spheres at each vertex of a triangulated surface
and connecting neighboring vertices by a tethering potential. In two space dimen-
sions, the behavior of this type of network resembles that of a gas of hard spheres
(Strandburg 1986; Zollweg and Chester 1992), the primary difference being that
the average density is now determined by the tether length rather than an external
pressure. Each bond configuration corresponds to a Delaunay triangulation for a
two-dimensional network of particles. The Monte Carlo procedure — which con-
sists of random bead displacements and bond flips as described in Sec. 3.2.1 — can
therefore be viewed as a simultaneous dynamical updating of both the Delaunay
construction and the particle coordinates of a two-dimensional network of particles.
One unusual property of the network model is that in contrast to atomistic models,
the average area of the network decreases on melting (Gompper and Kroll 2000).
In atomistic models, most of the area increase upon melting is due to the creation of
“geometrical voids” rather than an increase in the most probable nearest-neighbor
spacing (Glaser and Clark 1993). In fact, the most probable nearest-neighbor dis-
tance actually decreases slightly upon melting — in accordance with the results for
the network model. Simulations of atomistic models have shown (Glaser and Clark
1993) that the bond-length distribution has two peaks in disordered regions of the
dense fluid near the melting transition. The primary peak is near the most probable
nearest-neighbor separation; however, the second is at a separation approximately
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a factor of
√

2 larger. Tether lengths corresponding to this second peak are not
possible in the tethered fluid model due to the maximum tether length constraint.
Another consequence of this suppression of density fluctuations is that the tethered
fluid freezes at a significantly lower density than the hard-sphere fluid.

Gompper and Kroll (2000) studied the freezing transition of a network model for
tensionless membranes confined to two dimensions. The simulations were performed
using periodic boundary conditions, as described in Sec. 2.3.3. For the calculation
of the elastic constants of the solid phase, both the size and shape of the simulation
cell were allowed to fluctuate. However, in order to avoid extreme shape fluctuations
in the fluid phase, the cell shape was fixed when studying the crystalline-to-fluid
transition. In this case, the simulation cell was an equilateral parallelogram with
an internal angle of 60◦. Translational and bond-orientational order parameters
and elastic constants were determined as a function of the tether length, and a
finite-size scaling analysis was used to show that the crystal melts via successive
dislocation and disclination unbinding transitions, in qualitative agreement with
the predictions of the KTHNY theory of melting. The critical tether length at the
crystalline-to-hexatic transition, �ch

0 (N), was found to scale as

�ch
0 (N) = 2a∗/ ln(N) + �ch

0 (∞), (105)

with a∗ = 0.2175 and �ch
0 (∞) = 1.4796. The critical tether length at the hexatic-

fluid transition, �hf
0 (N), scales as

�hf
0 (N) = (2b∗)2/ ln2(N) + �hf

0 (∞), (106)

with b∗ = 0.5840 and �hf
0 (∞) = 1.5164, implying that the correlation length at

this transition is given by ξψ ≡ exp[b∗/(�0 − �hf
0 (∞))1/2], in agreement with the

prediction of the KTHNY theory (Nelson and Halperin 1979). The hexatic phase is
therefore stable over only a very small interval of tether lengths.

4.2. Freezing of Flexible Membranes

4.2.1. Continuum Model and Renormalization Group Results

A flexible membrane can relieve the strain field surrounding a defect by buckling
out-of-plane and trading stretching for bending energy. Nelson and Peliti (1987)
have argued that the energy of a buckled dislocation remains finite as the size of
the system tends to infinity. Detailed calculations by Seung and Nelson (1988) have
shown that this is indeed the case. Free dislocations are therefore expected to be
present at any finite temperature, so that the low temperature phase of a flexible
membrane is a hexatic. Since buckled disclinations have a logarithmically divergent
energy, compare Eq. (46), the hexatic phase should still be separated from a high-
temperature isotropic fluid by a finite temperature disclination unbinding transition.

As discussed above, a hexatic membrane will sustain a local orientational order,
which is described by a local orientational order parameter m(x). The orientational
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order parameter is a unit vector tangent to the membrane; it can be expressed in
terms of its components in the frame of the tangent vectors ∂iR as

m(x) = mi(x)∂iR(r) with m2 = mimjgij = 1, (107)

where gij = (∂R/∂xi) · (∂R/∂xj) is the metric tensor. Since m has a fixed magni-
tude, and there are no external fields aligning m along a particular direction, the
lowest non-trivial contribution to the energy arises from its gradients (Nelson and
Peliti 1987; David 1989; Park and Lubensky 1996c), so that

FA =
1
2
KH

∫
dSgijDim · Dim, (108)

where Di is the covariant derivative. m(x) can also be expressed in terms of the
local bond angle θ(x) by associating with every point on the surface two tangent
orthonormal vectors e1(x) and e2(x); in this case,

m(x) = cos θ(x)e1(x) + sin θ(x)e2(x) =
∑
α

mαeα. (109)

In order to compare order parameters m(x) and m(x′) at two different points x
and x′, one has to parallel transport the order parameter at x along the geodesic
to x′. Under parallel transport in direction dxi, the unit vectors e1 and e1 are
rotated by an angle Aidxi; the covariant derivative is then given by

Dimα = ∂imα + εαβAimβ , (110)

where εαβ is the antisymmetric tensor with ε12 = −ε21 = 1. The vector field Ai is
the spin connection, whose curl is the Gaussian curvature,

γij∂iAj = K, (111)

where γij = εij/
√

g. With the use of Eq. (110), the free energy (108) can finally be
written as (Nelson and Peliti 1987; David 1989; Park and Lubensky 1996c)

FA =
1
2
KH

∫
dSgij(∂iθ − Ai)(∂jθ − Aj). (112)

As discussed above, the excitations which destroy the hexatic order and cause
a Kosterlitz–Thouless transition to the fluid phase, are disclinations. They give rise
to a singular contribution, θdclin, to the bond vector field; the disclination density,
s(x), is given by

s(x) = γij∂i∂jθdclin. (113)

The contribution of disclinations to the free energy (112) is (Park and Lubensky
1996c; Park and Lubensky 1996a; Deem and Nelson 1996)

FC = −1
2
KH

∫
dS(s − K)

1
∆g

(s − K), (114)

where ∆g = DiDi is the Laplacian on the surface with metric tensor gij . Note first
that the relevant quantity in Eq. (114) is not the disclination density or the Gaus-
sian curvature separately, but rather the difference between them. The disclination
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Fig. 14. Phase diagram for hexatic membranes in the (kBT/KH) − (kBT/κ) plane. The solid
curved line, (kBT/KH)+(3/32π)(kBT/κ)2 = π/72, is the critical line separating the crinkled from
the crumpled phase. The line 0P is the crinkled line 4(kBT/κ) = (kBT/KH) + (3/32π)(kBT/κ)2,
and P is the crinkled-to-crumpled fixed point. The renormalization-group calculations underlying
this diagram are valid below the line 0A. Redrawn from Park and Lubensky (1996c).

density can therefore be screened by the Gaussian curvature. Second, there is a
long-range Coulomb interaction between the densities [s(x) − K(x)] at different
parts of the surface.

The phase behavior of this model has been studied in detail (Nelson and Peliti
1987; David et al. 1987; Guitter and Kardar 1990; Park and Lubensky 1996c;
Park and Lubensky 1996b; Park and Lubensky 1996a; Deem and Nelson 1996;
Nelson 1996). The phase diagram which has now emerged, based on a careful
renormalization-group analysis (Park and Lubensky 1996c), is shown in Fig. 14.
There is a hexatic, “crinkled” phase, which is characterized by an algebraic decay
of the correlation function of surface normal vectors, at large bending rigidity κ and
hexatic stiffness KH . A Kosterlitz–Thouless transition to a fluid, “crumpled” phase
occurs not only with decreasing KH , but also with decreasing κ.

It has been argued by Nelson (1996) that the free energy of isolated five- and
seven-fold disclinations in hexatic membranes need not be identical. This asymmetry
has been confirmed by explicit calculations of the shapes and energies of these
disclinations (Park and Lubensky 1996a; Deem and Nelson 1996). However, this
does not lead to two distinct Kosterlitz–Thouless defect-proliferation temperatures
in the thermodynamic limit — with periodic boundary conditions —, since a “charge
neutrality” condition dictates identical numbers of five- and seven-fold disclinations
in this case. On the other hand, for membranes of finite size with free edges, the
lower energy of five-fold disclinations indicates a tendency towards the formation of
spherical vesicles (Nelson 1996; Deem and Nelson 1996); even in this case, however,
it has been argued that in the basin of attraction of the hexatic fixed point, thermal
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fluctuations always drive the system into an “unbuckled” regime, where disclinations
proliferate at the same critical temperature (Deem and Nelson 1996).

The coupling of both the local and global geometry of membranes to their inter-
nal structure can lead to many interesting and important effects. In the present con-
text, a particularly important example of this has been discussed by Park (1996),
where it is shown, in an analysis of the sine-Gordon model of membrane freezing,
that shape fluctuations of spherical vesicles cause disclinations to be screened at
length scales larger than R(κ/KH)1/2, where R is the radius of the vesicle. In the
sine-Gordon model, the principal coupling of the sine-Gordon field φ to geometry
occurs via an interaction proportional to φK, where K is the local Gaussian cur-
vature, with an imaginary coefficient. Shape fluctuations on a sphere, like gauge
fluctuations in an infinite two-dimensional superconductor, generate a mass term
for φ that smears out the phase transition. When the screening length is much larger
than the system size, screening is unimportant, and a normal Kosterlitz–Thouless
transition from a low temperature hexatic to a high temperature fluid phase should
occur. However, if the screening length is smaller than the system size, there
are unbound disclinations at all non-zero temperatures, and strictly speaking, the
hexatic phase does not exist.

The coupling of two-dimensional hexatic order to undulation modes in spherical
and cylindrical geometries has also been studied (Lenz and Nelson 2001; Lenz and
Nelson 2003). Although hexatic order has a negligible effect on the undulation modes
in the planar case, it was shown to lead to significant changes in the amplitude of
the low wave-vector modes of the spectrum in curved geometries.

4.2.2. Simulation Results for Triangulated Surfaces

Simulation studies of the freezing of flexible vesicles of spherical topology have pro-
vided strong evidence in support of the suggestion that the low temperature phase
of flexible membranes is an hexatic (Gompper and Kroll 1997a; Gompper and Kroll
1997b). In particular, it was found that for short tether lengths (low temperatures),
the density, ndloc, of “free” dislocations — defined as pairs of five- and seven-fold
vertices which have only 6-fold coordinated vertices as nearest neighbors — with
Burgers vector |b| = 〈�〉, where 〈�〉 is the mean nearest-neighbor separation, scales as

kBT

κ
ln(ndloc) = −Θ

(
κ

K0〈�〉2
)

, (115)

indicating that the free energy of dislocations is indeed finite even for the shortest
tether lengths studied. Unfortunately, the spherical topology of the vesicles pre-
vented a detailed characterization of the transition in terms of the orientational
order parameter. Instead, the internal order of the membrane was monitored indi-
rectly from the behavior of several quantities such as the system-size dependence of
the reduced volume, the density of “free” 7-fold disclinations, 〈n7

disc〉, and the bond
flip acceptance rate. The resulting phase diagram in the (kBT/[K0〈�〉2])–(kBT/κ)
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Fig. 15. Phase diagram in the (kBT/[K0〈�〉2])− (kBT/κ) plane, where K0 is the Young modulus
of a polymerized membrane of the same tether length, and 〈�〉 � (1+ �0)/2 is the average nearest-
neighbor distance. The solid symbols (•) are estimates for the phase boundary obtained from
simulations of membranes fluctuating about a planar reference state and from simulations of
melting of a network model confined to two dimensions. The open symbols (◦) are estimates
obtained from simulations of spherical vesicles. The solid line is a guide to the eye. From Gompper
and Kroll (2002).

plane is indicated by open circles in Fig. 15. Note that these estimates of the
hexatic-fluid phase boundary are smaller than those obtained from simulations of
membranes fluctuating about a planar reference state. This is consistent with the
predictions of Park (1996) that shape fluctuations of spherical vesicles cause discli-
nations to be screened at length scales larger than R(κ/KH)1/2. If this screening
length is smaller than the system size, there are unbound disclinations at all non-
zero temperatures, and strictly speaking, the hexatic phase does not exist, although
there may still be a sharp crossover in many quantities, as observed by Gompper
and Kroll (1997a) and Gompper and Kroll (1997b).

In order to study the transition in more detail, simulations were subsequently
performed for membranes fluctuating about a planar reference state (Gompper and
Kroll 2002). Periodic boundary conditions were used, and the simulations were
performed for zero spreading pressure. Because of the flat reference state, it was
possible to analyze the bond-orientational order parameter susceptibility in detail.
Simulations were performed for three values of the bending rigidity. The results for
the phase boundary in the (kBT/[K0〈�〉2])–(kBT/κ) plane are plotted as bullets (•)
in Fig. 15. This phase diagram has a striking similarity with the one obtained from
renormalization-group calculations (see Fig. 14). Note, however, that (i) because
it was not possible to determine the hexatic stiffness, the data are plotted as a
function of the two-dimensional Young modulus of a tethered network of the same
tether length, while the field-theoretical model uses the hexatic stiffness KH , and
(ii) the stability of the hexatic phase extrapolates to values of the bending rigidity
as low as κ/kBT � 0.56, while renormalization-group calculations suggest a larger
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limit of κ/kBT � 0.83. It is important to note, however, that the field-theoretical
calculations are strictly valid only for sufficiently large κ.

For κ/kBT � 1.15, the simulation results clearly showed that the transition is
continuous, and that the critical behavior is consistent with the predictions of (Park
and Lubensky 1996c; Park and Lubensky 1996b; Park 1996). For smaller values of
the bending rigidity, the situation is less clear, although results for κ/kBT = 0.87
are consistent with a first-order transition for the system sizes which were simulated.
However, it cannot be ruled out that this behavior is a finite-size artifact, and that
the transition becomes continuous for larger system sizes.

4.3. Budding of Crystalline Domains in Fluid Membranes

A famous and biologically very important example of domain formation and budding
is the adsorption of clathrin molecules on the plasma membrane. Clathrin molecules
are three-armed proteins which assemble to form a regular hexagonal network on
the membrane surface. By forming first a coated pit and then a complete bud,
see Fig. 16, these clathrin coats control endo- and exocytosis, i.e. the formation
and detachment of small transport vesicles from the cell membrane. This process
can be driven by a change of pH, compare Fig. 16, which induces a change of the
spontaneous curvature, as discussed in Sec. 3.6. The formation of clathrin cages is
therefore an example for the budding of crystalline patches embedded in a fluid
lipid membrane.

The main difference between a fluid and a crystalline membrane domain is the
in-plane shear elasticity and quasi-long-range positional order of the crystalline
phase. A flat, crystalline membrane therefore cannot be deformed into a spherical
bud without the introduction of topological defects. For the generic case of 6-fold

Fig. 16. Rounded clathrin coated pits in normal chick flbroblasts (a–d) and coated pits on mem-
brane fragments derived from cells which have been broken open and left in pH7 buffer before
fixation and drying (e–f). The width of field of view of the individual pictures is 0.4 µm. Repro-
duced from Heuser (1989) by copyright permission of The Rockefeller University Press.
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coordinated vertices in the crystalline phase, Euler’s theorem requires an excess of
exactly 12 5-fold disclinations to form a spherical cage. Disclinations are topological
defects which cannot be generated locally. In order to explain bud formation, it is
therefore necessary to understand how the disclinations appear inside the crystalline
domain. Two principal mechanisms are possible: (i) an edge-acquisition mechanism,
in which disclinations form at the edge of the domain and then diffuse into the
interior, and (ii) an interior-acquisition mechanism, in which dislocation pairs are
generated in the interior; each of these dislocations subsequently dissociates, leaving
behind a 5-fold disclination while the 7-fold disclination diffuses to the domain
boundary. Another important question is the dependence of the domain size RA

on the line tension and spontaneous curvature at the budding transition. It has
been suggested by Mashl and Bruinsma (1998) that C0 at the transition increases
linearly with RA, in contrast to the fluid case, where C0 decreases as 1/RA.

In order to study crystalline domains in fluid membranes, and to address the
questions raised above, crystalline order has to be induced in part of the membrane
by choosing an appropriately small tether length. This implies that the tether length
is not uniform, but depends on the type of the two connected vertices. A natural
choice is to use two tether lengths, �A and �B , for the AA- and BB-bonds, respec-
tively, and to set �AB = (�A + �B)/2.

Let CB
0 and CA

0 denote the spontaneous curvatures in the fluid and the crys-
talline domains, respectively. Monte Carlo simulations of this model with CB

0 = 0
and a range of values of CA

0 and the line tension λ have been used to determine the
budding phase diagram (Kohyama et al. 2003). It was found that the location of
the budding transition is well described by

λRA/κ + γ0C
A
0 RA = Γ(RA), (116)

with γ0 = 0.84 and Γ(RA) = 3.28 + 0.0004(K0/κ)R2
A. Γ is therefore a weakly

increasing function of RA.
This result can be understood in terms of the scaling behavior of crystalline

and hexatic domains (Kohyama et al. 2003). The various scaling regimes of Γ(RA)
are summarized in Fig. 17. For a spherical, crystalline bud, the bending energy
dominates at sufficiently small radii, which implies Γ = 4, compare Sec. 3.9.1.
As the bud-size increases, the stretching energy increases and gives an additional
contribution proportional to K0R

2
A, see Eq. (47). When the stretching energy of a

spherical bud becomes equal or larger than its bending energy, the bud can lower its
total energy by deforming into an icosahedral shape with rounded edges. The theory
of stretching ridges described in Sec. 2.6.1 then implies that Γ(R) ∼ (K0/κ)1/6R1/3.
This asymptotic behavior for very large buds is preceded by a regime which is
dominated by the bending energy of the cone-shaped corners of the icosahedron
(see Sec. 2.6.2), which implies a logarithmic R-dependence of Γ. Finally, if the bud
radius becomes much larger than the buckling radius (see Secs. 2.6.1 and 4.2), the
membrane enters the hexatic phase, where Γ(R) ∼ (KH/κ) ln(R), with KH the
hexatic stiffness.
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Fig. 17. Schematic plot of the scaling regimes of Γ(RA), compare Eq. (116), which characterizes
he dependence of the budding transition on the domain size RA of a planar crystalline domain.
Different scaling regimes are indicated. From Kohyama et al. (2003).

The dynamics of defect formation after a quench from a defect-free domain
into the budded state can be seen in the snapshots of Fig. 18. The figure
clearly demonstrates that the defects first form at the domain boundary and
then diffuse into the interior. This result strongly supports the exterior acquisition
hypothesis.

Another interesting feature can be seen in Fig. 18c and 18d. The topological
disclinations do not appear as isolated defects, but are accompanied by lines of
dislocations — which are grain boundaries between two crystal orientations. It has
been shown very recently by Bowick et al. (2001c) that such defect scars screen
the strain field of a disclination and thereby lower the energy of the crystalline
membrane on a sphere.

The budding scenario discussed here provides a nice example of how various
seemingly disparate aspects of the physics of flexible membranes can be used to
provide insight into the formation of clathrin coated pits.

5. Membranes of Fluctuating Topology

5.1. Microemulsion and Sponge Phases

For lipid bilayers, the bending energy is large and membrane fusion or fission is
suppressed by a large energy barrier. It is therefore often an excellent approxi-
mation to model these systems as membranes of fixed topology. However, when
κ/kBT , the bending rigidity in thermal units, is sufficiently small, as in many sur-
factant systems, the membranes can easily change their topology. The essential
new control parameters are now the saddle-splay modulus κ̄, and the membrane
volume fraction Ψ, i.e. the area S of the membrane times its (constant) thick-
ness δ, divided by the total available volume V . Many different phases can be
observed as a function of the membrane volume fraction (Gelbart et al. 1995).



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

410 G. Gompper and D.M. Kroll

Fig. 18. Snapshots of configurations of a crystalline domain during the budding process after a
quench from a defect-free initial state. The pictures show a top view of the crystalline domain;
the fluid part of the membrane is not shown. 5-fold and 7-fold coordinated vertices are marked by
squares and circles, respectively. The parameters are NA = 368, NB = 2442, �A/σ0 = 1.50,
�B/σ0 = 1.68, CA

0 σ0 = 0.2, CB
0 = 0, and λσ0 = 2.0kBT . Snapshots are shown at time

(a) t = 0.1 × 106, (b) t = 0.5 × 106, (c) t = 2 × 106, and (d) t = 3 × 106 Monte Carlo steps
after the quench. From Kohyama et al. (2003).

Examples include several liquid crystalline phases such as the lamellar phase, the
hexagonal phase of cylindrical micelles, cubic phases of spherical micelles, and
cubic bicontinuous (“plumber’s nightmare”) phases. Bicontinuous structures, which
are characterized by an exponential decay of correlations in the membrane posi-
tions, are particularly intriguing. These phases — which are called microemulsions
— have been observed experimentally in many binary and ternary amphiphilic
systems. Microemulsions are macroscopically homogeneous and optically isotropic
mixtures of oil, water and amphiphiles. On a mesoscopic scale, they consist of
two multiply-connected and intertwined networks of oil- and water-channels which
are separated by an amphiphilic monolayer. A similar phase, the sponge phase,
appears in binary systems of water and amphiphile, where now the two labyrinths
are occupied by water, separated by an amphiphilic bilayer. Pictures obtained
by freeze-fracture microscopy (Strey et al. 1992), where the sample is quickly
frozen, cut, and then studied with an electron microscope, are very suggestive in
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Fig. 19. Freeze-fracture microscopy picture of a sponge phase. From Strey et al. (1992).

this case, because the sample has a preference to break along the bilayer mid-
surface, so that the three-dimensional structure of the membrane becomes visi-
ble. An example is shown in Fig. 19, which clearly shows the saddle-like geom-
etry of the amphiphile film. The intuitive picture of microemulsion and sponge
phases as fluid versions of bicontinuous cubic phases is strongly supported by these
experiments.

A theoretical understanding of the statistical mechanics of such membranes
ensembles, however, is only beginning to emerge (Porte 1992; Gompper and Schick
1994; Safran 1994; Morse 1997). This is not surprising, since the statistical mechan-
ics of surfaces which can change not only their shape, but also their topology, is
extremely complicated. In principle, a partition function of the form

Z =
∑

topologies

∫ ′
DR(x) exp{−H[R(x)]/kBT} (117)

has to be calculated, where DR(x) denotes the integration over all possible shapes
of the surface with parameterization R(x) at fixed topology, where x is a two-
dimensional coordinate system on the surface. However, this integral is not just
over all possible parameterization R(x) of a surface of fixed topology, but has to
be restricted to those parameterizations which lead to physically different shapes
in the embedding space; this is indicated by the prime. Finally, the contributions
off all different topologies have to be summed over. It is clear that this problem is
sufficiently complex that no exact solution will be found anytime soon. Therefore,
approximations have to be made in order to get some insight into the behavior of
these phases.
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5.2. Theoretical Predictions

5.2.1. Gaussian Random Fields

A very useful approach, which has been worked out by Berk (1987), Berk (1991),
Teubner (1991), Pieruschka and Marc̆elja (1992), Pieruschka and Safran (1993), and
Pieruschka and Safran (1995), is to describe membranes as level surfaces of Gaussian
Random Fields (GRF). The starting point is a Gaussian free-energy functional of
the form

H0[φ] =
1
2

∫
d3q ν(q)−1Φ(q)Φ(−q), (118)

where Φ(q) is the Fourier transform of a scalar (concentration) field. Using
Eq. (118), the average geometry of the Φ(r) = α level surfaces can be calculated for
arbitrary spectral density ν(q). In particular, the surface density, 〈S/V 〉, the mean
curvature 〈H〉, the Gaussian curvature 〈K〉, and the mean curvature squared 〈H2〉
can be calculated exactly (Teubner 1991):

〈S/V 〉 =
2
π

exp
[
−α2

2

]√
1
3
〈q2〉ν , (119)

〈K〉 = −1
6
〈q2〉ν(1 − α2), (120)

〈H〉 =
1
2
α

√
π

6
〈q2〉ν , (121)

〈H2〉 = 〈K〉 +
1
5

〈q4〉ν

〈q2〉ν
, (122)

where

〈qn〉ν =
∫

d3q

(2π)3
qnν(q). (123)

Since 〈H〉 is a linear function of α, compare Eq. (121), the level parameter α is
proportional to the spontaneous curvature C0. In particular, for α = 0 the mean
curvature of the surface vanishes; this corresponds to a balanced system, where
C0 = 0. The surface density 〈S/V 〉 decreases rapidly with increasing |α|.

The GRF-approach is most predictive when the Gaussian model of random inter-
faces is related to the statistical mechanics of membranes by a variational approx-
imation (Pieruschka and Safran 1993; Pieruschka and Safran 1995). In this case,
the spectral density ν(q) in the functional (118) is determined by the requirement
that the φ(r) = 0 level surfaces mimic the behavior of interfaces controlled by the
curvature Hamiltonian (61) as closely as possible. The usual variational approach
employs the Feynman–Bogoljubov inequality,

F ≤ F0 + 〈H − H0〉0, (124)

where H and F are the Hamiltonian and the free energy of the system of interest,
respectively, and H0 and F0 the same quantities of the reference system. In this
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way, an upper bound for the true free energy is obtained. A complication arises in
the case of random surfaces because the GRF-Hamiltonian is defined everywhere
in space, while the curvature Hamiltonian is only defined on the level surface. The
curvature energy therefore does not restrict fluctuations of the field Φ(r) away from
the level surface. In order to suppress such fluctuations, one usually makes the
mean-spherical approximation, and introduces the constraint 〈Φ(r)2〉 = 1.

In this variational approach, the free energy per unit volume of balanced
microemulsions (with C0 = 0) is given by

F/V =
S

V
[2κ〈H2〉 + κ̄〈K〉] − kBT

2

∑
q

ln ν(q), (125)

where the first two averages are given by Eqs. (122) and (120), respectively, and
the last term is the free energy of the Gaussian random field. The average 〈H0〉0
is a constant, independent of ν(q), and has therefore been omitted from Eq. (125).
The functional derivative δF/δν(q) = 0 of Eq. (125) then gives the functional form
(Pieruschka and Safran 1993)

ν(q) =
a

q4 − bq2 + c
(126)

for the spectral density, where the parameters a, b and c are now related to the
curvature elastic moduli κ and κ̄ and the surface density S/V . The first interesting
result is that the spectral density is found to be independent of κ̄. Exact expressions
for the parameters can be found in Endo et al. (2001). To leading order in κBT/κ,
the parameters are given by

a =
15π2

16
kBT

κ

S

V
, b =

3
2
π2

(
S

V

)2

, c =
(

3π2

4

)2 (
S

V

)4

. (127)

The spectral density (126) is equivalent to the scattering intensity in bulk contrast.
The free energy of the sponge phase can also be calculated from the GRF

approach. To leading order in an expansion in kBT/κ, the free-energy density
f = F/V is found to be (Pieruschka and Safran 1995)

f =
π2

40
[2κ − 5κ̄]

(
δ

S

V

)3

− kBT

12
ln

(
δ

S

V

)
, (128)

where δ is again the thickness of the amphiphilic interface. This implies that for
small membrane volume fractions Ψ = δS/V , the entropic term dominates over the
energy term, and that the sponge phase becomes unstable.

The weak point of this approach is that it is not clear whether the calculated
entropy is actually equivalent to the physical conformational entropy of the mem-
branes (Morse 1997). The main problem is that the curvature energy only controls
the shape of the Φ(r) = 0 level surface, while the values of the scalar field Φ at all
other points in space are not affected by it. The fluctuations of Φ in these oil- and
water-regions are mainly determined by the mean-spherical constraint 〈Φ2(r)〉 = 1.



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

414 G. Gompper and D.M. Kroll

Obviously, an appreciable contribution to the total entropy arises from the fluctua-
tions of Φ in these ‘bulk’ regions. This would not affect the predictions of the model if
the ‘bulk’ contributions were independent of the interface positions. Unfortunately,
there is currently no argument that this is indeed the case.

5.2.2. Small-Scale Membrane Fluctuations, Scale-Dependent Rigidity, and
Phase Behavior

Another approach is to start directly from the description of the surfactant mem-
brane as a fluctuating surface with curvature energy (61). Consider again the case of
balanced microemulsions and sponge phases, for which the spontaneous curvature
vanishes, C0 = 0.

In the absence of thermal fluctuations, the range of stability of the lamellar
phase as a function of κ and κ̄ can be deduced from the following argument. The
curvature Hamiltonian is written in the form

H =
∫

dA

{
1
2
κ+(C1 + C2)2 +

1
2
κ−(C1 − C2)2

}
, (129)

where κ+ = κ + κ̄/2 and κ− = −κ̄/2. Clearly, both κ+ and κ− have to be positive
in order for the lamellar phase to be stable, which implies −2κ < κ̄ < 0. At κ+ = 0
(equivalent to κ̄ = −2κ), an instability towards a phase of microscopic vesicles
occurs, while at κ− = 0 (equivalent to κ̄ = 0), the lamellar phase becomes unstable
with respect to a plumber’s nightmare phase with a microscopic lattice constant.

It is important to emphasize that for vanishing spontaneous curvature, the phase
behavior as a function of the amphiphile volume fraction cannot be understood on
the basis of the curvature energy alone — i.e. without considering the effect of
thermal fluctuations (Porte 1992). The reason is that the curvature Hamiltonian is
conformally invariant in three spatial dimensions; this implies, in particular, that it
is invariant under a simultaneous rescaling of all length scales. Since the curvature
energy is scale invariant, the energy density scales as the third power of an inverse
length, i.e. as (S/V )3. Therefore, the curvature energy of any given structure —
spherical, cylindrical, lamellar, cubic, or random — scales in exactly the same way
with decreasing amphiphile volume fraction, so that there can be no phase transi-
tions. The influence of thermal fluctuations therefore need to be considered in order
to understand the phase behavior.

It has been suggested by Safran et al. (1986), Cates et al. (1988), Morse (1994),
and Golubović (1994) that the free energy of the sponge phase can be obtained by
integrating out the membrane fluctuations on scales less than the typical domain
size. This integration over small-scale fluctuations leads to renormalized, scale-
dependent curvature moduli

κR(�/δ) = κ − ακ
kBT

4π
ln(�/δ), (130)

κ̄R(�/δ) = κ̄ − ᾱκ
kBT

4π
ln(�/δ), (131)
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on length scale �, with ακ = 3 (compare Sec. 3.5.1) and ᾱκ = −10/3 (David 1989),
respectively, and �/δ = Ψ−1, where Ψ is the membrane volume fraction. This implies
that the curvature Hamiltonian (129) has to be replaced by (Morse 1994; Golubović
1994)

F =
∫

dA

{
1
2
κ+,R(Ψ−1)(C1 + C2)2 +

1
2
κ−,R(Ψ−1)(C1 − C2)2

}
(132)

with

κ±,R(Ψ−1) = κ± + α±
kBT

4π
ln Ψ , (133)

where α+ = ακ + ᾱκ/2 = 4/3 and α− = −ᾱκ/2 = 5/3. The stability argument dis-
cussed above now implies that κ+,R and κ−,R have to be positive for the free energy
(132) to be stable against collapse of the structure to molecular scales. There are
therefore instabilities at κ+,R(Ψ−1) = 0 and κ−,R(Ψ−1) = 0. The latter instability
can be identified with the emulsification failure of the sponge phase, so that the
phase boundary is predicted to occur at (Morse 1994; Golubović 1994)

ln Ψ =
6π

5
κ̄

κBT
. (134)

This result can be understood intuitively as follows. For sufficiently large membrane
volume fraction, both κ+,R and κ−,R are positive. The system therefore tries to
minimize (C1 + C2)2 and (C1 − C2)2. This can be achieved by decreasing both C1

and C2, i.e. by swelling a given structure as much as possible — the lamellar phase
is stable at this value of Ψ. On the other hand, as soon as κ+,R or κ−,R become
negative at some small value of Ψ, the free energy can be reduced by collapsing
the structure. With decreasing length, however, κ+,R and κ−,R increase and finally
become positive. The collapse therefore stops at the length scale determined by
Eq. (134).

The renormalization of κ and κ̄ implies that the free-energy density, f , of the
sponge phase should behave as (Roux et al. 1990; Porte et al. 1991; Roux et al. 1992)

f = (A + B ln Ψ)Ψ3. (135)

As explained above, the term proportional to Ψ3 comes from the conformal invari-
ance of the curvature energy. A represents the contribution of the curvature energy
without thermal fluctuations, and is a linear function of both κ and κ̄. B represents
the logarithmic corrections from the renormalization and is a linear function of tem-
perature. Both A and B depend on the detailed geometrical structure of the sponge
phase, and thus cannot be obtained from simple scaling arguments. It is important
to note that the functional dependence of the free energy (135), which is based on
the renormalization of the curvature elastic moduli due to small-scale membrane
fluctuations, does not agree with the free energy (128) of the Gaussian random field
model, which includes the topological entropy of a disordered bicontinuous phase.
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5.3. Triangulated-Surface Models for Membranes
with Fluctuating Topology

In order to use triangulated-surface models to study microemulsions, a new type
of Monte Carlo step — in addition to the vertex moves and bond flips discussed
above — has to be implemented. This topology-change step is shown schematically
in Fig. 20. It consists of either inserting or cutting minimal necks between two
distinct membrane segments.

Let the variable s characterize the state of the system. The probability of state
s is P (s) ∼ exp[−H(s)/kBT ], where H is the curvature energy of the system in
state s. Two states s and s′ are linked by a transition probability w(s → s′) of
going from state s to s′. The condition of “microscopic reversibility”

P (s)w(s → s′) = P (s′)w(s′ → s) (136)

is then sufficient to guarantee that the systems reaches the equilibrium state char-
acterized by the Gibbs ensemble. For topology changes, Gompper and Kroll (1998)
have used a Metropolis algorithm with

w(s → s′) =

{
ass′ for as′sP (s′) ≥ ass′P (s)

ass′ [as′sP (s′)]/[ass′P (s)] for as′sP (s′) < ass′P (s)
. (137)

The stochastic matrix ass′ for making a neck starting in state s is ass′ = 2p/Nt(s);
for destroying a neck when in state s′, it is as′s = 6(1 − p)/Nt(s′). Here, p is the
probability that we try to create a neck once we have chosen a surface triangle, and
(1−p) is the probability that we try to destroy a neck. In the first case, the factor 2
arises since when trying to create a neck, there are two surface triangles that would
lead to the same result; in the second, the factor is 6 since there are six surface

Fig. 20. Monte Carlo step for changing the topology of a triangulated surface. (a) Two surface
triangles are removed. (b) The two holes are connected by a prism of six triangles.
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triangles in a neck, and the choice of any of the six will lead to the destruction
of the neck with equal probability. The choice (137) guarantees that Eq. (136) is
fulfilled. In the Metropolis algorithm, the move from s to s′ should be accepted with
a probability (Allen and Tildesley 1992; Nicholson and Parsonage 1982)

min
(

1,
as′sP (s′)
ass′P (s)

)
. (138)

In this algorithm, a surface triangle is chosen at random, and one attempts to
make a neck three times as often as one tries to destroy a neck. This means that
p = 3/4. When attempting to create a neck in the move s → s′, the move is accepted
with the probability

min
(

1,
Nt(s)
Nt(s′)

exp[(H(s) − H(s′))/kBT ]
)

, (139)

where Nt(s′) = Nt(s) + 4. Similarly, when attempting to destroy a neck, the move
is accepted with the probability (139), but where now Nt(s′) = Nt(s) − 4.

In a simulation with a fixed number of vertices and variable topology, the number
of triangles and bonds must fluctuate as a consequence of Euler’s theorem. This
implies that the number of attempted bond moves per Monte Carlo steps must now
adjusted in such a way that the probability for a bond-flip attempt is constant,
independent of the topology. This can easily be done by relating the number of
bond flips to the actual total number of bonds of each configuration.

5.4. Simulation Results

A typical configuration of a triangulated surface in a cubic box with parameters κ, κ̄

and Ψ chosen in the stability region of the microemulsion or sponge phase is shown in
Fig. 21. This configuration clearly illustrates the bicontinuous structure of balanced
microemulsions and sponge phases. The saddle-like geometry of the membrane can
also be easily seen. Finally, the figure shows that locally, the structure of the sponge
phase strongly resembles that of the cubic phases discussed above. A sponge phase
should therefore be considered as the molten state of the crystalline cubic phase.

A more quantitative comparison with the theoretical approaches of Secs. 5.2.1
and 5.2.2 can be made by determining the phase diagram of the randomly-
triangulated surface model, and by measuring the osmotic pressure, p, in the sim-
ulations as a function of the membrane volume fraction Ψ. From Eq. (135), we
obtain

pδ3/kBT ≡ 1
kBT

[Ψ∂f/∂Ψ − f ] = [(2A + B) + 2B ln Ψ]Ψ3, (140)

i.e. the same functional dependence as the free-energy density itself. This depen-
dence has been confirmed by the simulation data (Gompper and Kroll 1998). The
simulations therefore provide strong evidence for the renormalization of the elastic
moduli of the curvature model and for the dependence (135) of the free energy on
the membrane volume fraction.



April 20, 2004 9:28 Spi-b145: Statistical Mechanics of Membranes and Surfaces 2nd Edition chap12

418 G. Gompper and D.M. Kroll

Fig. 21. A typical membrane configuration in a sponge phase for bending rigidity τ/kBT = 3.0
(where τ is the coefficient of the discretized bending energy (70)), and κ̄/kBT = −0.7. The two
sides of the membrane are shaded differently in order to emphasize the bicontinuous structure of
this phase. From Gompper and Kroll (1998).

Fig. 22. The phase diagram as a function of membrane volume fraction Ψ and saddle-splay
modulus κ̄, for bending rigidity τ/kBT � 3.0. Note the logarithmic scale of the ordinate. The
dashed line shows the theoretical prediction (134). From Gompper and Kroll (1998).

The phase diagram for fixed bending rigidity κ is shown as a function of κ̄ and
Ψ in Fig. 22. The simulation data are compared with the prediction (134) for the
phase boundary. Since the slopes of the phase boundaries in this logarithmic plot
are in good agreement, both the exponential dependence of the membrane volume
fraction on the saddle splay modulus at the transition, as well as the value of the
universal prefactor in Eq. (134) are confirmed.
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5.5. Comparison with Experiments

Experimentally, phase diagrams and scattering intensities have been studied sys-
tematically for many different surfactant molecules. Qualitatively, the agreement
with theory is very reasonable. For example, the scattering intensity in bulk con-
trast shows a peak at non-zero wave vector in the microemulsion phase, which moves
out and decreases in height with increasing surfactant concentration. A quantitative
comparison, however, is much more difficult. We discuss here three different classes
of experiments where a such a quantitative comparison has been made.

The first type of experiments are scattering studies in bulk and film contrast.
In bulk contrast, the scattering intensity Sww(q) is proportional to the spectral
density ν(q) of the Gaussian random field model, compare Eq. (126), for wave
vectors q which are not much larger than the characteristic wave vector k of the
domain structure. The functional dependence of Eq. (126) describes the scattering
data in this regime very well, as was first noted by Teubner and Strey (1987), who
derived this result on the basis of a Ginzburg–Landau model. In film contrast, the
scattering intensity Sff (q) is given in the limit of wave vector q → 0 by (Porte
et al. 1991)

Sff (q → 0) ∼ Ψ
(

∂p

∂Ψ

)−1

, (141)

where p is the osmotic pressure of Eq. (140). For the free energy (135), this implies

[ΨSff (q → 0)]−1 ∼ const + ln Ψ. (142)

Such behavior has indeed been observed experimentally by Porte et al. (1991).
However, this result has been questioned by Daicic et al. (1995b) and Daicic et al.
(1995a). This has lead to a intensive debate, with arguments against and in favor
(Roux et al. 1996; Porte et al. 1997) of the existence of a logarithmic renormalization
of elastic moduli in the sponge phase.

In a second type of experiment, information about the average geometry of
the surfactant film can be extracted from the scattering intensity in the regime
k < q � 1/δ. This information is contained in the corrections to the asymptotic
1/q4 law for smaller values of the wave vector (Teubner 1990). Experimentally, the
average Gaussian curvature is found to be (Chen et al. 1996)

(V/S)2〈K〉 = 1.25 ± 0.10, (143)

which is in excellent agreement with the Gaussian random field result (V/S)2〈K〉 =
−π2/8 = 1.23, compare Sec. 5.2.1.

The third type of experiment concerns the phase behavior of mixtures of water
and non-ionic surfactant as a function of temperature and surfactant concentration.
On the basis of a model in which the bilayer is described by two parallel monolayer
with spontaneous curvature C

(mono)
0 , it has been shown that κ̄(bi) = 2κ̄(mono) +

4κ(mono)C
(mono)
0 δ where δ is the monolayer separation (Porte 1992). Since C

(mono)
0 ∼

(T − T̄ ) is observed experimentally (Strey 1994), the saddles play modulus κ̄ should
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be a linear function of temperature in this case. Therefore, the concentrations at the
phase boundaries of the lamellar and the sponge phase are expected from Eq. (134)
to depend exponentially on temperature. A logarithmic plot of the phase diagram
of C12E5 in water (Strey et al. 1990) is indeed consistent with this expectation.

The most detailed information about both the scattering intensities and phase
behavior in these systems has been obtained very recently in ternary amphiphilic
systems of water, oil and non-ionic surfactant CiEj , to which small traces of an
amphiphilic block copolymer has been added (Jakobs et al. 1999; Endo et al. 2000;
Endo et al. 2001; Gompper et al. 2001a; Gompper et al. 2001b). The results obtained
in this system provide further, strong evidence for the existence of a logarithmic
renormalization of κ and κ̄ in microemulsions and sponge phases.

6. Summary and Outlook

There has been enormous progress in the understanding of the behavior of fluctuat-
ing membranes in recent years. This is due to the fruitful interaction of experiment,
theory and computer simulations.

Triangulated-surface models describe the behavior of membranes on length
scales which are larger than the membrane thickness (Goetz et al. 1999). Sur-
faces with fixed connectivity describe polymerized membranes. When the trian-
gulation becomes dynamic, the model describes fluid or crystalline membranes —
depending on the tether length. Finally, with insertion and deletion of minimal
necks, membranes of fluctuating topology can be modelled. Also, the vertices or tri-
angles can have internal degrees of freedom, like a composition variable in the case
of multi-component membranes. Triangulated surfaces have therefore proven to be
very versatile, and should find application in studies of a wide range of problems in
membrane physics and biology.

While the behavior of single-component membranes has been investigated in
considerable detail, with many properties now well understood, several important
properties still have to be clarified. For example, detailed field-theoretical calcu-
lations (David and Wiese 1996; Wiese and David 1997; David and Wiese 1998)
predict a crumpled phase of self-avoiding polymerized membranes which has never
been observed in simulations. Another example is the renormalization of the bend-
ing rigidity, where undulation modes for vesicles with considerably larger vertex
number have to be simulated to unambiguously confirm the membrane softening on
larger length scales.

Most importantly, however, triangulated surface models have reached a level of
maturity where they can be used to study experimentally relevant questions. Exam-
ples are the spectrum of undulation modes of non-spherical vesicles, the budding of
clathrin-coated pits, and the micropipette aspiration of red blood cells.

With increased computer power, these simulations can be extended to larger and
more complex systems. This complexity involves not only internal degrees of freedom
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of the membrane, but also their interactions with integrated macromolecules and
solvent mediated interactions with external objects and flows.
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