


Polymer Microscopy

Third Edition



Polymer Microscopy

Third Edition

Linda C. Sawyer

David T. Grubb

Gregory F. Meyers

~ Springer



Linda C. Sawyer
Celanese Americas, ret.
Palmyra, VA, USA

Gregory F. Meyers
Analytical Sciences
Dow Chemical Company
Midland, MI, USA

David T. Grubb
Professor
Department of Materials Science and Engineering
Cornell University
Ithaca, NY, USA

ISBN: 978-0-387-72627-4 e-ISBN: 978-0-387-72628-1
DOl: 10.1007/978-0-387-72628-1

Library of Congress Control Number: 2007928814

© 1987, 1996, 2008 Linda C. Sawyer, David T. Grubb
All rights reserved. This work may not be translated or copied in whole or in part without the written permis
sion of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York, NY 10013, USA),
except for brief excerpts in connection with reviews or scholarly analysis. Use in connection with any form of
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar meth
odology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are not
identified as such, is not to be taken as an expression of opinion as to whether or not they are subject to pro
prietary rights.

Printed on acid-free paper

987 6 5 4 3 2 1

springer.com



Preface to the Third Edition

The major objective of this text is to provide information on the microscopy techniques
and specimen preparation methods applicable to polymers. The aim is to provide enough
detail for the methods described to be applied by the reader, while providing appropriate
references for those who need more detail than can be provided in a single text.

We recognize that scientists from a wide range of backgrounds may be interested in
polymer microscopy. Some may be experienced in the field, and this text should provide
a reference source and a resource whenever a new material or a new problem comes to
their attention. The scientist, engineer or graduate student new to the field needs more
explanation and help. The focus here is on the needs of the industrial scientist and the
graduate student. Some may need to know more about the intrinsic capabilities of micro
scopes of all types, so there is a description of basic imaging principles and of instruments,
both classical and those more recently invented. Others may know all about microscopes
and little about polymers, so there is a discussion of polymer structure and properties to
put the microscopy into context. A brief section on processing of polymers has also been
added.

As the text has been designed to cater to this wide range of backgrounds, some of these
more introductory sections will not be for every reader. However, the organization of
chapter and section headings should lead the reader to the information needed, and an
extensive index is provided for the same purpose.

The first edition of this book was published twenty years ago, in 1987, and a second
edition was published in 1996. There were many changes between those two editions, but
the advances in microscopy and polymers in the last decade have been even more signifi
cant, requiring major revision. We were pleased when Springer invited us to provide this
third edition allowing us to bring "Polymer Microscopy" up to date once again. This
edition follows the same basic principles as the first two, with significant editing of older
work and inclusion of new material. The rapid development of Scanning Probe Micros
copy (SPM) and complete conversion to digital imaging has most affected the image
capabilities used for polymers. Additionally, new polymer materials such as nanocom
posites have been developed that require the use of microscopy. Overall it has been an
exciting decade for polymer microscopy and our goal is to provide a window to view these
new technologies.

Chapter 1 provides a brief introduction to polymer materials, processes, morphology
and characterization. Chapter 2 is a concise review of the fundamentals of microscopy,
where many important terms are defined. Chapter 3 reviews imaging theory for the
reader who wants to understand the nature of image formation in the various types of
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microscopes, with particular reference to imaging polymers and how instrumental param
eters affect results. These chapters are summaries of large fields of science, to make this
text complete, and they contain many references to more specialized texts and reviews.

Chapters 4 and 5 contain the major thrust of the book. Chapter 4 covers specimen
preparation, organized by method with enough detail given to allow a reader to conduct
such preparations.* Many new methods have been added, especially those developed for
use with the SPM and those relating to improvements in cryo-TEM. The references are
chosen to provide the best detail and support. Chapter 5 describes the application of these
methods to the study of specific types of polymers. The organization is by the form of
the material, as fibers, films, membranes, engineering resins and plastics, composites
(including a new section on nanocomposites), emulsions, coatings and adhesives, and high
performance polymers. The emphasis in this chapter is on applications, particularly where
more than one specimen preparation method or microscopy technique is used.

Chapter 6 is newly named for this edition, "Emerging techniques in polymer micros
copy." The change is to indicate that the chapter includes both techniques that have been
recently developed and those which are not new but which have not yet been regularly
applied to polymer materials. These techniques include optical, electron and scanning
probe microscopy techniques. In many of these fields the techniques are still developing
very rapidly and thus future improvement in practice and understanding is likely over
the coming years. Chapter 7 describes how the various microscopies and other analytical
techniques for investigating polymer structure should be considered together as a system
for problem solving.

The selection of the authors for this text came from a desire for a comprehensive review
of polymer microscopy with emphasis on methods and techniques rather than on the
results obtained. The synergism provided by three authors with very different back
grounds is important. One author (LCS) has an industrial focus and a background in
chemistry, while another author (DTG) is in an academic environment with a background
in polymer physics. A third author (GFM), added for this edition, is a chemist with an
industrial focus, and a specialist in SPM. The major contribution of David Grubb and
Greg Meyers has been in Chapters 2, 3 and 6. Linda Sawyer has been responsible for
Chapters 1,4,5 and 7, with input from her coauthors.
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1.1 POLYMER MATERIALS

1.1.1 Introduction

Organic polymers are materials that are widely
used in many important emerging technologies
of the 21st century. Feedstocks for synthetic
polymers are petroleum, coal, and natural gas,
which are sources of ethylene, methane, alkenes,
and aromatics. Polymers are used in a wide range
of everyday applications, such as in clothing,
housing materials, medical applications, appli
ances, automotive and aerospace parts, and in
communication. Materials science, the study of
the structure and properties of materials, is
applied to polymers in much the same way as it
is to metals and ceramics: to understand the
relationships among the manufacturing process,
the structures produced, and the resulting physi
cal and mechanical properties. This chapter is an
introduction to polymer morphology, which
must be understood in order to develop rela
tions between the structure and properties of
these materials. An introduction by Young [1], a
recent book on microstructure and engineering
applications of plastics by Mills [2], and a book
by Elias [3] all provide a good starting point in
any study of polymers. Subsequent sections and
chapters of this book have many hundreds of
references cited as an aid to the interested
reader. The emphasis in this text is on the eluci
dation of polymer morphology by microscopy
techniques. This first chapter provides a founda
tion for the chapters that follow.

Polymers have advantages over other types of
materials, such as metals and ceramics, because
their low processing costs, low weight, and prop
erties such as transparency and toughness form
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unique combinations. Many polymers have useful
characteristics, such as tensile strength, modulus,
elongation, and impact strength, which make
them more cost effective than metals and ceram
ics. Plastics and engineering resins are processed
into a wide range of fabricated forms, such as
fibers,films,membranes and filters,moldings, and
extrudates. Recently, new technologies have
emerged resulting in novel polymers with highly
oriented structures. These include polymers that
exhibit liquid crystallinity in the melt or in solu
tion, some of which can be processed into materi
als with ultrahigh performance characteristics.
Applications of polymers are wide ranging and
varied and include the examples shown in Table
1.1. A listing of the names and abbreviations of
some common polymers is shown in Appendix I
for reference. Appendix II is a list of acronyms
commonly used for analytical techniques. Appen
dix III provides a listing of common fibers, and
Appendix IV is a listing of common plastics and
a few applications. Finally, general suppliers of
accessories,microscopes, and x-raymicroanalysis
equipment are found in Appendices V-VII.

1.1.2 Definitions

Polymers are macromolecules formed by joining
a large number of small molecules, or mono-

TABLE 1.1. Polymer applications

Introduction to Polymer Morphology

mers, in a chain. These monomers, small repeat
ingunits, react chemically to form longmolecules.
The repetition of monomer units can be linear,
branched, or interconnected to form three
dimensional networks. Homopolymers, com
posed of a single repeating monomer, and het
eropolymers, composed of several repeating
monomers, are two broad forms of polymers.
Copolymers are the most common form of het
eropolymers. They are often formed from a
sequence of two types of monomer unit. Alter
nating copolymers can be simple alternating
repeats of two monomers, e.g., -A-B-A-B- A
B-A-B-, or random repeats of two monomers,
e.g.,-A-A-A-B-B-A-B-B-A-A-B-, whereas
block copolymers include long sequences of one
repeat unit, e.g., -A-B-B-B-B-B-B-B-A-A
B-B-B-B-A-. There are several forms of block
copolymers, including AB and ABA, where A
and B each stand for a sequence of several
hundred monomers. If monomer B is added
while A chains are still growing, the result is a
graded block copolymer. Additionally, each
component of block copolymers can be amor
phous or crystalline. Amorphous block copoly
mers generally form characteristic domain
structures, such as those in styrene-butadiene
styrene block copolymers. Crystalline block
copolymers, such as polystyrene-poly(ethylene

Fibers

Films, packaging

Membranes

Engineering resins

Biomedical uses

Adhesives

Emulsions

Coatings

Elastomers

Polyethylene, polyester, nylon, acetate, polyacrylonitrile,
polybenzobisthiazole, polypropylene, acrylic, aramid

Polyethylene, polyester, polypropylene, polycarbonate,
polyimide, fluoropolymers, polyurethanes, poly(vinyl
chloride)

Cellulose acetate, polysulfone, polyamide, polypropyl
ene, polycarbonate, polyimide, polyacrylonitrile,
fluoropolymers

Polyoxymethylene, polyester, nylon, polyethersulfone,
poly(phenylene sulfide), acrylonitrile-butadiene-styrene,
polystyrene

Acrylics, polyethylene, ultrahigh molecular weight
polyethylene (UHMWPE), polyester, silicone, nylon

Poly(vinyl acetate), epoxies, polyimides

Styrene-butadiene-styrene, poly(vinyl acetate)

Epoxies, polyimides, poly(vinyl alcohol)

Styrene-butadiene rubber, urethanes, polyisobutylene,
ethylene-propylene rubber
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TABLE 1.2. Majorclasses of polymers
Crystallizable Glassy
thermoplastics thermoplastics

oxide), typically form structures that are charac
teristic of the crystallizable component. Block
copolymers that have the second component
grafted onto the backbone chain are termed
graft copolymers. Graft copolymers of industrial
significance, high impact polystyrene (HIPS)
and acrylonitrile-butadiene-styrene (ABS),
have rubber inclusions in a glassy matrix. Many
common homopolymers can also be found as
repeat units in heteropolymers, such as polyeth
ylene, as in polyethylene-polypropylene copoly
mer. Modified polymers, copolymers, and
polymer blends can be tailored for specific end
uses, which will be discussed.

There are three major polymer classes: ther
moplastics, thermosets, and rubbers or elasto
mers. Polymers that are typical of each of these
classes are listed in Table 1.2. Thermoplastics are
among the most common polymers, and these
materials are commonly termed "plastics".
Linear or branched thermoplastics can be revers
ibly melted or can be dissolved in a suitable
solvent. In some cases, thermoplastics are cross
linked in processing to provide heat stability and
limit flow and melting during use. In thermosets,
there is a three dimensional network structure, a
single highly connected molecule, which imparts
rigidity and intractability. Thermosets are heated
to form rigid structures, but once set they do not

Polyacetal

Polyamide

Polycarbonate

Poly(ethylene
terephthalate)

Polyethylene

Polypropylene

Thermosets

Epoxy

Phenolic

Polyester
(unsaturated)

Polystyrene

Poly(methyl methacrylate)

Poly(vinyl chloride)

Poly(vinyl acetate)

Elastomers

Polybutadiene

Ethylene-propylene
copolymers

Styrene-butadiene rubber

Ethylene-vinyl acetate

Styrene-butadiene copolymers

melt upon prolonged heating nor do they dis
solve in solvents. Thermosets generally have
only short chains between crosslinks and exhibit
glassy brittle behavior. Thermosets are used as
high performance adhesives (e.g., epoxies).

Polymers with long flexible chains between
crosslinks are rubbers and elastomers, which,
like thermosets, cannot be melted. Elastomers
are characterized by a three dimensional cross
linked network that has the well known prop
erty of being stretchable and springing back
to its original form. Crosslinks are chemical
bonds between molecules. An example of a
crosslinking reaction is the vulcanization of
rubber, where the sulfur molecules react with
the double bonded carbon atoms creating the
structure. Multiphase polymers, combinations
of thermoplastics and elastomers, take advan
tage of the ease of fabrication of thermoplastics
and the increased toughness of elastomers, pro
viding engineering resins with enhanced impact
strength.

The chemical composition of macromole
cules is important in determination of proper
ties. Variations in the stereochemistry, the
spatial arrangement, also result in very differ
ent materials. Three forms of spatial arrange
ment are isotactic, syndiotactic, and atactic. The
isotactic (i) forms have pendant group place
ment on the same side of the chain, whereas in
syndiotactic (s) polymers there is a regular,
alternating placement of pendant groups with
respect to the chain. Atactic (a) polymers have
disordered sequences or a random arrange
ment of side groups. Isotactic polypropylene
(iPP) crystallizes and has major uses, whereas
atactic polypropylene (aPP) cannot crystallize,
is sticky (has a low thermal transition) and finds
little application.

1.2 POLYMER MORPHOLOGY

In polymer science, the term morphology gen
erally refers to form and organization on a size
scale above the atomic arrangement but smaller
than the size and shape of the whole sample.
The term structure refers to the local atomic
and molecular details. The characterization
techniques used to determine structure differ
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somewhat from those used to determine mor
phology, although there is some overlap. Exam
ples of polymer morphology include the size
and shape of fillers and additives, and the size,
distribution, and association of the structural
units within the macrostructure. However, as is
probably clear from the overlapping defini
tions, the terms "structure" and "morphology"
are commonly used interchangeably. The char
acterization techniques are complementary to
each another, and both are needed to fully
determine the morphology and microstructure
and to develop structure-property-process
relationships.

X-ray, electron, and optical scattering tech
niques and a range of other analytical tools are
commonly applied to determine the structure of
polymers. X-ray diffraction, for example, permits
the determination of interatomic ordering and
chain packing. The morphology of polymers is
determined by a wide range of optical, electron
and scanning probe microscopy techniques,
which are the major subject of this text. Finally,
there are many other analytical techniques
that provide important information regarding
polymer structure, such as neutron scattering,
infrared spectroscopy, thermal analysis, mass
spectroscopy, nuclear magnetic resonance, and
so forth, which are beyond the scope of this text
but which are summarized in Chapter 7.

Polymers are considered to be either amor
phous or crystalline although they may not be
completely one or the other. Crystalline poly
mers are more correctly termed semicrystalline
as their measured densities differ from those
obtained for perfect materials. The degree of
crystallinity, measured by x-ray scattering, also
shows these polymers are less than completely
crystalline. There is no measurable order by
x-ray scattering techniques and an absence of
crystallographic reflections in noncrystalline or
amorphous polymers. Characterization of semi
crystalline polymer morphology can require an
understanding of the entire texture. This extends
from the interatomic structures and individual
crystallites to the macroscopic details and the
relative arrangement of the crystallites in the
macrostructure. The units of organization in
polymers are lamellae or crystals and spheru
lites [4]. Bulk polymers are composed of
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lamellar crystals that are typically arranged as
spherulites when cooled from the melt.

The general morphology of crystalline poly
mers is now well known and understood and
was described by Geil [5],Keller [6],Wunderlich
[7], Grubb [8], Uhlmann and Kolbeck [9],
Bassett [10, 11], and Seymour [12]. The work of
Keller and his group has been reviewed by
Bassett [13]. More recent edited books by
Bassett [14], Ciferri [15], and Ward [16, 17],
among others, provide excellent updates on
current knowledge in the area of polymer
morphology.

1.2.1 Amorphous Polymers

Amorphous polymers of commercial impor
tance include polymers that are glassy or
rubbery at room temperature. Many amorphous
thermoplastics, such as atactic polystyrene and
poly(methyl methacrylate), form brittle glasses
when cooled from the melt. The glass transition
temperature, Tg, or glass rubber transition, is the
temperature above which the polymer is rubbery
and can be elongated and below which the
polymer behaves as a glass. Thermal analysis of
amorphous polymers shows only a glass transi
tion temperature, whereas crystalline polymers
also exhibit a crystalline melting temperature.

Commercially important glassy polymers
include polymers that are crystallizable but that
may form as amorphous materials. These non
crystalline polymers are formed by rapid
cooling of a polymer from above the melting
transition temperature. They yield by forming a
necked zone where the molecules are highly
oriented and aligned in the draw direction.
Other important polymers amorphous at room
temperature include natural rubber (polyiso
prene) and other elastomers. These exhibit a
high degree of elasticity, stretching consider
ably in the elastic region and then fracturing
with no plastic deformation.

Plastic deformation in glassy polymers and in
rubber toughened polymers is due to crazing
and shear banding. Crazing is the formation of
thin sheets perpendicular to the tensile stress
direction that contain fibrils and voids. The
fibrils and the molecular chains in them are
aligned parallel to the tensile stress direction.
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Crazes scatter light and can be seen by eye as
whitened areas if there are many of them.
Crazing is often enhanced by rubber inclusions,
which impart increased toughness to the
polymer and reduce brittle fracture by initiat
ing or terminating crazes at the rubber particle
surface. Shear banding is a local deformation, at
about 45° to the stress direction, which results
in a high degree of chain orientation. The mate
rial in the shear band is more highly oriented
than in the adjacent regions. The topic of yield
ing and fracture will be further explored (see
Section 4.8). Overall, the mechanical behavior
of amorphous polymers depends upon the
chemical composition, the distribution of chain
lengths, molecular orientation, branching, and
crosslinking.

1.2.2 Semicrystalline Polymers

Semicrystalline polymers exhibit a melting
transition temperature (Tm ) , a glass transition
temperature (Tg) , and crystalline order, as
shown by x-ray and electron scattering. The
fraction of the crystalline material is deter
mined by x-ray diffraction, heat of fusion, and
density measurements. Major structural units of
semicrystalline polymers are the platelet-like
crystallites, or lamellae. The dominant feature
of melt crystallized specimens is the spherulite.
The formation of polymer crystals and the
spherulitic morphology in bulk polymers has
been fully described by Keith and Padden [18],
Ward [16, 19], Bassett [10, 11,20,21], and many
others. Bassett [21] points out that a knowledge
of morphology is an essential part of the devel
opment of polymer materials and a complete
understanding of their structure-property rela
tionships. Single crystals can be formed by pre
cipitation from dilute solution as shown later
(see Fig. 4.1). These crystals can be found as
faceted platelets of regular shape for regular
polymers, but they have a less perfect shape
when formed from polymers with a less perfect
structure. The molecular chains are approxi
mately normal to the basal plane of the lamel
lae, parallel to the short direction. Some chains
fold and re-enter the same crystal. In polyeth
ylene , the lamellae are on the order of several
micrometers across and about 10-50pm thick,
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independent of the length of the molecule. Bulk
crystallized spherulites can range from about 1
to 100pm or larger. Small angle x-ray scattering
(SAXS) and electron diffraction data have con
firmed the lamellar nature of single crystals in
bulk material.

1.2.2.1 Crystallization Under
Quiescent Conditions

When a polymer is melted and then cooled it
can recrystallize, with process variables such as
temperature, rate of cooling, pressure, and addi
tives affecting the nature of the structures
formed. Two types of microstructure observed
for semicrystalline bulk polymers are spheru
lites and row nucleated textures. Bulk crystal
lized material is composed of microscopic units
called spherulites, which are formed during
crystallization under quiescent conditions. The
structures exhibit radially symmetric growth of
the lamellae from a central nucleus with the
molecular chain direction perpendicular to the
growth direction. The plates branch as they
grow. The molecular chains therefore run per
pendicular to the spherulite radius. The crystal
lite or lamellar thickness in the bulk polymer
depends upon the molecular weight of the
polymer, crystallization conditions, and thermal
treatment. The size and number of spherulites
is controlled by nucleation. Spherulites are
smaller and more numerous if there are more
growth nuclei and larger if slow cooled or iso
thermally crystallized. In commercial processes,
additives are commonly used to control nucle
ation density. When crystallizing during cooling,
the radial growth rate of the spherulites is an
important factor in determining their size. The
morphology of isothermally crystallized poly
ethylene (PE) melts has revealed the nature of
the lamellae [22] by a sectioning and staining
method for transmission electron microscopy
(TEM) (see Fig. 4.15), which will be described
later.

A schematic of the spherulite structure is
shown in Fig. 1.1 [16]. The structure [16, 18,20,
23] consists of radiating fibrils with amorphous
material, additives, and impurities between the
fibrils and between individual spherulites.
Although the shape of the growing spherulite
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FIGURE 1.1. Schematic of spher
ulite structure. (From Ward [19];
used with permission.)
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is round, as shown in a polarized light micro
graph (Fig. 1.2), spherulites generally impinge
upon one another during cooling, resulting in
polyhedral shapes in the final product (Fig. 1.3).
When thin melt quenched films or sections of a
bulk polymer are viewed in crossed polarizers,
the spherulites appear bright because they are
anisotropic and crystalline in nature. Isotropic
materials exhibit the same properties in all
directions, whereas anisotropic rnaterials exhibit
a variation in properties with direction.

FIGURE1.2. Polarized light micrograph of this polyoxy
methylene film cooled from the melt shows recrystal
lization and formation of spherulites. The shape of the
growing, birefringent spherulites is round.

Polarized light micrographs of a sectioned, bulk
crystallized nylon (Fig. 1.3) show the size range
of spherulites obtained by bulk crystallization.
A more complete discussion of polarization
optics will be found later (see Section 2.2.5 and
Section 3.1.7), but for this discussion it is clear
that the size of individual spherulites can be
determined by analysis of polarized light micro
graphs. Average spherulite sizes are determined
by small angle light scattering techniques.

1.2.2.2 Crystallization Under Flow

When a bulk polymer is crystallized under con
ditions of flow,a row nucleated,or "shish kebab,"
structure can be formed. Typically , the melt or
solution is subjected to a highly elongational
flow field at a temperature close to the melting
or dissolution temperature. A nonspherulitic,
crystalline microstructure forms from elongated
crystals aligned in the flow direction and con
taining partially extended chains . At high flow
rates, these microfibers, some 20nm across,
dominate the structure. At lower flow rates, the
backbones are overgrown by folded chain
platelets. This epitaxial growth on the surface of
the extended chain produces folded chain
lamellae oriented perpendicular to the strain or
flow direction [23]. At still lower flow rates, the
large lamellar overgrowths do not retain this
orientation. Dilute solutions of polymers stirred
during crystallization are known to form this
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FIGURE1.3. A thin section of bulk crystallized nylon, in polarized light , reveals a bright, birefringent and sphe ru
litic textur e. At high magn ification , a classic Maltese cross pattern is see n, with black crossed arms aligned in the
position of the crosse d polarizers (A); the sample was isothermally crystallized , and exhibits large spheru lites .
Th e sample quenched during crystallization (B) yields large sphe rulites surrounded by smaller ones . (See co lor
insert.)

FIGURE 104. Schema tic of a shish kebab struc ture.
(From Pennings [24]; used with permission.)

shish kebab structure where the shish is the
elongated crystals in the row structure and the
kebabs are the overgrown epitaxial plates, as
shown in the schematic in Fig. 1.4 [24].

High modulus fibers and films are produced
from extended chain crystals in both conven
tional polymers, notably PE , and in liquid crys
talline polymers (Lt.Ps). The topic of high
modulus organic fibers has been described and
reviewed [15-17,25] providing inform ation on
their preparation, structure, and properties.
High modulus fibers are found in applications
such as fiber reinforced composites for aero
space, military, and sporting applications.
Industrial uses are for belts, ropes , and tire
cord s. Extended chain crystals can also form
when polymers are crystallized very slowly near
the melt ing temp erature, but they are weak and
brittl e.

1.2.3 Liquid Crystalline Polymers

Rigid and semirigid polymer chains form aniso
tropic structures in the melt or in solution, which
result in high orientation in the solid state
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without drawing. Liquid crystalline melts (ther
motropic) or solutions (lyotropic) are composed
of sequences of monomers with long rigid mol
ecules. Aromatic polyamides and polyamide
hydrazides are examples of two polymers that
form liquid crystal solutions. Aromatic copoly
esters and polyazomethines form nematic liquid
crystalline melts at elevated temperature. Melt
or solution spinning processing of anisotropic
LCPs results in an extended chain structure in
~he fiber or film. Heat treatment generally
Improves the orientation and the high modulus
and tensile strength properties of these
materials.

1.2.4 Multiphase Polymers

Many amorphous thermoplastics are brittle
limiting their range of applications. Toughening
with rubber is well known to enhance fracture
resistance and toughness. Many major chemical
industries are based on toughened plastics, such
as ABS, HIPS, and ionomers [26-30]. Important
issues in the design of fracture resistant poly
mers are compatibility, deformation, toughen
ing mechanisms , and characterization. Particle
size distribution and adhesion to the matrix
must be determined by microscopy to develop
structure-property-process relationships.

Rubber toughened polymers are usually
either copolymers or polymer blends. In random
copolymers, a single rubber or matrix phase
can be modified by the addition of the second
component. Graft and block copolymers have
modified properties due to the nature of the
rubber-matrix interface. In graft copolymers,
grafting provides a strong bond between the
rubber and matrix in the branched structure
where one monomer forms the backbone and
the other monomer forms the branch. Graft
copolymers are usually produced by dissolving
the rubber in the plastic monomer and polym
erizing it to form the graft. Typical block copo
lymers are polystyrene-polybutadiene and
polyethylene-polypropylene. They have the
monomers joined end-to-end along the main
chain , which results in a bonding of the two
phases . New processes have resulted in novel
polymer blends that will be discussed in the
process section of this chapter.
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1.2.5 Composites

Polymer composites are engineering resins or
plastics that contain particle and/or fibrous
fillers. Specialty composites, such as those rein
forced with carbon or ceramic fibers, are used
in aerospace applications, and glass fiber rein
forced resins are used in automobiles and many
other applications requiring enhanced mechan
ical properties compared with the plastic. Com
posite properties depend upon the size, shape,
agglomeration and distribution of the filler and
its adhesion to the resin matrix. It is well known
that long, well bonded fibers result in increased
stiffness and strength, whereas poor adhesion
of the fibers can result in poor reinforcement
~nd poorer properties. Fillers for polymers
include glass beads, minerals such as talc clay
and silica,and inorganic fillersused to strengthen
elastomers. Small particles (carbon blacks or
silica) are added during manufacture to change
col?r or specificproperties, such as conductivity.
Reinforcements that change mechanical prop
erties include long and short carbon and glass
fibers. The toughness and abrasion resistance
imparted by fillers is very important in rubber
applications such as tire cords.

The theory, processes, and characterization of
short fiber reinforced thermoplastics have been
reviewed by De and White [31], Friedrich et al.
[32],Summerscales [33], in an introductory text
by Hull and Clyne [34], and in a handbook by
Harper [35]. Natural fibers and composites have
been reviewed by Wallenberger and Weston
[36].The introduction of new composite materi
als, called nanocomposites, has resulted in new
materials that are being applied to various
industrial applications. These materials have in
common the use of very fine, submicrometer
sized fillers, generally at a very low concentra
tion, which form novel materials with interest
ing morphology and properties.Nanocomposites
have been discussed in a range of texts including
two focused on polymer-clay nanocomposites
by Pinnavaia and Beall [37] and Utracki [38].

1.3 POLYMER PROCESSES

The growing global market for plastics has
resulted in manufacturers focusing on
performance improvements and novel process-
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ing to improve efficiencies and lower costs. The
major point of this section is to emphasize that
the structure and properties of polymers are
basically a function of their chemical composi
tion and the process used to make the product.
The polymer manufacturing processes are not
discussed here, but rather the focus is on the
processes used to take neat polymers and form
them into useful products. There are many pro
cesses used to manufacture polymer materials
but only the basic ones will be mentioned.
Important commercial processes used to manu
facture polymer materials fall into three major
categories: continuous (i.e., fiber spinning, extru
sion, pultrusion, and calendaring); semicontinu
ous (i.e., injection molding and blow molding);
and batch (i.e., compression molding and ther
moforming) [39]. Another approach is to con
sider processes based on the form of the final
product (e.g., fibers, films, extrudates, moldings,
etc.). Development of relationships between the
chemical and physical structure and properties
of the polymers requires an understanding of
the specific process and its effect on the result
ing morphology. The objective of this section is
to outline the nature of some basic processes,
the important process variables, and the relation
of those variables to the structure of the final
product. General references on the topic of
polymer processes (e.g., [2, 16, 39-45]), equip-
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ment manufacturers' Web sites, and the Society
of Plastics Engineers Web site and journals
should be referred to for more specific detail.

1.3.1 Fiber and Film Formation

1.3.1.1 Fiber Processes

Polymer fibers are found in textile applications
(Appendix III) for clothing and household
items, such as sheeting and upholstery, and also
for industrial uses, such as cords, ropes, belts,
and tire cords. Polymer fibers can be either
short in length (staple fibers) or continuous,
very long filaments. Fibers are produced by a
melt or solution spinning process, as shown in
the schematic in Fig. 1.5 [46]. In either case, the
polymer melt or solution is extruded through a
spinneret (or jet) to form the fiber, which cools
and crystallizes and is taken up on a bobbin and
may be further oriented by drawing on-line or
by a post-treatment process resulting in high
tensile strength and modulus. Requirements for
textile fibers are that the crystalline melting
temperature must be above 200°C, so that the
textile fabric can be ironed, and yet below
300°C, to permit conventional, melt spinning
processing. Alternatively, the polymer is dis
solved in a solvent from which it can be spun
by such processes as wet and dry spinning.

FIGURE 1.5. Schematic of fiber formation
process for conventional and liquid crystal
line polymers. (From Calundann and Jaffe
[46]; Celanese Americas, formerly Hoechst
Celanese; used with permission.)
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Polymers that can be melted within this range
are typically melt spun and include polyesters,
polypropylene, and nylon. Polymers that are
solution spun include some acetates and lyo
tropic LCPs. Schematic diagrams of the spin
ning apparatus are reviewed and shown, for
example, by Griskey [39] and have been well
known for decades.

In tensile drawing, stress is applied, resulting
in thinning and elongation of the crystal and
rotation of the molecules or bundles in the
draw direction; increasing the draw ratio is
known to increase the Young's modulus and the
breaking strength by improving the degree of
molecular alignment or extension. The diame
ter of the microfibrillar texture is also affected
by the draw ratio with thinner microfibrils at
higher draw ratios. The high speed spin-draw
fiber process also yields fibers with high modulus
and tensile strength when temperature, draw
ratio, and speed of the process are well con
trolled. Heat treatments are often used to
impart desired structures and properties in the
fiber, and annealing of fiber forming thermo
plastics yields a highly crystalline morphology.
Uniaxially oriented fibers have a high degree of
molecular symmetry and high cohesive energy
associated with the high degree of crystallinity.
Specific variables in the spinning process
play an important role in the final fiber
properties.

1.3.1.2 Orientation Methods

There are a variety of well known methods used
to orient materials, generally by use of tensile
stress, as reviewed by Holliday and Ward [47],
Ciferri and Ward [48], and Gedde [49]and more
recently by Ward [16, 50], Ciferri [15], and
Chung [44]. Orientation takes place during the
spinning process, as the polymer is first extruded
through the spinneret, in the fiber skin and core
as they solidify, and by postspinning processes.
Ductile thermoplastics can be cold drawn near
room temperature, whereas thermoplastics that
are brittle at room temperature can only be
drawn at elevated temperatures. Thermosets
are oriented by drawing the precursor polymer
prior to crosslinking, resulting in an irreversible
orientation. Rubbers can be reversibly elon-
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gated at room temperature. The orientation in
oriented rubbers is locked in place by cooling,
whereas heating drawn thermoplastics causes
recovery.

Cold drawing is a solid transformation
process, conducted near room temperature and
below the melting transition temperature of the
polymer, if it is crystalline. The process yields a
high degree of chain axis alignment by stretch
ing or drawing the polymer with major defor
mation in the neck region. Deformation of the
randomly oriented spherulitic structure in ther
moplastics, such as in PE and nylon, results in
a change from the stacked lamellae (ca. 20nm
thick and l/.lm long) to a highly oriented micro
fibrillar structure (microfibrils lOnm wide and
very long) with the molecular chains oriented
along the draw direction, as shown in the
schematic in Fig. 1.6 [51]. The molecules, links
between the adjacent crystal plates in the
spherulites, also appear to orient and yet still
connect the stacked plates in the final fibrillar
structure. Additionally, the drawing process

Am f

crysrct blocks

Fibril
(bundle of microfibrilsl

Zone of micronecks

srcck of parallel lamellae

FIGURE 1.6. Schematic of cold drawing process with
transformation of the lamellar texture into a micro
fibrillar structure. (From Peterlin [51]; used with
permission.)
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causes orientation in the noncrystalline amor
phous component of the polymer. The degree
of orientation of the crystalline component is
characterized by wide angle x-ray scattering
(WAXS) and birefringence. Clearly, the defor
mation process causes a major change in the
microstructure of the polymer resulting in
improved strength and tensile modulus.

1.3.1.3 Film Processes

Polymer films are used in many applications
including packaging and electronic recording
and in membranes for separations applications.
Films are formed by similar uniaxial or biaxial
processes used for fibers that impart high
strength properties in either one or two direc
tions, respectively. Processes include film
extrusion, drawing, stretching, extrusion at high
pressure through a die, and crystallization under
flow. Extrusion is generally followed by stretch
ing to orient the structure and also by blown
film manufacture (see Section 1.3.2). Deforma
tion processes that impart orientation to poly
mers can result in anisotropic mechanical
properties. The increase in molecular alignment
can result in increased stiffness and strength.
The effects of orientation are dependent on the
nature of the starting materials and on whether
they are isotropic or anisotropic.

1.3.2 Extrudates and Moldings

Polymer morphology in extrudates and mold
ings is affected by process variables, such as
melt and mold temperature, pressure, shear,
and elongational flow. Process variables affect
the morphology of the material thus affecting
the fabricated product performance and
mechanical properties. Pressure increases, for
instance, can increase both the melting tem
perature and the glass transition temperature
of a polymer, with the result that the polymer
solidifies more quickly. In a crystalline polymer,
the nucleation density can increase, resulting in
a decrease in spherulite size with increased
pressure in injection molding. In the special
case of polymer blends, care must be taken to
fully understand the effect of the process on the
two or more polymers being used in the blend
as even the size of the extruder or molding
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machine can cause major changes in the local
orientation and stresses in the part and thus the
morphology and the final properties. Many of
the references cited [39, 43, 52, 53] cover this
topic, but further references specific to polymer
blends should be considered, for example, [26,
28, 54] and others found in Chapter 5 in the
various relevant application sections.

1.3.2.1 Compounding

Many of the fabricated plastic products manu
factured today include fillers and additives
to modify and/or reinforce the final product
properties. Fillers are blended with polymers to
modify physical properties, enhance tensile
strength or modulus or specific characteristics,
such as wear resistance, flammability, electrical
properties, color, and so forth [34, 55], or to
reduce the polymer level in expensive materi
als. Reinforcements modify strength and
modulus as the particles or fibers bear a frac
tion of the applied load. Compounding is the
process of introducing fibers or particles into a
resin prior to molding. Generally, the fillers or
additives are added to the molten polymer and
they are mixed together and extruded and cut
into pellets that can be used in other processes
such as molding. Process parameters, such as
screw design, melt temperature and pressure,
relate to the structure in the final material. High
speed and pressure are known to result in a
glossy surface finish, and high melt temperature
is used to reduce viscosity and minimize fiber
breakage. Fillers such as titanium dioxide and
clay are used in paints and adhesives as pig
ments or toughening agents. A book edited by
White, Coran, and Moet [30] examines the
characteristics and methods of preparing
polymer blends and compounds in batch and
continuous mixing equipment.

Compounding of long fiber reinforced ther
moplastics (LFRTs) is very different from com
poundingshort fiber or particle filledcomposites.
Long fibers enhance properties such as impact
strength and are finding great utility in a number
of applications in the automotive, industrial,
and sports markets. Most of these products use
PP or polyamide (PA), but poly(ethylene tere
phthalate) (PET) and other resins are also used.



12

Processes that are used for such compounding
include an extrusion process termed pultrusion.
The formed shapes are structural, pipes and
tubing or long pellets used for molding parts.
Continuous fibers, such as glass or carbon fibers,
are drawn through a heated die in this process
forming highly oriented extrudates. In-line or
direct compounding of LFRTs can be done in
which the compound with fibers and additives
is formed into extrudates and directly injected
into the molding process to form a part. Most
of the pellets are used for injection molding but
some are also used for compression molding
generally for larger parts. The polymer viscosity
and thermal properties are key factors in the
process as are the standard process variables as
noted above.

1.3.2.2 Extrusion Processes

Fundamental factors of extrusion technology
have been widely reviewed, for example, in a
Society of Plastics Engineers (SPE) Guide
edited by Vlachopoulos and Wagner [56] and in
books on polymer processing by Griskey [39],
on polymer extrusion by Chung [44], and on
polymer blends by Utracki [29].As with all pro
cessing of polymers, extrusion involves the
controlled melting and flow of the polymer and
shaping of the material by forcing it through a
die with an extruder. The goal is to form a
homogeneous melt at a uniform and high rate
and is part of the extrusion, blow molding, and
injection molding process. Extruders are basi
cally helical screw pumps that convert solid
polymer particles to a melt delivered to a die
or a mold [39].These extruders are called single
screw or twin screw devices depending on the
actual number and type of screw used. Basi
cally, the process is similar to fiber processing
in that the polymer in the form of pellets is fed
into a hopper and into the screw, which is driven
by a motor. Heat is generated both by the
heaters and by the molten polymer itself. The
heated plastic is conveyed along the extruder
until the pellets are melted and mixed well
through a series of sections that control the
melt temperature, mixing, and pressure, and
thus the final product. The choices of single,
twin, and multiple screws and the screw designs
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depend on the polymer used and the desired
product. For instance, twin screws provide
increased output and ability to handle materials
compared with single screws. Twin screw extru
sion is generally used for compounding poly
mers with fibers and fillers and also to fabricate
nanocomposites. Process variables are used to
control the mixing, uniformity, and the rate of
production of extrudates.

Extruders are used in a wide range of pro
cesses to manufacture a range of products. In
the simplest case, an extruded rod or pellet of
material, with or without fillers, is produced and
generally chopped to form pellets for various
other processes such as injection molding.
Extruders are also used to manufacture fila
ments, rod and pipe, sheet, wire coatings, blown
film, and cast film. Polymer properties that
influence the extrusion (and molding) process
include molecular weight and molecular weight
distribution, melt rheology, thermal and mechan
ical stability, bulk density, compressibility, and
melt density. The thickness of the extrudates is
important as is the extrusion speed, tempera
ture, and viscosity, all of which affect the overall
structure of the processed part. One of the key
structures affected by the process variables is
the size of the spherulites in the product, which
in turn affects properties such as the impact
strength, elongation, temperature resistance,
among many others. Another structure of major
importance is the skin-core morphology, which
results from rapid cooling of the outside surface
or skin of the extrudates versus the slower
cooling of the central core region. This is a very
simple description of a very complex process
that should be well known to the engineers and
scientists developing new materials and evaluat
ing process-structure-property relations.

1.3.2.3 Injection Molding Processes

Injection molding is widely used to produce
plastic parts for a broad range of industries,
notably electrical and electronic, automotive,
appliances, medical, and so forth, because of its
flexibility to provide high rates of production
on parts with tight tolerance. In injection
molding, a mix of polymer and fibers, fillers and/
or additives is injected into a mold at elevated
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temperature and pressure. These parts can be
neat polymers or polymer blends, but they are
more commonly chopped fiber reinforced ther
moplastic composites. Molding is a semicontin
uous process during which polymer pellets are
fed into the heated barrel, melted or thermally
softened, injected or forced into the nozzle,
sprue, runner, and gate on the way to the mold
cavity. Once pressure is achieved, the mold is
cooled and the part is ejected. Many of the
factors discussed for extrusion (in Section
1.3.2.2) are similarly important for molding,
such as melt temperature, mold temperature,
injection rate, and of course material properties,
such as viscosity (molecular weight), chemistry,
and melt temperature. The thermal and shear
history, which varies with location in the mold,
also affects the molecular orientation and the
morphology and thus the mechanical proper
ties of the molded article. Generally, the pellets
used for molding are pre dried as moisture
affects the viscosity and degradation of many
polymers. Gates are important because they
present a high resistance to flow and they allow
the melt to reach the mold cavity quickly while
minimizing energy and pressure losses. Mold
design, especially for very fine parts, is critical
to the dimensional stability of the part and to
shrinkage, warpage, and thermal and chemical

stability. Engineering details are found in the
cited references and on the Web sites of machine
manufacturers.

Macroscopic product problems that can
result from poor control in injection molding
include, but are not limited to: voids and sink
holes on the surface generally due to poor mold
filling or low pressure, incomplete mold filling,
weld lines and flow marks, warping or distortion
of parts, high shrinkage, and so forth.

Microstructures that are typically observed
in molded parts and extrudates include aniso
tropic textures. The higher orientation in extru
sion can result in highly oriented rods or strands,
at high draw ratios and/or small diameters, or
in structures with an oriented skin and a less
oriented central core in thicker strands. This
skin-core texture is due to a combination of
temperature variations between the surface
and the bulk and the flow field in both extrusion
and molding processes. For instance, the flow
fields in a molded part are shown schematically
in Fig. 1.7 [46]. Extensional flow along the melt
front causes orientation. Solidification of the
polymer on the cold mold surface freezes in this
orientation. Flow between the solid layers is
affected by the temperature gradient in the
mold, and the resulting flow effects [57, 58]
result in a rapidly cooled and well oriented skin

Injection Molding
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structure and a slowly cooled, randomly ori
ented core. Extensional flow along the melt
front results in molecular orientation parallel to
the knit lines when two melt fronts meet. The
resulting knit, or weld line, is a region of weak
ness in the molded part, and weld line fractures
are commonly encountered. The local orienta
tion is quite important as tensile strength and
impact strength properties are known to be
higher in the orientation direction.

Typically, in a semicrystalline polymer there
are three zones within the molded part: an ori
ented, nonspherulitic skin; a subsurface region
with high shear orientation, or a transcrystalline
region; and a randomly oriented spherulitic
core. The thickness of the skin and shear zone
is known to be an inverse function of the melt
and mold temperature with decreased tempera
tures resulting in increased layer thickness. In
the skin, the lamellae are oriented parallel to
the injection direction and perpendicular to the
surface of the mold. Amorphous polymers also
show a thin surface oriented skin on injection
molding. When amorphous polymers are heated
to the glass transition temperature and then
relaxed, they exhibit shrinkage in the orien
tation direction and swelling in the other
directions.

1.3.2.4 Other Molding Processes

There are other molding processes that will be
mentioned. Compression molding is a very old
molding process generally used for thermoset
ting resins. Compression molding involves the
introduction of a resin and a curing or cross
linking agent into a mold followed by heating
and application of pressure to cause a reaction
resulting in thermosetting the material in a
specific shape (e.g., [39, 52]). An overview of
this topic including the underlying theory and
physics is found in a text on compression
molding by Davis et al. [52]. Fillers and rein
forcements are used similar to those used in
injection molding. The morphology of the parts
is complex due to the variation in thermal prop
erties and stress with position in the part. The
process is used for large parts that do not
require good tolerance compared with injection
molding.

Introduction to Polymer Morphology

Blow molding is a very common process that
is used to produce hollow objects. Products as
different as food and beverage products, fuel
tanks, cylinders, and blown film are formed
by three different processes: extrusion blow
molding, injection blow molding, and stretch
blow molding. In extrusion blow molding a
hollow tube of molten or thermally softened
polymer, termed a parison, is extruded into a
split cavity mold and crimped at one end. Com
pressed air is blown into the parison to fit the
mold shape, causing the polymer to solidify. In
injection blow molding, molten or softened
polymer is injected into a heated mold cavity
around a core pin and then the mold is opened
and moved using the core pin where it is blown
open and then ejected. Stretch blow molding
can be by either extrusion or injection molding
and results in a biaxially oriented product.
Variables that are important to the morphology
include thermal properties and rheology of the
polymer and the transfer of heat through the
part during the process. Multilayer blow molding
is also increasing in demand due to potentially
improved barrier properties. These processes
are quite complex and this brief section only
introduces the topic, which is described else
where (e.g., [39, 43, 53, 59]).

Thermoforming is another process used for
making polymer products, such as automotive
panels, underhood and fuel tank applications,
chemical tanks, and packaging materials for the
medical and electronics industries. A sheet
formed by another process, such as extrusion, is
preheated and then placed in a heated mold
under pressure to form it into a part. Variations
on the method include simple heating and
stretching, pressure forming, contact forming,
and so forth [60]. The thermoforming process is
viewed as an alternative to blow molding, and it
can also handle multilayered sheets such as those
needed for plastic fuel tanks. Whereas an entire
tank is formed by blow molding, thermoforming
can involve making two halves of a tank and
welding them together after all components are
placed in them. As with most other processes, the
final product properties are a function of the
material's thermal, rheological, and chemical
properties, and these are affected by the process
variables, which, in turn, affect the morphology
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of the part. One of the advantages of thermo
forming is the production of high gloss surfaces
without painting, key to some automotive appli
cations as a metal replacement. Once again, this
is a brief summary of a very complex engineering
process that the polymer microscopist needs to
be aware of in understanding process-structure
property relationships; for more details on the
process, see the many Web sites and books on
processing and properties (e.g., [16,43,60]).

Reaction injection molding (RIM) is gener
ally used for thermoset polyurethane, nylon,
polyesters, and epoxies [39].This process gener
ally uses two metered reactive streams that
combine and mix and then are injected into the
mold. In the case of urethanes, one stream con
tains a polyether backbone, a catalyst, and a
crosslinking agent, and the other has an isocya
nate. The use of a blowing agent expands the
material after mixing to fill the mold.

1.3.2.5 Coating Processes

There is a wide variety of polymer coatings and
of processes to apply them to other polymers,
metals, electronic devices, and for many appli
cations in the aircraft, chemical and petroleum,
food, textiles, and transport industries [43, 61,
62]. For example, polymer based coatings are
used to protect steel from corrosion and extrud
ers used in food and medical applications from
wear. Adhesion is important if good protection
is sought. A text by Grainger and Blunt [61]
describes the many methods used for formation
of surface coatings and surface modification,
generally used to delay degradation and prolong
the life of engineering components. The mecha
nisms of wear and corrosion must be under
stood if the coating is to provide protection.
Coatings are applied by spin casting, thermal
spray, electrodeposition, physical and chemical
vapor deposition, laser surfacing, and various
powder methods.

Licari [62] in his book on materials and pro
cesses for electronics applications describes the
proper application of coating materials for the
protection of electronics from environmental
factors such as humidity, temperature, and high
space vacuum for military and commercial
applications. The chemistry and properties of a
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broad range of polymer coatings are discussed,
including acrylics, polyesters, polystyrenes,
epoxies, polyurethanes, silicones, polyimides,
benzocyclobutene, fluorocarbons, polyamides,
phenolics, and polysulfides. Processes discussed
are spray coating, aerosol spray, electrostatic
spray, dip coatings, fluidized bed coating,
electrocoating, vapor deposition, spin coating,
extrusion coating, and many others. Clearly, the
various coating methods are affected by the
polymer chemistry, thermal stability, rheology,
and other factors that affect the coating thick
ness, adhesion, and degradation. The polymer
morphology is a direct result of the chemistry
and properties of the polymer and the impact
of the specific process used for its application.

1.3.2.6 Novel Processes

Several processes will be discussed in this
section that are not as commonly applied to
polymers but have found niches for new appli
cations. The first to be discussed is the forma
tion of novel composites by hot compaction of
fibers, developed by Ward and his group at
Leeds (e.g., [63-65]). In this process, highly ori
ented fibers, such as melt and gel spun PE, PET,
and LCP fibers are compacted until selective
surface melting of some of the fibers permits
the formation of a fiber composite with high
strength and stiffness [63]. Potential applica
tions of these materials include automotive
industry, sports protection equipment, and
many others [64] requiring exceptional mechan
ical properties. Investigation of the various
process parameters showed that the time spent
at the compaction temperature, termed the
dwell time [65], was critical to formation of the
composite. Molecular weight measurements
showed that hydrolytic degradation occurred
rapidly at the temperatures required for suc
cessful compaction, leading to embrittlement of
the materials with increasing dwell time; a dwell
time of 2 min was found to be optimum to have
enough melted material to bind the structure
together while resulting in only a small decrease
in molecular weight. These studies included
evaluation of mechanical properties and mor
phology that resulted from variations in the
process variables and the polymer, such as the
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use of high molecular weight materials, which
resulted in high impact performance of the hot
compacted sheets.

Layer multiplying coextrusion is a process
that has been used to fabricate one dimensional
polymer blends by forced assembly of two poly
mers into many alternating thin layers (e.g.,
[66]) even to the level of nanolayer films con
sisting of thousands of continuous layers of two
polymers with layer thickness less than lOnm.
Multilayer films have potentially improved
impact strength and may also have enhanced
permeability useful for many industrial applica
tions. A schematic of the process used for
microlayer and nanolayer coextrusion in Fig.
1.8 [66] shows that the viscoelastic nature of
polymer melts is to repeatedly split. The process
permits two immiscible polymers to come into
intimate contact, and the localized mixing
creates an "interphase" region, key to the prop
erties of polymer blends [28]. A critical process
variable, in the case of an amorphous polyester
and polystyrene, is the extruder temperature,
which was adjusted to ensure that the viscosi
ties matched when the melts were combined in
the feed block. Once the melt exited the assem
bly, it was spread in a film die to further reduce
the layer thickness and rapidly quenched on a
chill roll equipped with an air knife to freeze
the melt morphology. The number of layers is
dependent on the number of die elements, and
the film thickness ranged from more than 10/lm
to a few nanometers [66]. The film properties
were clearly a result of the morphology frozen
in by the process and affected by the process
variables used. An example of a film formed
using this process will be described further in
Section 5.2 (see Fig. 5.38).

Introduction to Polymer Morphology

The development of chaotic advection, initi
ated more than two decades ago by Aref and
reviewed by him more recently [67], has led to
its application and development for materials
processing of polymer blends and clay nano
composites by Zumbrunnen and his group at
Clemson University [68-72]. This process has
the exciting result of providing significant
improvements to the impact properties of
blends by addition of low volumes of the second
phase. In one case [68], a polystyrene matrix
was improved by the addition of only 9% by
volume of low density PE (LDPE). The poly
mers were combined in the molten state within
a cylindrical cavity where a quiescent, three
dimensional chaotic mixing process resulted in
the formation of stretched and folded minor
phase domains that were interconnected and
stable upon solidification. The unique micro
structures were due to the process used and
differed from the normally observed fine
domain textures that generally result when
using low volumes of a second phase polymer.
The process has also been used in continuous
flow to form extruded films with many layers. A
batch process study of polystyrene and LDPE
was used as a model binary system so that
thicker layers could be formed for evaluation
[69]. Figure 1.9 [71] is a schematic of the con
tinuous chaotic advection blender (CCAB). In
this study, the unique CCAB was used to inves
tigate the influence of the morphology formed
on tensile and impact toughness properties of
blends of polypropylene (PP) with LDPE.
Process control of the melt flow, and the stir
rods, as well as the specific machinery design is
important to obtaining the unique morphology
that is responsible for the unexpected property

Polymer A

Polymer B
151 Die Element 2nd Die Element

FiGURE 1.8. Schematic of layer multiplying coextrusion used for forced assembly of polymer nanolayers
shows that two die elements multiply the number of layers from 2 to 8. (From Liu et al. [66], © (2004)
American Chemical Society; used with permission.) (See color insert.)
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FIGURE 1.9. Schematic representation of the continuous chaotic advection blender. (From Zumbrunnen
et a!. [71], © (2005) Elsevier; used with permission.)

profiles. Further study currently under way
involves the flow of the melt from this process
into molds to maintain and control the mor
phology in molded parts [71].Film formed using
this process is described in Section 5.2 and an
example shown in Fig. 5.39; an example of
a nanocomposite formed by this process is
described in Section 5.4 (see Fig. 5.109).

1.4 POLYMER
CHARACTERIZATION

With the invention of scanning probe micro
scopes more than 25 years ago, the entire field
of materials exploded into the realm of the
nanoworld. The ease of imaging atoms and mol
ecules has opened up the characterization of
materials including polymers. The microscopes
have changed and enabled materials to change
as well, composites now include nanocompos
ites, and so on. Thus, the characterization
of materials has changed dramatically in
the past decade. Advances in many other

microscopy and analytical techniques has
also resulted in additional information being
available about materials. The need for com
plementary techniques to fully understand
materials continues to be required for full
understanding of structure-property-process
relationships.

1.4.1 General Techniques

A very wide range of analytical techniques are
used to characterize polymer materials (e.g., see
references on polymer physics [49], thermal
analysis[73,74],light microscopy [75,76],Raman
[77, 78], x-ray scattering [79], various spectros
copies [80, 81], and a wide range of microscopy
techniques [82]). A text on polymer blends also
describes many polymer characterization tech
niques [83].Texts on microscopy with a focus on
biological materials are often useful for the
polymer microscopist (e.g., [84,85]) as the mate
rials have in common a tendency to be soft, to
require contrast enhancement, and to suffer
from radiation damage in electron beam in
struments. The primary characterization of an
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organic material must be chemical. Elemental
analysis by wet chemistry or spectroscopy may
be useful in a few cases, for example to deter
mine the degree of chlorination in chlorinated
PE, but most chemical analysis is at the level of
the functional group. Ultraviolet/visible spec
troscopy and mass spectroscopy (MS) of frag
ment s broken from the polymer chain are often
used. Even more common spectroscopies are
infrared (IR) absorption, Raman, and nuclear
magnetic resonance (NMR), which is very
important. All of these can distinguish specific
chemical groups in a complex system. Raman
may be used on small particles and inclusions
much more easily than IR, but IR and in par
ticular Fourier transform IR (FTIR) has advan
tages of sensitivity and precision. Nuclear
magnetic resonance also gives local informa
tion, on a very fine scale, about the environment
of the atoms investigated.

Once the chemistry of the molecule is known,
the next important characteristic is the molecu
lar weight distribution (unless the material is a
thermoset or elastomer with infinite molecular
weight). The molecular weight distribution is
determined by a range of solution methods of
physical chemistry, viscometry, osmometry,
light scattering, and size exclusion chromatog
raphy. Chemical and physical characterization
methods overlap in the polymer field, for NMR
of solid samples can determine the mobility of
atoms in various regions and the orientation of
molecules. IR and Raman are also sensitive to
orientation and crystallinity of the sample.

There are two further general types of physi
cal characterization. They involve either scatter
ing of light, neutrons, or x-rays or the formation
of images of the polymer by microscopy, the
subject of this text. Electron diffraction logically
belongs in the firstgroup but is always performed
in an electron microscope, so it is associated with
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microscopy. This technique shares with micro
scopy the ability to determine the structure of a
local region, whereas other scattering methods
determine the average structure in a large sample
volume. The impact of electron crystallography
on the study of polymer materi als has been
reviewed by Voigt-Martin [86, 87].

The past decade has seen the emergence of
analytical imaging, which is imaging using the
signals from various analytical instruments ,
such as FTIR and Raman microscopy, x-ray
microscopy, and imaging by surface analysis
using secondary ion mass spectrometry (SIMS)
and x-ray photon spectroscopy (XPS).

1.4.2 Microscopy Techniques

Microscopy is the study of the fine structure
and morphology of objects with the use of a
microscope. Resolution and contrast are key
parameters in microscopy studies, which will be
discussed further. The specimen and the prepa
ration method also affect the actual informa
tion obtained as the contrast must permit
structures to be distinguished. Optical bright
field imaging of multiphase polymers, for
instance, has the potential of resolving details
less than 1pm across; however, if the
polymers are both transparent, they cannot be
distinguished due to a lack of contrast. There
are variations among microscopes in available
resolution, magnification , contrast mechanisms,
and the depth of focus and depth of field.
Optical microscopes produce images with a
small depth of focus, whereas scanning electron
microscopes (SEMs) have both a large depth of
focus and large depth of field.

There is a wide range of microscopy instru
ments available that can resolve details ranging
from the millimeter to the subnanometer
scale (Table 1.3). The size and distribution of

TABLE 1.3. Characterization techniques: Sizeranges

Wide angle x-ray scatte ring (WAXS)
Small angle x-ray scattering (SAXS)
Transmission electro n microscopy (TEM)
Scanning probe microscopy (SPM, AFM , STM, etc.)
Scanning electron microscopy (SEM)
Optical microscop y (OM)
Light scattering (LS)

0.01-1.5nm
1.5-100nm
0.2nm-O.2mm
0.2nrn-Il.Zmm
4 nm--4mm
200nm-2oopm
2oo nm~200pm
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spherulites can be observed by optical tech
niques, but more detailed study requires elec
tron microscopy. Single lamellar crystals can be
seen with phase contrast optical microscopy but
need TEM for detailed imaging and measure
ments. Polarized light microscopy is an optical
technique that enhances contrast in crystalline
materials. Phase contrast optical techniques
enhance contrast between polymers that are
transparent but that have different optical
properties, such as refractive index and thick
ness. Reflected light techniques reveal surface
structures, and observation of internal textures
of thin polymer slices is possible by transmitted
light. Combinations of these microscopy tech
niques provide images of the morphology of
polymer materials. Introductory texts [75, 76,
88, 89] further describe microscopy techniques
and provide descriptions and definitions of
microscopes and relevant principles. Books and
major journal articles that describe optical
microscopy (OM) and TEM advances including
electron diffraction [90-93], electron energy
loss spectroscopy in the TEM [92,94], SEM and
field emission SEM [95, 96], scanning probe
microscopy (SPM), which includes atomic force
microscopy (AFM) [97-99], and x-ray micro
analysis in the SEM [96] are also important for
polymer microscopists. The recent book by
Hawkes and Spence [100] describes most of
the known microscopy techniques, including
imaging with electrons, photons, probes, and
holographic techniques. Image analysis and
image processing [101,102] have taken on more
importance with the advent of digital imaging
with SEM, TEM and scanning probe
microscopies.

1.4.3 Specimen Preparation Methods

The range of specimen preparation methods is
nearly as broad as the materials that must be
prepared for observation. Metals and ceramics
are prepared by well known, standard methods,
and biological materials have been prepared by
methods specifically developed for their obser
vation. Polymer materials are a bit newer than
either of these materials, with a wide range of
material forms and types and potential prob
lems that are similar to metals and ceramics and
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to biological materials. Polymers, in common
with biological materials, have low atomic
number, display little scattering, and thus have
little contrast in the TEM. In addition, they are
highly beam sensitive, which must be taken into
account. Like metals and ceramics, polymers
can also be filled with hard inorganic materials.
Overall, the types of methods developed for
polymers are a composite of those methods
known for metals and biological materials and
are specially adapted for macromolecules.
Goodhew [103,104] described many of the met
allurgical methods for preparation of specimens
for optical, scanning electron, and transmission
electron microscopy. Many biological methods
are useful for polymers (e.g., [105, 106]). Trem
pler [107, 108] has an excellent two-part work
on the light microscopy of plastics (with a trans
lation available in English) that covers a broad
range of methods and techniques, referenced
further in succeeding chapters.

There are many characterization problems
for microscopy where quite simple preparation
methods are applied at least in the initial stages
of morphological study. However, most poly
mers must be prepared with three things in
mind: (1) to isolate the surface or bulk, (2) to
enhance contrast, and (3) to minimize radiation
damage. For surface study, simple cutting out of
the specimen or more tedious replication pro
cedures supply the specimen of interest. Bulk
specimens are obtained by cutting, fracturing,
polishing, or sectioning. A major problem with
polymers sectioned for TEM is their inherent
lack of contrast. Polymers have a low scattering
power, which results in low contrast. Methods
that are employed to enhance contrast include
staining, etching, replication, shadowing, and
metal decoration. Conductive coatings are
applied to enhance contrast and to minimize
radiation damage. Methods used include metal
shadowing, formation of carbon support films,
conductive coatings for SEM, metal coatings
for optical microscopy, and gold decoration.
Specimens for SEM generally need to be elec
trically conductive in order to produce second
ary electrons and to minimize charge buildup
as polymers are generally nonconductive. Low
voltage or low vacuum techniques can limit the
need for such preparation methods. Replication
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depends on the application of conductive coat
ings for their formation. Other methods adapted
for microscopy preparation of soft, deformable
materials are freeze drying, critical point drying,
and freeze fracture-etching which have been
primarily developed by biologists. The use of
newer SPM techniques has permitted some
simple methods to be used for sample prepara
tion, but detailed morphology often requires
special methods including sectioning to prepare
a flat block face for study and staining and
etching to enhance contrast. Methods devel
oped specifically for polymers have been
reviewed in the literature [8, 76, 109-111] and
they are fully described in Chapter 4 of this
book, with dozens of examples shown for
polymer applications in Chapter 5.

The specimen preparation methods used for
microscopy of polymers involves the use of
many toxic chemicals as well as the use of
instruments that can be radiation hazards. It is
well beyond the scope of this text to provide
the information required for the proper and
safe handling of such chemicals and instru
ments, and the researcher is encouraged to
obtain the required safety information prior to
their use.

1.4.4 Applications of Microscopy
to Polymers

The increased use of optical, electron, and
scanning probe microscopies applied to polymer
research has resulted from the widespread
acceptance of these techniques combined with
the need for higher performance and lower cost
polymer materials. It is well known that the
structures present in a polymer reflect the
process variables and further that they greatly
influence the physical and mechanical proper
ties. Thus, the properties of polymer materials
are influenced by their chemical composition,
process history, and the resulting morphology.
Morphological study involves two aspects prior
to the study itself: selection of instrumental
techniques and development of specimen prep
aration methods. Structural observations must
be correlated with the properties of the mate
rial in order to develop an understanding of the
material. A major issue in the application of
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microscopy to the study of polymers is correct
image interpretation, which involves an under
standing of the nature of the materials, the tech
niques used, the specimen preparation methods,
and potential artifacts. A major issue with elec
tron microscopes is that radiation or beam
damage often changes the polymer during
imaging, and the nature of the potential changes
must be considered for proper image interpre
tation. Benefits of optical microscopy and scan
ning probe microscopies are that such damage
does not occur, although each technique has its
own benefits and potential artifacts that must
be understood.

What then are the key specimen preparation
methods for studying polymer materials by
microscopy techniques? This topic could be
organized in one of two ways; that is, by each
specific microscopy technique or by each prepa
ration method. The approach that has been
chosen is to describe each specimen preparation
type for all microscopies in order to minimize
overlap and also to make it simpler to use for
reference. Those preparation methods chosen
for discussion are the typical ones found to be
of major utility in the industrial laboratory. They
cover the full range of study of the industrial
scientist, which is everything from rapid failure
analysis to process optimization studies and
fundamental research. The fundamental studies
must often be fitted into a limited time frame
work that requires good choices of methods and
techniques on a wide range of materials.

Key issues in any microscopy study are that
the polymer process must be understood and
the structure characterized in order to develop
structure-property relationships. Yet there are
many questions for even the experienced mate
rials scientist. Where do you start characteriza
tion of a new material? Are there any protocols
tha t work most of the time in order to solve each
problem by the best technique in the shortest
time? How do you minimize artifacts in con
ducting microscopy experiments? There are no
easy answers , but the approach that is described
here is to understand the image formation
process, to study and understand the advantages
and the drawbacks of the preparation methods,
to know the instruments, both theoretically
and practically, and finally, to conduct the
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microscopy study and collect the observations
and relate the characterization to the process
and the physical and mechanical properties.

1.4.5 Emerging Microscopy Techniques

New microscopy techniques continue to be
developed, and recent years have been a par
ticularly active time as new microscopes have
opened up the field of nanotechnology. Some
new techniques are extensions and modifica
tions of existing technology, whereas others are
completely new. A 1989 issue of the Journal of
Microscopy provides a good review of a wide
range of types of microscopy available [112
116]. The reviews cover the history of the tech
niques and their future prospects as seen at that
time. Now, many of these future prospects have
become real commercialized systems, out of the
hands of instrument developers and into the
hands of microscopists. One major focus has
been toward higher resolution in all microsco
pies, enabling imaging of much finer detail of
many materials, especially so-called nanomate
rials. These newer techniques include laser
confocal scanning microscopy (LCSM) [112,
117-121], low voltage, high resolution scanning
electron microscopy (HRSEM) [95, 96, 122
125], and high pressure SEM (HPSEM), also
termed low vacuum SEM [126, 127]. In the
latter case, a wider range of polymers can be
imaged, including those that are hydrated or
wet, and thus dynamic experiments may be con
ducted although with some loss of resolution.
High resolution transmission electron micros
copy (HRTEM) [128,129] is not really new, but
it is very difficult to apply the method to poly
mers, which has slowed its transfer to polymer
microscopy. Similarly, electron energy loss
spectroscopy (EELS) has been known for some
time, but only recently has it been routinely
applied to polymers [94, 130]. Another rela
tively new technique is x-ray microscopy, which
has also been applied to polymers [131-133].

More recent is the invention of scanning
probe microscopes, which includes the scanning
tunneling microscope (STM) [134] and the
atomic force microscope (AFM) [135]. These
instruments can resolve individual atoms and

21

can operate at atmospheric pressure or even
underwater. The AFM requires no specimen
preparation beyond the creation or exposure of
a surface of interest, although many sophisti
cated methods, similar to those used for tradi
tional microscopy, are used for high resolution
study. With such capabilities, it is not surprising
that development and commercialization has
been very rapid. The new instruments have
made dramatic changes in the imaging of all
materials, and that includes biological and syn
thetic polymers [136-138]. The theory and prac
tical aspects of these new technologies will be
addressed in several chapters in this text.
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2.1 INTRODUCTION

Microscopy is the study of the fine structure
and morphology of objects with the use of
a microscope. Microscopes form magnified
images, magnified from a few times in an optical
stereo microscope to more than a million times
in microscopes that can resolve individual
atoms in suitable samples. Some instruments
give information about a surface and not the
specimen interior, but preparation methods can
create an internal surface that may be imaged.
Many modern microscopes are integrated with
systems that give local chemical information,
adding to the structural image. Apart from
this, the size and visibility of the structure to
be characterized generally determines which
instruments are to be used. For example, the
fracture of a multiphase polymer may require
a light-optical technique for the "big picture"
but a study at higher resolution using electron
microscopy and scanning probe microscopy to
see fine details on the fracture surface. Combi
nations of various microscopy techniques
generally provide the best insight into the mor
phology of polymer materials.

The name of a type of microscope generally
comes from what isused to investigate the sample:
optical microscopes use light, electron micro
scopes use electrons, scanningprobe microscopes
use a solid probe, and so on. Light and electron
microscopes may operate in transmission where
the radiation passes through the specimen and is
collected on the other side, requiring a thin speci
men. Alternatively, radiation can be collected
from the surface that it arrives at, allowing a
specimen of any thickness. In light microscopy,
this mode may be called reflection. A more
general name, incident light, also applies to the
many cases, e.g. fluorescence microscopy, where
the radiation that is detected is not the reflected
incident beam. Similarly, reflection electron
microscopy (REM) and its associated scanning
version (SREM) are restricted to systems that
detect electrons returned by a single interaction
with the sample. These surface-sensitive tech
niques are rarely if ever applied to polymers. The
scanning electron microscope (SEM) operates in
a more generalized "reflection" mode, detecting
whatever is emitted from the surface where

Fundamentals of Microscopy

electrons are incident. An electron microscope
that operates in transmission will have that word
in its name, thus transmission electron micro
scope (TEM) and scanning transmission electron
microscope (STEM).

Another fundamental distinction is whether
the image is formed all at once or sequentially,
point by point, by scanning. In computer terms,
these would be described as parallel and serial
transmission of information, respectively. A
television image is an everyday example of an
image formed by scanning; our own eyes use a
lens to form an image on the retina that is pro
cessed in parallel. At this level, the conventional
optical microscope and the TEM work like an
eye, using lenses to form an image all at once on
a sensitive surface. This may be film or an elec
tronic detector such as a charge-coupled device
(CCD). The atomic force microscope (AFM)
and other scanning probe microscopes (SPM)
move a solid sharp probe over the specimen
surface. These microscopes have no lenses and
build up their images point by point. The SEM
and STEM also form a sequential image but use
a beam of electrons, focused by lenses, as the
scanning probe, so some concepts of lens imaging
are relevant to these microscopes. The confocal
optical microscope is another intermediate type.
It forms an image with lenses, but an aperture
limits the area viewed at any instant to a single
point and the image is built up by scanning.
Table 2.1 shows some basic properties of differ
ent types of microscopes for comparison, divided
into lens-imaging and scanning-imaging classes.

It is beyond the scope of this text to describe
the design features and operation of specific
microscopes and their attachments. Any attempt
to discuss microscope operation or construction
in detail would rapidly become outdated.
Manufacturers' representatives or Web sites
are the best source for information on their
instruments. Lists of manufacturers are given
in Appendices VI and VII.

Key parameters of microscope images are
resolution and contrast. Two object features
closer together than the resolution will appear
as one feature, not two, in the image. The con
trast is the fractional change in image intensity
that a feature causes. Small features in the spec
imen that have low contrast, below about 0.05,
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TABLE 2.1. Some properties of various types of microscope

Lens-imaging

Optical Transmission electron
microscope microscope

Typical lateral resolution 300nm 0.2nm*

Magnification 2 to 2,000 200 to 2 x 10°

Can observe Surface, or bulk if "Bulk," but thin films,
transparent <O.2,um

Specimen environment Ambient, or High vacuum
transparent fluid

Radiation damage None Severe

Specimen preparation Easy Very difficult

Chemical analysis No, unless Yes, x-ray and
,u-Raman or IR electron energy loss

Can detect molecular Yes Yes
orientation

Scanning-imaging

Scanning electron
microscope

3nm*

20 to 1 x lOs

Surfaces

High vacuum
(4 kPa in HPSEM)

Rarely serious

Easy

Yes, x-ray

No
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Atomic force
microscope

2nm*

1000 to 2 x 10°

Surfaces

Ambient, high
vacuum or fluid

None

Easy

No

Sometimes

*Some instruments have higher resolutions; both TEM and AFM can resolve individual atoms if the sample is suitable.
Polymers are generally not suitable, so the instrumental resolution may not be achieved.

may not be observed, even if they are larger
than the resolution limit of the instrument.
Image processing (see Section 2,8.1) can
increase the contrast, but the microscopist has
to choose to use it. Table 2,1 lists an indication
of resolution but not contrast, as contrast
depends on the sample.

The field or field of view is a linear measure
of the area of the specimen included in the
image, so the number of independent data
points in the image is (field/resolution)". An
image is made to be viewed by eye, so the
number of points should match the expected
final image size and human visual acuity. A
person with 20/20 vision viewing a screen or
print from 40cm away can resolve details about
0.12mm across, and a 2,000 x 2,000 array of
such details would fill an area 25em or 10in.
square. Ifsuch a 4 megapixel image was obtained
by microscopy, at for example a magnification
of 1,000x, the field of view would be 250pm and
the resolution would have to be at least 0.25pm
for the finest scale of the image to be useful (see
Section 3.1.4).

2.1.1 Lens-Imaging Microscopes

Electromagnetic coils are the lenses used for
electron beams, and glass lenses are used for

light. Electromagnetic lenses are focused by
changing the current flowing through them;
glass lenses are focused by changing their posi
tion. These differences and the high vacuum
systems needed for electron beams tend to hide
the close similarity of function and arrange
ment of the various components. Figure 2.1
shows a schematic of ideal image formation,
using the shape of a glass lens to indicate a
generic lens, which might be composed of
magnetic fields.

Compare a TEM to a transmitted light optical
microscope being used to take a photomicro
graph, and the principles of design are very
similar. Illumination of the object is very impor
tant, and in both microscopes the resolution and
contrast of the image may be degraded if the
illumination is not properly adjusted. The source
of illumination may be a small, hot tungsten fila
ment in both cases. The electrons or photons
emitted from the filament are collected by a
condenser lens. To increase efficiency in the
TEM, an electrostatic lens (electron gun) is used
to steer more of the flux into this lens. In the
optical microscope, a mirror behind the lamp
performs this function. A second condenser lens
controls the transfer of this illumination to the
specimen plane. In the TEM, these are simply
called "condenser lens 1" (C 1) and "condenser
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FIGURE 2.1. Schematic of image formation with a
lens. Radiation from any single point on the object
is brought to a focus at a point in the image
plane (ip), forming an image. At the back focal
plane (bfp), radiation leaving anywhere on the
object in a single direction is brought to a single
point.

lens 2" (Cz), but the operator's controls for these
lenses may be labeled "spot size" and "bright
ness." In transmission optical microscopy, the
second lens is called the substage condenser, or
simply "the condenser." The first lens, which is
built into the base unit or is part of a separate
free-standing illuminator, may be called the
auxiliary or lamp condenser, or the field lens.

There is an aperture associated with each con
denser lens, and the apertures and lenses control
the area illuminated and the angular divergence
of the illumination. More details of the illumina
tion system are described in Section 3.1.6.

After the radiation has passed through the
specimen, the scattered radiation is collected by
an objective lens. This lens is the most critical,
and imperfections in it will affect the image
quality directly; it is adjusted to focus the image.
In the TEM, an objective aperture at the back
focal plane of the objective lens controls the
angular divergence of radiation that contrib
utes to the image.

The eyepiece is the usual second imaging lens
in an optical microscope ; it forms a virtual image
for the eye to focus on. When an optical micro
scope is set up for photomicroscopy, a projector
lens that forms a real image on the camera CCD
is used instead. The TEM operates in much the
same way as this, but there are several lenses,
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intermediate lenses, between the objective and
the projector lens that control magnification.
Each lens produces a real and magnified image,
as shown in Fig. 2.1.The final projector lens pro
duces its image on the fluorescent viewingscreen
or on the filmor CCD. More lenses are needed in
the TEM to give the greater total magnification
required.Modern microscopes of both types may
have more lenses than described here , but these
complications are usually hidden from the user.

The depth offield is the depth or thickness of
the specimen that is simultaneously in focus.
Transmission electron microscopes have a
depth of field that is normally greater than the
specimen thickness, so all of the transparent
specimen is in focus at once. Optical micro
scopes have a depth of field comparable to their
resolution, and this is often much less than the
sample thickness. (The depth of focus is the
depth of the image that is in focus and is not
important in normal microscopy.) Bright field
(BF) in transmission is when the direct unseat 
tered beam is allowed to reach the image plane .
An image field that contains no specimen is
then bright. Dark field (DF) is the opposite
imaging mode, where only scattered radiation
is allowed to form the image. In transmission,
an image field with no specimen is dark in DF.

2.1.2 Scanning-Imaging Microscopes

In scanning-imaging microscopes a small probe
is passed over the specimen surface , and a signal
is collected that relates to some local property
of the specimen. The probe may be a sharp
point or a narrow beam of electrons or photons,
and the signals and detectors are very diverse .
All the instruments have a common feature: a
detector output signal that varies with time and
is displayed like a television image. The inten
sity of each pixel in the image is controlled by
the signal from the microscope. The magnifica
tion is then simply the linear size of the image,
divided by the size of the region scanned on the
specimen, the field, as shown schematically
in Fig. 2.2. Magnification can thus be altered
without having any effect on other imaging
conditions. The spatial resolution of the micro
scope is determined by the size of the specimen
region from which the signal is derived, which
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FIGURE 2.2. Schematic of image formation by scan
ning. The probe may be an electron beam in a SEM
or a solid probe in a SPM. The detector may detect
any of a wide variety of signals. The displayed mag
nification is simply the length scanned on the display
divided by the length scann ed on the object, LIs.

can be down to the atomic scale. Typical systems
may scan 1,024 or 2,048 lines in each image,
with the same number of distinguishable spots
on each line to give 1 or 4 megapixel images.

In the original analog design the videoscan
generators directly control the probe and
display. Scanning in scanning microscopes is
now digitally controlled, so a position of the
probe corresponds to a memory location, as
shown in Fig. 2.2. The display does not have to
be synchronous with the probe movement. The
image is thus naturally digital, while in lens
imaging microscopes an image must be cap
tured by CCD or similar system to be digitized.
This is a general advantage of scanning, but a
counteracting general disadvantage is that scan
ning can take time. If it takes l Ops to collect the
data at one point, a 4 megapixel image will take
40s to form.

2.2 OPTICAL MICROSCOPY

2.2.1 Introduction

In the conventional light microscope or optical
microscope (OM), an object is illuminated and
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light that it scatters or transmits is collected by
a system of lenses to form an image. The image
can reveal fine detail in the specimen at a range
of magnifications from 2x to 2,000x. Resolution
of about 0.5pm is possib le, limited by the
nature of the specimen, the objective lens, and
the wavelength of light. At an introductory
level, Spencer [1] describes the fundamental
science and Rawlins [2] is more practical. There
are many other texts [3-8], some concentrate
on a particular topic , such as polarized light
microscopy [9, 10], the ident ification of materi
als [11], the integration of microscopy and
digital imaging [12], or the study of polymers
[13]. More accessible are the excellent sources
of inform ation on optical microscopy on the
Web (e.g., [14-16]).

The information obtained in the OM nor
mally concerns the size, shape, and relative
arrangement of visible features . Local measure
ment of opt ical constants such as the refractive
index (see Section 2.2.4) and the bire fringence
(see Section 2.2.5) is also possible. Many tech
niques are used to enhance contras t and thus
make more of the structure visible. Images are
typically record ed with a high quality digital
camera, which may be linked to a computer
system for image processing and analysis.

Simp le microscopes have only one imaging
lens (though this may have several elements)
and operate at low magnification, like a magni
fying glass. The optical microscopes in the labo
ratory are generally compound microscopes,
with more than one imaging lens. They operate
at higher magnification and higher resolution
giving more detail on smaller specimens. For
visual observation, the magnification of a com
pound microscope is the product of the marked
magnifications on the objective and the eye
piece. (40 x 12.5 = 500x, for exampl e). Digitally
stored images do not have a magnification , as
they can be reproduced at any size, so it is
important to calibrat e them by recording an
image of an object of known size under the
same conditions.

Binocular stereo microscopes [17] are com
pound microscopes that prov ide two different
images of the specimen through the two eye
pieces. These are views from slightly different
directions. The observer sees this as a
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three dimensional image, very useful for the
examination of bulk specimens. The stereo
microscope is a good starting point for investi
gations of the nature of the material. It
also helps to identify regions of the specimen
for further study. It should be noted that
many people are unable to form proper three
dimensional images from stereoscopic views,
using instead visual cues of size and shape.
These can be misleading in microscopic images.
(This is more serious in stereoscopic TEM
where normal visual cues are often entirely
absent from the image.) Typical compound
research microscopes are also binocular, but
the images in the eyepieces are identical. The
two images are provided to reduce eyestrain.

2.2.2 Objective Lenses

The objective lens or objective is the most
important part of the optical system. All micro
scope objectives have information engraved on
them, and it is helpful to be able to interpret
this. A modern lens may have something similar
to "Pol 25/0.55 0.17/00." The letters indicate the
type of lens, here strain-free, suitable for use
with polarized light. Different manufacturers
may use different abbreviations, but most are
readily understood. The most obscure is "Fl" or
"Fluor." This means the lens is a high quality
general-purpose lens, once (but no longer)
made using the mineral fluorite. This is the
middle quality of lenses. The best corrected and
most expensive are apochromats ("Apo") and
the least corrected and lowest cost are the
achromats. If excellent quality color images are
required, a "Plan apo" objective will be best, as
"plan" means that the image appears in focus
on a flat plane, so that a camera will see both
center and edges of the image in focus at the
same time. A plan achromat will give excellent
monochromatic images.

The first two numbers on the lens are always
the magnification and the numerical aperture
(NA) of the lens. Numerical aperture is defined
as (n sina), where n is the refractive index of
the medium in front of the objective and a is
half the angular range of light that the lens can
accept. The resolution of the lens, if it is perfect,
is proportional to lI(NA), and the depth of
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field is proportional to lI(NAf If the lens is
"dry," it has air in front of it, n = 1, and the
maximum NA is 0.95. An immersion oil of n =
1.5 between lens and sample can significantly
improve the resolution limit by increasing the
possible NA to 1.3. A rule of thumb is that
the highest useful final magnification is about
700-1,000 times the numerical aperture of the
objective lens. Higher magnifications are
"empty" as the images do not contain any extra
information. An exact limit is not appropriate
as it depends on the contrast of the image and
the visual acuity of the observer.

The second two numbers on the lens are the
correct thickness of cover glass to use between
lens and specimen in millimeters and the tube
length, also in millimeters. Cover glasses are now
standardized at 0.17mm thick, so the number is
normally 0.17 or 0, indicating whether or not the
objective was designed for use with a cover
glass. High power (>40x) dry objectives are very
sensitive to cover glass thickness variations and
may have an adjustment ring that is set to suit
the actual value. The tube length is not impor
tant for the user unless objectives are bought for
one microscope and used with another. Very
poor results will be obtained if the instruments
have different tube lengths. The tube length was
originally the physical length of the tube sepa
rating the objective and eyepiece lenses, but this
is no longer the case. Modern microscopes com
monly have a tube length of infinity, which has
many advantages for modular design.

2.2.3 Imaging Modes

2.2.3.1 Bright Field and Dark Field

Bright field is the normal mode of operation of
an optical microscope. In transmission, it means
that the direct unscattered light is allowed to
reach the image plane. In reflection, specular
reflection from the surface is allowed to reach
the image plane. A transparent material (in
reflection a perfectly flat surface) appears bright
in BF. The contrast in transmitted light is based
on variations of optical density and color within
the material. Carbon black agglomerates,
pigment particles, and other fillers are clearly
observed in polymers in bright field as the
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matrix polymers are typically transparent in
thin sections (for exampl es, see Fig. 5.2 and Fig.
5.104). Dark fieLd, where only scattered light
is allowed to reach the image plane , is less
common in transmission but has higher con
trast. In reflected light, the visibility of details
in polymer samples is often poor due to low
surface reflectivity, scatter from within the spec
imen , and glare from other surfaces (for an
example, see Fig. 4.4A). A metal coatin g on the
surface (vapor deposited or sputte red) will
increa se the surface reflectivity. This enhances
inten sity and contrast in reflected light. Dark
field in reflected light may be used to increase
the contrast of surface roughness. If the speci
men is transparent and not coa ted, dark field
in reflection allows observation of subsurface
features and details that scatt er light.

2.2.3.2 Phase Contrast

Thin sections of polymer blends can give bright
field images with little or no contrast between the
components. Transmitted light phase contrast
converts the refractive index differences in such
a specimen to light and dark image regions [1, 3
9, 18]. Small differences in thickness are also
made more visible. Examples of transmitted light
and phase contrast images are described in
Chapter 5 (see Fig. 5.70 and Fig. 5.95). Normal
(Zernike) phase contrast requires a special con
denser with an opaque center, so that illumina
tion is limited to a ring,and a plate with a matching
phase ring in the back focal plane of the objec
tive. Unscattered light passes through the phase
ring, and its phase is altered while the scattered
light is unaffected. Interference between the
scattered and direct rays causes changes in the
image intensity. In a two-component transparent
sample, light is scattered from the interfaces .
More generally, local changes in thickness or
refractive index are made visible.

The phase contrast image has characteristic
bright halos around fine structure , due to some
scatte red light passing through the ring in the
phase plate. A method that produces images
without a halo effect is Hoffm an modulation
contrast [5, 6, 19J. In this technique, scattered
light is changed in ampl itude, rath er than phase ,
by a modulator disk in the back focal plane of
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the object ive and the illumination is limited by
a slit, not a ring. Hoffman modulation contrast
uses a rotatable polarizer under the cond enser
to control the illumination and has an asym
metric modulator disk. This makes for a very
flexible system. The images are sharp and three
dimen sional with shadows and textures that
give an appearance of oblique illumination.

2.2.3.3 Interference Microscopy

In interference microscopy, the illumin ation is
split into two beams with different paths, and
the two beams are recombined so that they
interfere. The interference pattern can be used
to measure the specimen thickness in transmis
sion, or the surface profile of the specimen in
reflection. In reflected light microscopy, the
beam splitter is usually a half-silvered mirror;
one beam is reflected off the specimen and the
other off a flat reference mirror [4-7] . This rela
tively simple arrangement can be built into a
special objective lens such as the Mirau or the
Watson designs [20].These fit on norm al optical
microscopes, but the y are rare; most optical
profilometers are now special-purpose instru
ments with digital output.

Transmitt ed light is more complex as sepa
rate matched devices have to be used to split
and then recombine the beams [3-8]. In early
systems, the beam displacement was large so
that the reference beam did not pass through
the specimen. In the Jamin-Lebedeff system
(Zei ss; last produced in the 1980s) [1,4, 6], the
reference beam is displaced by more than its
diameter but both reference and measuring
beam can be seen in the same field of view. The
reference beam is set to pass through a feature
less area of the specimen.

The modern version of interference micros
copy is dif[erential interference contrast (also
called Nomarski contrast, or DI e) . Here again ,
the illumination is split into two beams, one of
which is displaced at the specimen plane [1,5 ,6,
21]. In DI C, the beam is displaced a very small
distance, much smaller than the beam diameter.
The beams rema in independ ent because the
beam-splitting device is a doubly refracting
crystal, producing two beams in perpendicular
polarizat ion states (see Section 3.1.7). A region
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of constant properties shows no contrast in DIC
because both beams see the same thing, but a
sudden change of thickness or refractive index
gives strong contrast. In transmission with
monochromatic light, the technique is similar to
Hoffman modulation contrast, containing the
same information as phase contrast without the
halo and with apparent relief and shadows as in
oblique illumination. In white light, the interfer
ence colors can produce spectacular images in
DIe. On the other hand, a birefringent speci
men can ruin DIC images, whereas Hoffman
contrast is unaffected. As before, in reflection a
single device can both produce the polarization
and separation of the beams and recombine the
reflected light. In transmission a pair of match
ing devices are needed, one before and one after
the specimen. Differential interference contrast
is therefore most easily used in reflected light,
where it gives a clear pseudo three dimensional
image of the surface topography (for an example,
see Fig. 4.4B).

2.2.4 Measurement of
Refractive Index

The refractive index n of small samples can be
measured in the optical microscope, and this
helps identify unknown materials [8, 9, 11].
Small particles are mounted in a liquid of
known refractive index and observed in trans
mission. The liquid can be changed until
n(liquid) = n(particle), when a transparent or
translucent particle will have very low contrast.
To find out whether the change should increase
or decrease n, the sample can be illuminated
obliquely. The particles then act as rough lenses,
converging lenses if n(liquid) < n(particle).
Light striking one side of the particle will be
diverted toward the axis, and that side will
appear bright. This shading will be reversed if
n(liquid) > n(particle) [22]. Alternatively, axial
illumination of particles with sharp boundaries
gives a narrow band of light near the edge, the
Becke line. Light is scattered toward the side of
greater n, so the line appears on this side when
the focus is above the particle (overfocus) and
on the other side at underfocus.

Phase contrast devices increase the contrast
due to differences in refractive index and so
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allow a more accurate determination of n [23].
Phase and interference contrast are sensitive to
the optical path length and thus to the refrac
tive index averaged through the specimen
thickness. The Becke line method is sensitive to
the refractive index at the surface of the sample.
Fibers often give different results by the two
methods because of the variation in refractive
index across a fiber cross section.

2.2.5 Polarizing Microscopy

Polarizing microscopy is the study of the micro
structure of objects using their interactions
with polarized light. Wood [24] gives a basic
introduction to polarized light and materials,
Robinson [10] introduces polarizing micros
copy, and the book by Hartshorne and Stuart
[9]iscomprehensive. The microscopy Web sites
[14-16] have good sections on polarization
(e.g., [25]). The method is described in other
microscopy texts [5-8,26] and is widely applied
to polymers and to liquid crystals [27].
Polarized light and polarizing microscopy is
discussed in more detail in Section 3.1.7.

A polarizing microscope is a transmitted
light microscope that has, besides all the basic
features, a rotatable stage, a polarizer in the
illumination system, and an analyzer between
objective and eyepiece. One or both of the
polarizer and analyzer must be rotatable. The
polarizer and the analyzer are both polars, that
is, devices that selectively transmit light polar
ized in one specific plane. Polars are made from
an oriented polymer film that is dichroic-it
selectively absorbs light of one polarization
state. By far the most common arrangement in
the polarizing microscope is crossed polars. The
transmitted polarization planes of the two
polars are set to be perpendicular or "crossed"
so that the analyzer does not transmit light
transmitted by the polarizer. With no specimen,
or with an isotropic specimen, the field of view
will be dark in crossed polars. The polars are
usually set to transmit light polarized in the
directions given by 3 o'clock to 9 o'clock and 6
o'clock to 12 o'clock, imagining a clock face on
the specimen. These directions are referred to
as 0° and 90°. Many examples of polarized light
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images of polymers are shown in Chapter 5 (for
examples, see Fig. 5.3 and Fig. 5.54).

When anisotropic specimens such as fibers
are rotated on the rotatable stage, they go
through four extinction positions of minimum
intensity and four positions of maximum inten
sity. In the extinction positions, the fiber orien
tation direction is aligned parallel to one
polarization direction, at 0° or 90°. Maximum
intensity is at the 45° positions (for an example,
see Fig. 5.4). Circularly polarized light, obtained
and analyzed by the addition of two crossed
quarter-wave plates (marked A/4) into the light
path, one between each polar and the specimen,
eliminates these extinction positions. All aniso
tropic specimens are bright between crossed
circular polars regardless of their orientation.

The anisotropic materials are birefringent;
they can be considered to split light that passes
through them into two plane-polarized waves
that vibrate in planes at right angles to one
another. These transmitted waves have differ
ent velocities and refractive indices nj and n»
The direction of vibration with the larger
refractive index is called the slow direction. The
sample birefringence is the difference between
the two refractive indices, (n, - n2), or Sn. If the
sample has a clear reference direction, it is
used to define the sign of the birefringence. If
the reference direction is the slow direction,
the birefringence is said to be positive. Exam
ples of reference directions are the length of a
fiber and the radius of a spherulite.

Most birefringence is due to the orientation of
optically anisotropic elements. These can be
amorphous chains in a polymer, aligned by defor
mation such as drawing, or crystals aligned by
deformation or by growth mechanism such as
epitaxy.However, there isalsoform birefringence.
This arises when the material contains at least two
phases that have different refractive indices and
some dimension close to the wavelength of light.
Form effects can contribute to birefringence in
both copolymers and semicrystalline polymers; it
should be allowed for in the calculation of molec
ular orientation. Birefringence measurement can
then be used to obtain quantitative data on the
degree of molecular orientation in the sample.

In principle, birefringence can be measured
directly, by measuring the two refractive indices
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of the sample and taking the difference. This is
not accurate, so instead the specimen thickness
and retardation are measured. Retardation is
defined as (!1n x [specimen thickness]) and is
measured using a compensator, which is a
crystal plate of known retardation. The speci
men to be measured is set to the -45° position
between crossed polars, and a compensator is
inserted in its slot. This is above the specimen
but below the analyzer at +45°. The compensa
tor is adjusted until the specimen is dark, when
its retardation is exactly cancelled by the com
pensator. If this adjustment is impossible, the
sample must be rotated 90° to +45°.

In white light, anisotropic structures may
appear brightly colored when viewed in crossed
(or parallel) polars. These polarization colors or
interference colors depend on the retardation
(see Section 3.1.7). An estimate of sample retar
dation can be made from the standard sequence
of colors, published as the Michel-Levy chart
in many texts [5, 8, 9, 26, 28]. Color can also
be used to find the sign of a small retardation
when a first-order red plate is inserted as a
compensator in white light. Modern devices
exist where the polarizing elements are ele
ctrically driven and computer controlled.
These allow simultaneous measurement of
retardation and orientation direction at every
point on the image and thus the creation of
retardation and orientation maps [29].

The polarizing microscope may have a
Bertrand lens. When inserted, this gives a cono
scopic view; that is, it changes the image to a
view of the back focal plane of the objective
(Fig. 2.1). With a high NA objective, this shows
the effect of polarized light traveling through
the sample in a wide range of directions. It is
most often used in mineralogy to determine the
optic axes (see Section 3.1.7) of crystals.

2.3 SCANNING ELECTRON
MICROSCOPY

2.3.1 Introduction

The scanning electron microscope (SEM) forms
an image by scanning a probe, a focused elec
tron beam, across the specimen. The probe



36 Fundamentals of Microscopy

interacts with a thin surface layer of the speci
men, a few micrometers thick at most. Scanning
electron microscopy is fully described in a
recent and comprehensive text [30]. Flegler
et al. [31] gives a basic introduction and Reimer
[32, 33] a detailed view of the physics of micro
scope operation. The use of the SEM for
polymer studies was reviewed in 1984 [34] and
in earlier editions of this text [35].

A simple analog of a scanning microscope ,
which may make its basic operation easy to
understand , is a flashlight and a light meter in a
dark room. The intensity of reflected light and
thus the light meter response is large when the
flashlight beam falls on a pale wall. When it falls
on dark drapes, or out of a window, there is a
small signal on the light meter. Scanning the
spot of light systematically over the wall and
recording the signal maps out the dark regions
in the scanned area. In the room analog, dark
regions are due to reduced reflectivity or to gaps
in the reflecting surface. In the SEM, these

correspond to compositional and topographic
contrast, respectively, because the first depends
on the composition (mean atomic number) of
the sample and the second on its shape.

Figure 2.3 is a block diagram of a conven
tional SEM [30] showing the electron optical
column with three condenser lenses used to
form the probe, and the scan generator, the
common source for display scanning and probe
scanning, as in Fig. 2.2. Compared with incident
light optical microscopy, the SEM has higher
resolution and a much larger depth of field. The
specimen chamber in the SEM is large, and
samples several inches in diameter can be
accommodated. Specimen preparation is
generally quite simple, if the materials can
withstand drying and high vacuum. Nonconduc
tive materials, such as most polymers, require
either conductive coatings, low accelerating
voltages, or variable pressure to prevent them
from charging up in the electron beam. Normal
SEM images are easy to interpret qualitatively.

FIGURE2.3. Schematic diagram of
a scanning electron microscope.
Two pairs of scan coils are shown
in the SEM column. Th is double
deflection allows the scanning
beam to pass through the final
aperture. Four pairs are actually
used, for doub le deflection in
both X and Y directions. (Fro m
Goldstein et al. [30], © (2003)
Springer; used with permission.)

Display
CRT

Scan
Generator

Amp

Final Lens Aperture

r-r...,...,...-,--,...-I-- Spray Aperture

to
Vacuum
Pumps

~

J-.£...L...LL....L-J r-A:~~~~~-~ Magnification
Control

Electron Lens
~(1stCondense~



Scanning Electron Microscopy

Ele c tron beam

37

A

1 nm A uge r ele ct rons

Backsca ttered elec t rons

Characteri stic x -rcvs

x -ray resolution B

FIGURE2.4. (A) Schematic of the interaction of an incident electr on beam with a solid specimen. Backseat 
tered electrons can escape from much grea ter depths R(B) than secondary electrons R(S). X-rays are pro
duced in a larger volume and have less resolut ion. (B) This calculation of paths in nylon-6 for 20k eV incident
electrons shows that the neat boundaries and contours in (A) are only an indication of the statistics involved.
Figure drawn using CASINO [37, 38].

They appear as though the specimen is
viewed from the source of the scanning beam
and illuminated by a light at the de tector
position.

Imaging by scanning allows any radiation
from the specimen, or any result of its interac
tion with the beam, to be used to form the
image [30). The appearance of the image will
depend on the interaction involved and the
detector and signal processing used. The spatial
resoluti on , limited by the size of the specimen
region from which the signal is derived [30, 36],
varies considerably, as shown in Fig. 2.4. It is
related to the interaction volume, the region
where the beam interacts with the specimen
(see Section 3.2.2).

The interaction volume of 20 kV electrons in
poly(methyl methacrylate) (PMMA) has been
shown directly by using its radiation sensitivity
[39]. After exposure to a beam of electrons, the
material was cross sectioned, polished, and
etched. Pear-shaped holes up to 10/lm deep
appea r (Fig. 2.5) showing where the beam inter
acted with the PMMA (and reduced its molecu
lar weight) [39]. Calculation of the interaction

of the electron beam with a solid shows that the
interaction volume increases at high accelerat
ing voltage and for low atomic number and low
density of the specimen [30, 32, 33].

2.3.2 Imaging Signals

2.3.2.1 Backscattered Electrons

Three signals from the specimen important for
SEM are backscattered electrons, secondary
electrons, and x-rays; x-rays are dealt with in
Section 2.7. Backscattered electrons (BSE) are
electrons from the beam that have been elasti
cally scatte red by nuclei in the sample and
escape from the surface. The backscattering
coefficient 1J-the fraction escaping-varies
from 0.06 for carbon to 0.52 for gold at 20keV
[30] so backscattered electron imaging (BEl)
gives strong compositional contrast. Backseat
tered electro ns have a high energy and they can
come from depths of l um or more within the
specimen at high beam voltages. They then
leave the surface from a wide area. This means
that the resolut ion in BEl can be low, but it
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FIGURE 2.5. The electron interaction volume in poly(methyl methacrylate) for 20kV electrons is shown
directly by etching away irradiated material. The incident electron dose is the same in (A-G), but the etching
time is increased, so the material irradiated less is removed [39].

depends strongly on beam voltage and sample
composition. Backscattered electron imaging
combined with x-ray microanalysis is a power
ful method for determining the local chemical
composition of a material (for an example, see
Fig. 5.17).

Backscattered electrons travel in straight
lines after leaving the specimen (Fig. 2.6), so a
small detector placed to one side will give
extreme topographic contrast, with dark
regions facing away from the detector. These
completely dark shadows give poor images,
like pictures of the lunar landscape. A larger
detector, or mixing signals from more than one
detector, will produce a better BEl image. A
common solution is to place large area detec
tors (either silicon diodes or scintillators
Robinson detectors [40,41]) above the specimen
and around the final lens aperture. If the sensi
tive area is divided into four 90° quadrants,
atomic number contrast is obtained by adding
the signals from all sectors, and subtraction of
signals (e.g. left - right) gives topographic con
trast. Because more electrons are scattered in
a forward direction, a tilted surface allows

more electrons to escape and increases 11 (see
Fig. 3.20). For nylon-6 coated with 4nm gold at
5keV, the calculated values are 0.15 at 0° tilt,
0.20 at 30°, and 0.35 at 60° tilt [37]. Thus, even
if all backscattered electrons were collected,
there would still be non directional topographic
contrast.

E-T

D ete cto r

+250 V

FIGURE 2.6. Shaded regions are secondary electron
trajectories, drawn to the E-T detector from any part
of the surface by the +250V bias. Arrows indicate the
backscattered electrons. Very few will reach the E-T
detector from the surface facing away from it, so the
surface facing the detector will be brighter. To collect
most backscattered electrons, a large area detector is
required.
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2.3.2.2 Secondary Electrons

Direct secondary electrons (SE j ) are produced
by the interaction of the prim ary beam with the
specimen. They are emitte d from the specimen
with low energy, less than 50 eY, so they can
only come from the top few nan ometers of the
material [30, 33]. If the beam falls on a tilted
surface or onto an edge, more electrons interact
near the sur face, and so more secondaries will
escape from the specimen (see Fig. 3.20). If the
beam falls into a valley or pit , fewer secondaries
escape; less of the interaction volume is near
the surface, and more electro ns are reabsorbed
by the specimen.

As these direct secondaries come from an area
largely defined by the beam size (see Fig. 2.4A),
they can give a very high resolution topographic
image. Their low energy allows a reasonable
voltage to attract all of them into the detector
(see Fig. 2.6), so the process is efficient , and sec
ondary electron imaging (SEI) is the normal SEM
image mode. However , backscatte red electrons
also produce secondary electrons as they leave
the specimen (SEz) and as theystrike the chamber
wall (SE3) [30, 33]. These secondary electron
signals will have the resolution of the BEl signal
and may degrade the image.

At low beam energy, there is a single peak in
the spatial distr ibution of secondaries. This is
sharp if the incident beam is focused to a small
diameter. At high energy, the SEt peak retain s
this sharpness, but there is a much broader peak
of SEz, with a resolution like that of the BSE.
High-resolution information can still be
obtained, but the SEzsignal, which may be much
larger than the SE], adds noise and reduces con
trast. At low resolution, both SE j and SEz can
be included. The profile at medium energy may
look bett er , as the SEz peak is not so broad, but
it may be worse for high resolution. The SEz
signal is not varying slowly enough to be dis
carded as noise by simple image processing yet
does not have the high resolution of SE j •

The detector in the SEM that is normally
used for imaging is the Everhart- Thornley
scintillator/photomultiplier (E-T detector). This
is a low-noise, high-speed and efficient
detector that detects a small fraction of the
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backscattered electrons as well as the second
ary electrons (see Fig. 2.6). It usually operates
with a positive bias so that all the low energy
electrons in the specimen chamber are attracted
to it. There is therefore no contrast due to sec
ondaries between regions of the specimen
facing toward the detector and those facing
away, although the edges will be well defined.
The optical analog is of a surface lit by diffuse
light. This de tector produces good images by
collecting some backscatt ered electrons as well
as the secondaries. The result is analogous to
diffuse lighting with some directional lighting
to highlight the features-just what a photog
rapher would use in a studio portrait. As we are
accustomed to light shining from above, and
shadows below, SEM micrographs taken with
this det ector system should be oriented for
viewing with the detector position at the top.

In high resolution SEMs, there is little or no
space betwe en the lens and the specimen (see
Fig. 3.17). In this case, the secondary electron
detector is moved to a location above the final
lens; the electro ns are drawn there by electric
and magnetic fields. When low beam voltages
of only a few kilovolts are used, the grea t dis
tinction between the classes of electrons is
somewhat diminished ; the resolution of BEl is
much the same as that of SEI , and the numb er
of secondaries emitted by the specimen
increases. The beam penetration is small giving
grea ter sensitivity to surface detail. Low accel
erating voltages reduce charging effects and are
increasingly used for polymer and biological
samples. Scanning electron microscopy instru
ments have now overcome the technical prob
lems of low accelerating voltages and can have
good SEI performance at voltages down to
1kY or less [32,42,43] . The low voltage SEM
(LYSEM ) is discussed in Section 3.2.4.

2.3.3 Electron Sources

A critical feature that controls the performance
of the SEM, and is a decision made on purchase,
is the type of electron gun used as a source for
the electron beam. Originally, all electron micro
scopes used a hot tungsten filament in the form
of a simple bent wire-a "hairpin." This is a
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thermionic emission source, so-called because
the temperature is raised so high that the thermal
energy of the electrons in the metal allow some
to boil out into the vacuum, overcoming a poten
tial barrier called the work function.

Today, more and more instruments use field
emission gun (FEG) sources. Again, this may be
a piece of tungsten, and in its simplest form it is
an extremely sharp needle at room temperature.
Now a voltage of a few kilovolts between the tip
and a nearby electrode produces an electric field.
The field scales as Vir, where r is the radius of
the tip. The very sharp tip causes the field at the
surface to reach 10GV/m, and this lowers the
potential barrier and makes it very narrow. Elec
trons are sucked out of the metal and tunnel
through the barrier into the vacuum.

A second thermionic emission source uses
lanthanum hexaboride (LaB6) . This has a much
lower work function than tungsten and so will
emit electrons when heated to only 1,800K
(tungsten operates at -2,500K). LaB6is reactive
at its operating temperature, but the emitter is a
direct replacement for a tungsten filament,
requiring only very minor alteration of the
instrument. Cerium hexaboride is an alternative
source material of the same type.

Similarly, the field emitter can be adapted by
reducing the work function. The practical device
is called the Schottky field emission gun, but it is
really a field-enhanced thermionic emitter. The
sharp tip iscoated with zirconium oxide. The field
is reduced by flattening the tip and acts to reduce
the potential barrier, but the electrons are ther
mally excited over the low barrier, not sucked
through it.

Table 2.2 summarizes some important prop
erties of these electron guns. The brightness is

TABLE 2.2. Properties of electron guns
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the current per unit area per unit solid angle (in
steradians; sr)-a figure of merit for forming
small probes. If two sources emit the same
current, the one that has the smaller emitting
area will be better, and the one that emits into
a smaller solid angle will also be better as more
of the flux can be captured by the lenses. The
very small source size for the field emitters
gives them very high brightness while their
total current is less than that of the thermionic
emitters. The small source size has important
practical implications; it means that in a FESEM,
that is, a SEM with a field emission gun, the
probe diameter is always small, a few nanome
ters, at any condenser lens setting.

The energy spread (LlE) depends on the tem
perature of the source, so it is largest for the
tungsten hairpin and smallest for the cold FEG.
This parameter is important at low accelerating
voltages. The magnetic lenses have chromatic
aberration; that is, they do not focus electrons
of different energy onto the same spot. The
effect scales as LlEIE where E is the beam
energy. So when E falls, the resolution is much
worse for the thermionic sources. The energy
spread is also important in TEM and STEM for
light element analysis using electron energy
loss (see Section 6.5.3).

The emitters can be poisoned by residual
gases from the vacuum system adsorbing onto
the emitting surfaces. High temperature devices
are self-cleaning, as any condensing vapor is
immediately boiled off again. Therefore, the
lower operating temperature devices need
better vacuum to operate in a stable and
reliable manner. Ultrahigh vacuum is always
expensive, and this is the main reason for the
much greater cost of field emission devices. A

Source Tungsten hairpin Schottky field emission Cold field emission

Brightness (MAcm-2 sr-1)*

Source size (.um)*

Energy spread!'1E (eV)

Vacuum required (Pa)

Device cost

0.1

50

1-3
10-2

Low

1

5
1-2
10-4

Moderate

100

0.015

-0.7
10-8

High

100

0.003

0.3
10-11

High

Source: Adapted from Ref. 30.
*Values are estimates for operation at 20kV.
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third type of FEG is the thermal field emission
gun. This is like a "regular" cold FEG but the
source tip is heated. This improves stability at
the cost of an increase of tiE to 1eV.

2.3.4 SEM Types

Although SEMs are adaptable to a wide range
of uses, the electron sources and some other
configurations are sufficiently different to divide
the instruments into different classes with differ
ent capabilities . Even so, new designs appear
to try to capture the best features of all in one
device. The workhorse general purpose, rela
tively low-cost SEM remains similar to the origi
nal instrument design. It uses a tungsten filament
or a LaB6 emitter. LaB6 gives a greater beam
current than tungsten, which might be important
for x-ray analysis (see Section 2.7)or for dynamic
experiments (see Section 2.9). LaB6 costs more
but needs replacement much less often . The
arrangement of sample and detector is as shown
schematically in Fig. 2.3 [30], allowing for large
samples or different specimen stages.

The high resolution SEM (HRSEM) has the
highest SEM resolution. This comes from com
bining a FEG with the most nearly perfect final
condenser lens. Scanning electron microscopes
with aberration-corrected lenses are just becom
ing available and should have a resolution limit
well below 1nm. Other highly perfect lenses
tend to have short focal length , and so a short
working distance. This may restrict the space
around the specimen, limiting the specimen size
and specimen stages. In the extreme case of an
immersion lens, the specimen and detectors are
inside the lens (see Fig. 3.17). An example of
an image taken using a FESEM is found in
Fig. 5.49.

If good resolution at low acceler ating voltage
is most important, without the need for the final
nanometer of resolution, then a FEG is again
required, but perhaps with a more conventional
lens. Low voltage operation is often very desir
able for the study of polymers as low beam
voltage removes or minimizes the need to coat
nonconducting samples [32,44]. High-resolution
SEM images of polymer surfaces have replaced
most cases of transmission electron microscopy
of surface replicas [45]and compete with atomic
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force microscopy [46, 47]. Low beam voltage
also reduces specimen damage.

Another type of SEM relaxes the condition
requiring the specimen to be under high
vacuum. This is the variable pressure SEM
(VPSEM), which may be called the "high
pressure" (HPSEM), "low vacuum," or "envi
ronmental" SEM (ESEM), though ESEM is a
trademark of Ffil. The pressure in the specimen
chamber of such a SEM is 0.3-3 kPa, high only
in comparison to the normal "high vacuum"
value of a few 100.uPa or less. Some distinguish
"low vacuum" of 300Pa from "ESEM" of 3kPa,
which is the vapor pressure of water at room
temperature. Reaching this pressure is critical
if liquid water is to be present on the sample.
There is no charging even at normal accelerat
ing voltages of 10-30 kV in the VPSEM because
the positive ions from the gas neutralize surface
charges on the specimen (for examples, see
Fig. 5.87 and Fig. 5.98). This is particularly
important for polymers and for dynamic micros
copy (see Section 2.9) where new surfaces may
be exposed in the microscope .

A good vacuum must be maintained at the
electron source , so there are pressure-limiting
apertures on the optic axis of the instrument to
limit gas flow. These apertures form chambers
of intermediate pressure, which can be sepa
rately pumped. The incoming beam is scattered
by the gas molecules , so the focused probe is
spread out. The best resolution is obtained
when the specimen is close to the final aperture
(a small working distance), the beam voltage is
high, and the gas pressure is low. Then a resolu
tion of about 5nm may be obtained. At higher
pressures or low beam voltages, the resolution
is worse, so there is no need for field emission
sources in such machines. The normal second
ary electron detector is ineffective at high gas
pressure, and the signal then comes from either
a BSE detector or a special detector that ampli
fies the secondary electron signal using gas
ionization [30].

2.3.5 SEM Optimization

Given a specific machine , how should it be
adjusted for best results? The major issues to
consider in the optimization of SEM operation
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for stable conducting specimens are noise,
depth of field, and resolution. Parameters the
operator can vary are the beam voltage, beam
current, final aperture size, and working dis
tance [48]. Standard conditions for best resolu
tion are

1. high accelerating voltage (-20kV);
2. small probe size, obtained with short working

distance and small final aperture from therm
ionic emission sources (always present from
field emission sources);

3. high probe current/slow scans to reduce
noise, especially if contrast is low.

These conditions for high resolution imaging
with secondary electrons are also conditions
that result in maximum beam damage to sensi
tive specimens and charging of uncoated non
conducting specimens. Best conditions for these
materials depends on how they interact with
the beam (see Section 2.6 and Section 3.4).
Reduced damage and charging in the SEM is
obtained with low beam currents and low accel
erating voltages. This may lower spatial resolu
tion but improve the image, depending on the
sample. The SEM may be used to study rough
surfaces at magnifications below about 1O,000x.
In this case, the depth of field is more important
than the highest resolution. Conditions for
maximum depth of field are

1. long working distance;
2. small final aperture size (ca. 100,um);
3. low magnification.

The more practical guides to SEM operation
contain images showing the effect of changing
these parameters (e.g., [49]).

2.4 TRANSMISSION ELECTRON
MICROSCOPY

2.4.1 Conventional TEM

Conventional transmission electron micro
scopes (CTEM or TEM) are electron optical
instruments analogous to light microscopes,
where the specimen is illuminated by an elec
tron beam. This requires operation in a vacuum
because air scatters electrons. High resolution
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is possible because of the short wavelength of
the electrons. Typical workhorse instruments
made for use in biology normally use accelerat
ing voltages from 80 to 120kV, while high per
formance microscopes designed for materials
science use 200 to 300kV. Williams and Carter
cover the science and the practice of TEM in
four (slim) volumes [50]. Reimer [51] is an
excellent reference book, but not for the begin
ner. There are other good recent texts [52, 53]
and older reviews of the TEM of polymers [34,
54, 55]. Polymers have low atomic number and
scatter electrons weakly, giving relatively poor
contrast in the TEM. They can be highly beam
sensitive with loss of crystalline order, mass loss,
and dimensional changes occurring during
observation (see Section 2.6 and Section 3.4).
Increasing the accelerating voltage and cooling
the specimen (for an example, see Fig. 4.50) can
help to reduce the damage, and specimen prep
aration methods to increase the contrast (see
Chapter 4) make damage less important.

2.4.1.1 Bright Field and Dark Field

Transmission electron microscope image con
trast is due to elastic electron scattering. Elec
trons scattered to large angles by the sample do
not contribute to the image in BF. In amor
phous materials, the result is mass thickness
contrast, where the image intensity depends
on the local mass thickness (= thickness x
density). Darker regions in the BF image
are regions of higher scattering. Contrast is
greater at low accelerating voltages and at
small objective aperture diameters. However, a
fundamental limitation of TEM is that the
specimen must be very thin to allow the elec
trons to penetrate without losing much energy,
and low accelerating voltages require even
thinner samples. When a material is observed
under standard conditions, the fraction of the
incident beam that is transmitted can be used
to measure the specimen thickness, t, using the
relation:

I (sample)/ I (hole) = exp(-Bt).

The constant B is determined by observing
films of known thickness under the same stan
dard conditions [51, 56, 57].
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If the sample is crystalline, the scattered
intensity depends very strongly on the orienta
tion of the crystals and on their thickness. In BF,
a very thin crystal will appear dark when it is
correctly oriented for diffraction. If the crystal
is not perfectly flat, the contours of correct ori
entation will appear as dark lines, called bend
contours. Variation of intensity such as this in
crystalline specimens is called crystallographic
or diffraction contrast. Many types of defects in
crystals cause localized distortion of the crystal
lattice. These defects change the crystal orienta
tion locally and so cause variations in the crys
tallographic contrast. Detailed information on
defects can be obtained by comparing the
images produced by different scattered beams
to theoretical predictions [50, 51, 58]. If the
objects in a BF image scatter only weakly, as
many polymers do, the intensity level will be
high but the contrast may be too low. Dark field
images normally have much higher contrast
than SF images but are much weaker in inten
sity. Dark field images from amorphous samples
are particularly low in intensity and are rarely
used in CTEM. This is because the electrons are
scattered in all directions, and the objective
aperture can collect only a few of them. The DF
arrangement in the TEM is more efficient for
crystalline samples , where the scattered inten
sity is concentrated into a few regions of the
back focal plane of the objective. To maintain
symmetry of the electrons passing through the
objective lens, the DF image is obtained by
tilting the incident beam . Dark field of crystal
line materials gives information unavailable in
BF. When the DF image is formed from one
spot in the diffraction pattern, bright regions in
the image show only ordered areas with the
correct orientation, so crystallite dimensions
can be measured and their orientation deter
mined. However, DF imaging of polymers
can be difficult because the images may be
unstable [54, 55, 59, 60]. An example of BF
and DF images of polymers is shown in
Fig. 5.144.

2.4.1.2 Phase Contrast

In phase contrast imaging, scattered electrons
are allowed to pass through the objective
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aperture and recombine with the unscattered
electrons to form the image. This would give no
contrast if the objective lens was perfect and
the specimen perfectly in focus. The lens is not
perfect and often very slightly out of focus, and
this causes the scattered beams to be phase
shifted. When the beams recombine, this phase
shift causes a change of intensity, which will
depend on feature size and defocus [50, 51].
Components analogous to those in phase con
trast optical microscopy (see Section 2.2.3.2)
are not required but have been used [61].

If the specimen scatters strongly, there will be
mass thickness contrast (or diffraction contrast
if the specimen is crystalline) due to the exclu
sion of scattered beams by the objective aper
ture, and this will dominate the image. A weakly
scattering object such as a thin carbon or
polymer film may appear featureless at low
magnification, yet have a visible structure
entirely due to phase contrast at high magnifica
tion , where lens defects and defocus are more
important. The contrast of this structure will be
a minimum at exact focus, and this is often a
good way to determine the focus condition [51,
62]. The nature of the relation between defocus
and phase must be well known in order to inter
pret phase contrast images accurately.

Deliberate defocusing enhances phase con
trast at lower magnifications but it must be used
with caution. If there is only random structure
in the specimen, deliberate or accidental defocus
may induce clearly visible structure unrelated
to the specimen-artifacts. Thomas [59] dis
cussed this in detail for polymer microscopy,
quoting several TEM studies of polymers that
were dominated by phase contrast artifacts.
With care, artifacts can be recognized [63, 64]
and phase contrast imaging can be successfully
applied to polymer systems (e.g., [65]). Phase
contrast at high resolution produces lattice
images (see Section 2.4.4 and Section 3.1.5).

2.4.2 Scanning TEM

In the scanning transmission electron micro
scope (STEM), as in the SEM, a fine electron
beam or probe is formed and scanned across
the specimen. But in the STEM the specimen is
thin and the intensity of a transmitted signal is
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detected, amplified, and used to form an image.
The image can be processed to give a wide
range of structural and chemical information.
Collecting the direct transmitted beam gives a
BF image and an annular detector produces a
DF image. The electrons collected may have
been scattered to higher angles than in TEM
DF, when the image mode is described as high
angle annular dark field (HAADF), as shown
in an example in Fig. 5.29.

The resolution in STEM is limited by the
probe size, and fine probes are formed using
high-brightness sources. A dedicated STEM has
no imaging lenses, so the instrument is "dedi
cated" in that it can only operate as a STEM.
Such devices generally have a cold FEG and
operate at ultrahigh vacuum throughout, which
is not compatible with many polymer samples.
A TEM with a probe-forming condenser lens
can be capable of very high resolution x-ray
analysis (see Section 2.7). Add a device to scan
this probe and it is also a STEM. This type of
instrument may be called a TEM/STEM or
AEM (analytical electron microscope). In a
similar way, adding a detector below the speci
men could tum a SEM into a STEM, but the
relatively low beam voltage in the SEM makes
this of limited use, as the specimen has to be
very thin.

As with the SEM, the capabilities of a STEM
are largely controlled by the electron source
used. Most current instruments use some type
of FEG. Older TEM/STEMs may have a LaB6

emitter, with lower resolution and higher total
current. The fine probe of the STEM can be
used to obtain chemical and structural analysis
from very small regions (see Section 2.7), and
this is the reason for most purchases of the
instrument. However, few if any polymers can
withstand the radiation environment of a sta
tionary finely focused beam of high energy elec
trons, which rapidly affect even stable inorganic
compounds [66]. One advantage of the STEM
for radiation-sensitive polymers is that only the
scanned-and thus the imaged-area of the
specimen is irradiated. In TEM it can be difficult
to limit irradiation of adjacent areas and this is
especially important for diffraction experiments.
Microdiffraction can be readily conducted in a
STEM with a probe that leaves adjacent regions
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undamaged. In polymers the microdiffraction
area must be comparatively large, attainable by
both instruments, but the STEM allows better
control. Another possible advantage is that
STEM imaging has higher resolution than the
TEM in very thick films. This advantage is great
est for disordered, low atomic number materials
such as polymers [67].

2.4.3 Electron Diffraction

Electron diffraction is an important technique
for the study of crystalline materials [50,68,69].
It is regularly used to identify crystal structures
and local orientation. Less frequently, it can be
used to determine an unknown structure [70].
The directions in which electrons are diffracted
from a specimen relate to the atomic spacings
and orientation of the material (see Section
3.1.2). A crystal has a regular arrangement of
atoms and so in the TEM it will produce a dif
fraction pattern consisting of sharp spots. Poly
crystalline materials have many spots, which
together form continuous rings. Small or imper
fect crystals give fuzzy spots or rings.

In selected area electron diffraction (SAED)
in the TEM, an aperture (the intermediate or
selected area aperture) is used to select a region
of the specimen for diffraction (for an example,
see Fig. 5.146). A near-parallel beam of elec
trons illuminates the specimen. Generally, the
region contributing to the pattern is several
micrometers in diameter. This is a large area
compared to that in STEM microdiffraction but
very much smaller than that needed for normal
x-ray diffraction.

The intermediate aperture is below the speci
men, so a large area of the specimen is irradi
ated during SAED. This is undesirable for
polymer specimens that are damaged by the
beam, and other techniques must be used. The
beam can be focused using the condenser lenses
to limit the area irradiated, but the intensity
produced by focusing the beam is too high. A
strongly excited first condenser lens and a very
small second condenser lens aperture will
reduce the intensity. Under these conditions,
a near-focused beam illuminates a small region
of the specimen with a near-parallel electron
beam. Here the diffraction area is "selected" by
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FIGURE 2.7. Schematic ofan SPM. A probe isscanned
in close vicinity to the sample surface while some
signal that dependson somelocal interactionismea
sured. Although the signal can be measured as a
function of the scanning position, in most practical
applications the probe-specimen distance is continu
ouslyadjustedto keep this signal constantby a feed
back control.

A scanning probe microscope (SPM) is a micro
scope that produces an image by scanning a
small solid probe on or extremely close to the
surface of a specimen. Some signal is detected
from the interaction of the probe with the
surface, and in principle this signal can be used
to form an image. In practice, this signal is used
in a feedback loop, shown schematically in
Fig. 2.7, to keep the signal constant by control

2.5.1 Introduction

2.5 SCANNING PROBE
MICROSCOPY

phenylene benzobisthiazole) (PBZT) and
poly(p-phenylene benzobisoxazole) (PBO) [74,
82-85]. Figure 5.150A is an image from Ref. 85
that shows the details of local deformation of
molecular planes in a kink band produced by
plastic deformation. High resolution electron
microscopy of smectic liquid crystalline poly
mers shows edge dislocations and other defect
structures [86,87]. The necessity of using a very
thin layer of material as a sample in the TEM
was used to advantage in a study of the order
ing of a polyimide during imidization [88].

the incident beam diameter as the aperture is
above the specimen.

Convergent beam microdiffraction uses a
convergent rather than a near-parallel beam,
and this makes it possible to limit the beam to
extremely small regions. The diffracting area is
limited spatially by the beam diameter, but few
polymers can withstand the focused beam.

2.4.4 High Resolution
Electron Microscopy

If a scattered electron beam is a sharp spot dif
fracted from a single crystal, the phase contrast
image that forms when it is recombined with
the unscattered beam is an image of the crystal
lattice planes that produce the scattering by
Bragg diffraction. When several beams are
recombined, the result is an image of the crystal
lattice. This specialized phase contrast technique
has been applied to the study of atomic scale
structure in many types of crystalline metals and
ceramics. It is called high resolution electron
microscopy (HREM) and allows the direct
imaging of defects and interfaces on the atomic
scale (for an example, see Fig. 5.22) [71-73]. The
technique is difficult to apply to the study of
polymeric materials because of their instability
in the electron beam, as the high resolution
images require high beam intensities. In 1995,
Martin [74]reviewed the theory and experimen
tal methods and Tsuji [75] reviewed HREM
work done on polymers; a 2005review by Martin
[76] brings this up to date.

High resolution electron microscopy can
provide information that cannot be obtained in
any other way, but it requires skill and experi
ence as well as a high resolution TEM. Lattice
fringe images have been obtained from a wide
range of polymers. This includes polypropylene
[77], polystyrene [78, 79], poly(p-phenylene
terephthalamide) (PPTA) [80] and poly(m
phenylene isophthalamide) (MPDI) [81].
Generally, it is the highly aromatic polymers
and molecules with high melting points that are
most suitable subjects for this method, because
they are least affected by radiation damage (see
Section 2.6 and Section 3.4).

Good information can also be obtained from
partially ordered polymers such as poly(p-
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of the probe-specimen distance. The image is
then formed from the setting of the feedback
control that is required to keep the signal con
stant or from a second signal. For example, the
amplitude of an oscillation can be controlled by
feedback and the phase angle of the oscillation
used to form an image (described later in
Section 2.5.2.2 and Fig. 2.9).

As in the SEM, where the probe is a focused
beam of electrons, the resolution of the image
is controlled by the region of interaction. The
part of the probe that interacts with the sample
has to be very small, and in several forms of
SPM it is small enough to allow atomic resolu
tion. Extremely precise control of position is
required in all SPMs both for (x, y) scanning
across the surface and for the z height control,
and this is accomplished by use of piezoelectric
drivers. Motion control is shown schematically
in Fig. 2.7 by double-headed arrows on both
probe and specimen, but normally one or the
other is moved, not both. Some systems split the
control, moving the specimen in the x and y
direction and the probe in the z direction.

Scanning probe microscopy has grown very
quickly since the invention that began this field
in 1982 [89]. New types of microscopes, new
operation modes and new commercial designs
still appear frequently, and there is a rapidly
expanding range of literature. Commercial
systems range from tabletop models costing
little more than a top-quality optical micro
scope to elaborate research instruments and
expensive automated high throughput micro
scopes for industrial quality assurance. Some
instruments are optimized for the most rapid
imaging. Others are optimized for the obser
vation of (biological) samples immersed
in fluid or for operation in ultrahigh vacuum
systems.

The first SPM to be developed was the scan
ning tunneling microscope (STM) [89]. In the
STM the probe is a conductor set at a bias
voltage difference from a conducting sample
and the signal is a current that passes between
them. The probe-sample interaction is the
quantum mechanical tunneling current that has
a measurable value only when the two conduc
tors are a very small distance apart, typically
less than 1nm. In the STM the region of
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interaction in the specimen can be limited to a
single atom, so the microscope can show the
atomic arrangement on surfaces. Because the
sample must be conductive, the STM has
little importance for studying polymers today,
although it was the predominant SPM tech
nique a decade ago (for an example, see
Fig. 5.153).

The second type of SPM to be developed and
currently the most important for the study of
polymers is the atomic force microscope (AFM)
[141]. In the AFM, the probe is a small tip
mounted on a cantilever arm and the interac
tion is the small force (typically <10nN) between
the tip and the sample. The cantilever acts as a
spring that can be deflected slightly by small
forces. Its angle is generally measured with an
optical lever system (Fig. 2.8) that gives an elec
trical signal related to the cantilever motion.

Some good general textbooks on STM and
AFM include those of Magonov and Whangbo
[90], Meyer et al. [91], and Weisendanger [92].
Literature reviews of SPM have been published
(e.g., Bottomley [93]), but the field of research
is now so highly divided among numerous
subdisciplines that comprehensive literature
reviews are difficult to find. Good general

detector

specimen

FIGURE 2.8. Schematic of the contact mode AFM.
The normal and lateral forces, FN and FL , result in
deflection and torsion of the cantilever, respectively.
They can be monitored using an optical detection
system and used for the purpose of feedback control
and/or image contrast formation.
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references for polymer SPM techniques include
the introductory notes by Overney and Tsukruk
[94] in the proceedings of the 1998 ACS Sym
posium on SPM of Polymers [95]; reviews by
Reneker and Magonov in 1997 [96]; Krausch in
2001 [97]; Magonov in 2001 [98]; and Chernoff
and Magonov in 2003 [99]. The published pro
ceedings of the 2000 [100] and 2003 [101] ACS
Symposia on SPM of Polymers also contain
excellent collections of papers.

For information on properties of cantilevers,
the second edition of Sarid's book is an excel
lent choice [102]. Garcia and Perez [103] have
reviewed the theory behind dynamic imaging
modes of intermittent contact AFM (IC-AFM)
[104] and noncontact AFM (NC-AFM) [105].
The influence of the tip shape in imaging has
been reviewed by Villarrubia [106]. The appli
cation of SPM to polymer ultrastructure and
crystallinity has been reviewed by many includ
ing the work of Reneker et aI. [107], Lotz et aI.
[108, 109], Hobbs et aI. [110], and Magonov and
Yerina [111]. Some of the ultrastructural studies
have been conducted using hot/cold stages to
study in situ crystallization [112-114].

Thermal analysis using heated tip technology
[115] has been reviewed by Price et aI. [116],
Wunderlich [117], Pollock and Hammiche [118],
and Abad et al. [119]. Reviews on mechanical
deformation of polymer films by nanoindenta
tion [120] and AFM indentation [121] as well as
in situ tensile deformation [122] have been pub
lished. A related area of force spectroscopy to
extract intermolecular and intramolecular forces
between polymer chains was reviewed by Hugel
and Seitz in 2001 [123]. Bushan has written
extensively on the use of SPM to study tribology
[124], and frictional contrast has been discussed
in reviews by Mate [125], Zasadzinski [126], and
Feldman et aI. [127]. Spatially localized adhe
sion studies using chemically modified AFM tips
was reviewed in 2005 by Vezenov et al. [128] and
Vancso et aI. [129]. Characterization of polymer
film surfaces [130, 131], latexes [132, 133], mul
tiphase polymer blends [134, 135], and nano
composites [136, 137] has also been reviewed.
Authors from the laboratories of several manu
facturers of industrial engineering polymers
have published reviews on the application of
SPM to characterization [138-140].
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2.5.2 Atomic Force Microscopy

The AFM can be operated in several modes
that are sufficiently different that they need to
be described separately. The basic distinction
between these modes is how much the tip
touches the specimen surface: contact mode is
when the tip is in contact with the specimen all
the time; intermittent contact mode is when the
tip oscillates and touches the specimen some of
the time; in noncontact mode, the tip does not
touch the specimen at all.

2.5.2.1 Contact and Associated Modes

In contact mode AFM [141], the tip mounted
on the cantilever is in contact with the sample
surface during scanning. This is similar in prin
ciple to a profilometer where a stylus is dragged
over a surface . In the AFM , a very small contact
area and a highly sensitive cantilever allow
high resolution of topographical surface
features , both laterally and vertically (for an
example, see Fig. 5.31C). During scanning, the
local variation of vertical force for a rigid
sample is due to variation in the height of the
surface. Feedback control of this force causes
the vertical position of the tip to trace out the
surface topography. This is accomplished by
varying the height of the tip or the sample so
that the cantilever deflection is kept constant.
Because the tip stays in contact with the surface
during scanning, the cantilever experiences
forces acting not only normal but also lateral
to the sample surface. The origin of the lateral
force is shear force in the sample at the tip
position. The shear forces can be very high and
cause damage to soft polymer or biological
specimens. Damage to the sample surface can
complicate measurement and interpretation or
even make an experiment impractical and
result in artifact formation.

The lateral forces result in a torsion of the
cantilever, and this can be measured using the
same optical detection system that measures
vertical deflection (see Fig. 2.8). This signal
from the tip-specimen interaction leads to
another operational mode, the lateral or fric
tional force microscope (LFM or FFM) [142,
143]. In LFM the cantilever is designed to be
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relatively easy to twist, and scanning is per
formed perpendicular to the long cantilever
axis. The variation of lateral deflection during
scanning can be used to form the image. The
image is correlated with the frictional force and
thus with surface chemistry as well as surface
topography (for an example, see Fig. 4.IB).

The forces acting between the tip and sample
surface clearly playa vital role in contact mode
AFM, and understanding these forces is key to
image interpretation in this mode. In feedback
operation, the force between tip and sample is
kept constant. Controlling the force variation
led to the development of the force modulation
microscope (FMM) [144]. In this mode of oper
ation, the vertical position of the cantilever
support is modulated periodically during scan
ning while the tip remains in contact with the
sample surface. The up and down movement
results in a deflection of the cantilever that will
depend on the local forces and the local
mechanical properties of the sample. For
example, a soft spot on the sample will allow
the tip to penetrate when the force is increased
by moving the cantilever support down toward
the sample. This will reduce the measured
deflection modulation at that point. Interpreta
tion and experimentation in this mode can be
difficult due to the contribution of nonspecific
forces (e.g., the surface tension of condensed
vapors) and their high values. The method is
therefore not very sensitive to local properties,
which may have to differ by orders of magni
tude to be detectable and to result in significant
contrast differences. Nevertheless, FMM has
been explored on many polymeric samples
[96, 137, 145].

The concept of measuring forces was further
developed in an operational mode called force
spectroscopy. Scanning is typically discontinued
and the experiment is performed at a given x, y
location on the surface. Again, the cantilever
support is moved vertically but over a much
wider range. Measuring the cantilever deflec
tion gives a force versus distance curve, which
is a plot of the force (or cantilever deflection)
as a function of the tip-sample separation. In
particular, this method can be used to measure
the pull-off force (i.e. the force required to
separate the tip from the sample surface). In

Fundamentals of Microscopy

ambient conditions the pull-off force is typi
cally dominated by capillary forces. In a vacuum
or liquid environment there are no capillary
forces and pull-off can give information about
the adhesive properties of the sample. Experi
ments that provide the local mechanical prop
erties can be used to get new information about
a sample. Force spectroscopy can also be per
formed in an imaging mode by collecting a data
set that contains topographical information and
an array of force-distance curves.

Another mode of operation derived from
contact AFM that is relevant to polymer studies
is the scanning thermal microscope (SThM)
[118, 146]. In SThM the tip is a special device
that has a resistive element. If a current is
passed through this resistive element, its tem
perature depends on the heat transferred to the
specimen. It thus acts as a thermal probe, as
seen for example in Fig. 5.36. During scanning,
thermal control of the probe can be used to
generate images based on variation of either
sample temperature or thermal conductivity.
Filled polymers and polymer blends are candi
dates for this kind of study, but the resolution
is relatively poor. Microfabricated thermal
probes can give a resolution of 100nm.

Two other modes derived from contact AFM
that are worth noting, though they are of limited
application to most polymers, are conductive
AFM [147] and scanning capacitance micros
copy (SCM) [148].The conductive AFM is used
to characterize conductivity variations across a
sample surface. Typically, a DC bias is applied
to the tip while the sample is grounded, and the
current passing between the tip and the sample
is used to generate the image. In SCM, an AC
bias is applied to the sample, and the local
tip-sample capacitance changes are measured
during scanning to generate the image. Both
modes have been mainly used for semiconduct
ing materials, but contact AFM has been applied
to conducting polymers [149] and composites
[150, 151] containing carbon.

2.5.2.2 Intermittent Contact Mode

The application of contact mode AFM to soft
materials such as polymers and biological
systems is seriously limited because of the
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lateral forces that can damage samples, cause
artifacts to form, and reduce image resolution.
The invention of the intermittent contact AFM
(IC-AFM), often referred to as TappingMode™
AFM (Veeco Instruments, Santa Barbara, CA)
[152] or TMAFM, overcomes these limitations
and has become the most important and com
monly used AFM mode for the study of poly
mers. In IC-AFM the cantilever is forced to
oscillate vertically near its resonance frequency,
which is typically around 50-400 kHz. The
amplitude of the free cantilever oscillation (i.e.
far from the surface) is typically a few tens of
nanometers. The vibrational amplitude is
reduced when the cantilever is brought closer
to the sample surface and begins to touch it, as
shown in Fig. 2.9. In the original form of IC
AFM, the amplitude is measured and used
for feedback during scanning. Topographical
images are produced as the amplitude depends
on the mean tip height. The lateral force and
inelastic surface modification are greatly
reduced because the tip makes contact with the
sample surface only briefly in each cycle of
oscillation ("tapping"). Examples of this mode
can be seen in Fig. 5.32, Fig. 5.74 and Fig. 5.75.

As the tip is brought close to the sample
surface, other vibrational characteristics of
the cantilever vibration change due to the tip
sample interaction. In addition to the ampli
tude, these are the resonance frequency and the
phase of the vibration. A further development
of the IC-AFM allows shifts in phase angles of
vibration to be detected when the oscillating
cantilever interacts with the sample surface
[153]. Phase imaging is the mapping of the shifts

in phase angles of the oscillating cantilever,
relative to the phase of the periodic signal used
to drive the cantilever into oscillation. These
changes often correspond in a complex way
with changes in the local properties of the
sample surface, such as variations in composi
tion, adhesion and viscoelasticity. Phase imaging
provides enhanced image contrast, especially
for heterogeneous surfaces. It has become an
important tool in polymer applications (for
examples, see Fig. 5.50 and Fig. 5.73). These
include mapping of different components in
composite materials, differentiating variations
in adhesion, locating contaminants, and high
resolution imaging of surfaces. Because phase
imaging is widely used to study polymer sur
faces, it is important to understand how the
phase signal depends on imaging conditions
and sample properties (see Section 3.1.5).

2.5.2.3 Noncontact and Associated Modes

The oscillating tip, as shown in Fig. 2.9 for IC
AFM, can be influenced by long range forces
originating at the sample surface without
coming into contact with it-this is noncontact
AFM (NC-AFM) (for an example, see Fig.
5.117). Users may sometimes think they are
using the NC mode, even when there is some
contact, and the mode is then really Ie. In true
NC-AFM the tip does not touch the surface
during oscillation as the amplitude of the oscil
lation is kept well below the mean spacing
between the tip and the sample, which is a few
to tens of nanometers. Ultrahigh vacuum
(UHV) conditions are usually required for

free ampl itude ~

reduced ampli tude A..
with phase shitt <l>

FIGURE 2.9. Schematic of the intermittent contact mode AFM: free oscillation with free amplitude Ao far
away from sample surface, and damped oscillation with set-point amplitude Asp and phase shift ~<I> during
scanning. Asp is chosen by the operator, and feedback control is used to adjust tip-sample distance such that
Asp remains at constant value. The choice of A o and Asp has great influence on tip-sample force interaction
and image formation.
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topographical imaging in NC-AFM (see Section
3.3.5). A water layer is usually present on the
surface in air, and capillary forces will trap the
tip in the water if it gets too close. This does not
happen in IC-AFM because the amplitude of
oscillation is higher. The tip can then penetrate
the liquid layer and be pulled out by the spring
effect of the deformed cantilever; it does not
get stuck.

The magnetic force microscope (MFM) [154]
and the electric force microscope (EFM) [155]
work in noncontact mode. The MFM is used to
map the magnetic force gradients above the
sample surface using a ferromagnetic probe tip.
Local variations in the magnetic field induce
changes in the cantilever vibration while scan
ning in noncontact mode. Similarly, the EFM is
used to map the electric field gradients above
the sample surface. A voltage isapplied between
the tip and the sample (the cantilever and tip
must be reasonable electrical conductors), and
then variations of the electric field induce
changes in the cantilever vibration. Usually the
topography of the sample is first determined
using IC-AFM. This topography is stored in
memory and a second noncontact scan of the
same area is made, using the stored height
information to make the probe stay a fixed dis
tance above the sample. This second scan is in
the EFM or MEM mode. The MFM has been
used for visualization of magnetic domains, and
the EFM has been applied for mapping of
locally charged domains, including polymeric
samples [156] and filled polymers containing
carbon black [157].

2.5.3 SPM Probes

Choosing the appropriate SPM probe depends
on a number of factors, primarily on the
intended application. For example, tips may be
coated with metal for specific applications (e.g.
with Au/Pt or Cr/Au for EFM, with Co or Ni
for MFM) or with hard coatings such as
diamond-like carbon (DLC) or SiC for extra
durability. Note that these coatings generally
compromise tip sharpness to some extent.

For AFM, both the tip and its supporting can
tilever must be considered. The key factors to
be considered are materials of construction,
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geometry and shape, resonance frequency,
quality factor, tip sharpness, and cost. The first
AFM probe used a piece of thin gold foil as
cantilever, with a diamond shard glued at the
end for a tip [141]. Because the instrument was
operating in contact mode, the spring constant
of this lever was made smaller than the spring
constant between atoms to minimize damage
«1 N/m). For resonant techniques, the stiffness
of the cantilevers can be much higher (-40 N/
m). The cantilevers are single beam or two
beams in the form of a A with the tip placed
where they meet. The FFM requires single
beam cantilevers.

Microfabrication of probes in quantity from
silicon or silicon nitride using lithography tech
niques [158,159]has led to lower cost and more
variety in probe shapes and sizes. If silicon is
used, it may be doped to a conductivity suffi
cient to dissipate static charge. The tips formed
by lithography have faceted cross-sections as
the surfaces are crystallographic planes. If they
have three sides (triangular base, tetragonal)
they must terminate in a point; if there are four
sides (pyramidal) they may be blunter. For con
ventional imaging the role of surface energetics
and adhesion should be considered. Most silicon
or silicon nitride probes have surfaces with
oxides that are hydrophilic, whereas DLC
coated probes are hydrophobic. Nanotubes or
other filaments may be attached to the tip to
increase its sharpness (Fig. 2.10) [160, 161].
Cantilevers can also be fabricated out of metals
(e.g. steel) when very high stiffness is required
for nanoindentation.

Since a majority of commercial systems use
optical deflection detection of the cantilever
motion, cantilevers must be made of materials
that are reflective enough to give good signal in
the optical path. Gold or aluminum coatings can
be deposited on the back side of the levers for
improved reflectivity. This can add residual
stresses if the interfaces are not carefully pre
pared. Inthe worst case, this can lead to unwanted
bending or twisting of low spring constant canti
levers. Generally, higher frequency cantilevers
are needed for faster response and faster scan
ning. Cantilever resonant frequencies can range
from kilohertz to megahertz with typical values
of 50-150kHz for IC-AFM.
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FiGURE 2.10. Scanning electron microscope images of AFM tips: (A) pyramidal ShN4 contact mode tip; (B)
oxide etched contact mode tip; (C) silicon tip for intermittent contact; (D) [160] same as (C) with attached
carbon nanotube; (E) [161] TEM image of diamond-like filaments grown on the end of a silicon tip. (From
Nanosciences [160, 161]; used with permission.)

The tip sharpness is usually given as a "tip
radius of curvature," and this contributes
directly to the ultimate resolution. The tip
radius for mass-produced probes is governed
by the processing conditions. The nominal radii
of curvature are in the lOnm or less range for
microfabricated silicon tips used for intermit
tent contact or contact mode. There are many
methods used to increase the tip sharpness,
including e-beam deposition [162], oxidation or
etching [163, 164], attachment of carbon nano
tubes [165, 166], and filament growth in a plasma
[167]. Some of these specialty probes tend to be
expensive as they cannot be readily mass pro
duced and the sharpness and yield can be
inconsistent. Some mass-produced silicon
probes may achieve the sharpness of ultrasharp
tips due to random processing events. Repre
sentative tips are shown in Fig. 2.10.

Additional geometric features of tips that
should be considered include the tip height;
whether the tip is conical or faceted; the opening
angle of the tip; the axial angle and mounting
on the cantilever; and finally the location of the
tip on the end of the cantilever. These geometric
considerations beyond sharpness usually come
into play when imaging significantly rough or
textured surfaces where it is likely that the point
of contact with the surface may move off of the
apex and occur somewhere up the tip shaft. This

may lead to artifacts in the image (see Section
3.3.7). The major manufacturers of SPMs and
probes are listed in Appendix VII.

2.6 RADIATION SENSITIVE
MATERIALS

This section relates to electron microscopy and
particularly to TEM; a critical feature for the
TEM of polymers is radiation sensitivity (see
Section 3.4), and beam-sensitive materials can
require very special treatment [59,60,168,169].
Discussion of the optimal strategy for dealing
with radiation-sensitive specimens generally
deals with the choice of accelerating voltage
and other tactics. First, however, the microsco
pist should stand back and view the overall
strategy. The best way to avoid the bad effects
of irradiating a radiation sensitive polymer is
not to irradiate it. The following three questions
should therefore be answered with a firm "NO"
before considering procedures to minimize
radiation damage.

1. Can information be obtained from a sample
even after heavy irradiation in the
microscope?

2. Can techniques other than electron micro
scopy be applied to the problem?
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3. Can the material be made less sensitive (e.g.,
by staining or etching)?

Question 1. This defines the radiation sensitiv
ity of the material in an operational way that
depends very strongly on the sample and the
information required from it. Thus a fluo
ropolymer may degrade rapidly, losing mass
in the beam, and have no known staining
procedure. When the microstructure of the
homopolymer is studied, this will be a very
sensitive material. Very limited information
will be available in the TEM. The same
polymer could be a component in a blend,
with the TEM used to determine the size and
arrangement of the component. Radiation
damage may now help rather than hinder the
investigation by increasing contrast between
the two components. This blend sample
may well not require procedures to minimize
radiation damage.

Question 2. It is possible that optical micro
scopy or AFM or another characterization
method (see Chapter 7) could give the
required information. The high resolution
SEM involves irradiation but the problems
are less severe than in the TEM, so this may
be an useful alternative.

Question 3. Etching a surface may make the
arrangement of components of a blend stand
out in the SEM or AFM (see Section 4.5).
Stains increase the contrast of the specimen
(see Section 4.4), but not all stains increase
the stability of the image. Some, such as
iodine, are rapidly driven off by irradiation
in vacuum; others are completely stable.

A good example of avoiding radiation
damage is the study of melt-crystallized poly
ethylene. The lamellar microstructure of a
normal sample is extremely sensitive to radia
tion. Low dose techniques in the TEM produce
low contrast images difficult to interpret. By
staining (for an example, see Fig. 4.19) [170,
171] and etching (for an example, see Fig. 4.23)
[172-174], completely stable, convincing high
contrast TEM images of the lamellae have
been produced. High resolution LVSEM [44]
also shows the lamellar structure (see Fig.
5.31A) and requires only a simple specimen
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preparation. More recently, AFM has shown
details of the lamellar structure (for an example,
see Fig. 4.45), including crystal growth observed
directly using the AFM with a hot stage [175].

2.6.1 SEM Operation

Electrons of even 30keV energy do not pene
trate far into the surface of the specimen.
Unless the irradiated material evaporates, so
that the beam drills a hole in the sample, the
unaffected bulk holds the damaged thin surface
layer in place and the effect on the image is
limited to fine-scale details. To reduce these
effects, the thickness of the surface layer that
is irradiated should be reduced. Either the
metal coating can be made thicker or the accel
erating voltage reduced. Both reduce the total
energy deposited in the polymer but both may
also reduce the resolution of the image in the
SEM. The optimum beam voltage for a specific
specimen and instrument should be found by
trial and error [48), and beam sensitivity adds
another factor that may drive down the beam
voltage. A beam voltage of 2- 5 kV with a thin
«5 nm) layer of metal is usually satisfactory. If
the resolution is sufficient , operation at 1-3 kV
may be even better [32, 45, 176]. Conditions
that can minimize damage in the SEM are as
follows:

1. low accelerating voltage;
2. thicker surface coatings;
3. minimum beam current and exposure time

that has low enough noise;
4. low magnification;
5. beam blanking between exposures.

Items (1) and (2) on this list were discussed
above. Items (3) and (4) are to limit the radia
tion dose as much as possible by reducing the
number of incident electrons and spreading
them out over a large area. The last item is to
make the radiation more effective by stopping
it unless data is being collected.

2.6.2 Low Dose TEM Operation

Assume now that the TEM is unavoidable, that
it is really necessary to form an image from
some transitory feature that is destroyed by
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radiation. Noise is a fundamental limit, so it is
most important to use all the available elec
trons to form an image-"make every shot
count." The way to do this is to use low dose
methods [177, 178] where focusing and other
adjustments are done while the beam passes
through an adjacent area of the specimen.
The beam is moved between its focusing posi
tion and its exposure position with the
beam deflection coils. Modern video systems
allow easy viewing of the dim images. Many
commercial microscopes have a "low dose"
mode that automates the procedure, and soft
ware may now calculate exposures that spread
the allowable dose over multiple images of
the same area [179]. The main points to
remember are

1. keep the beam from falling on the area to be
imaged unless the image is being recorded;

2. match the maximum allowed specimen dose,
the magnification, and the sensitivity of the
recording medium.

When the low dose technique works well, the
resolution in the image of a beam sensitive
material approaches its theoretical limit (see
Section 3.4). What if this is not good enough?
There are a few possibilities:

1. Use image processing (see Section 2.8.1) to
reduce the effects of noise.

2. Increase the maximum electron dose that
the specimen can withstand;
(a) Use cryomicroscopy (see Section 4.9);

that is, cool the specimen to liquid
nitrogen temperatures. A low tempera
ture of irradiation increases the dose
required to destroy structure in many
organic materials, including polymers
[180, 181].

(b) Optimize the beam voltage; higher energy
electrons are faster, so they deposit less
energy in the specimen and do less
damage, but contrast falls at high energy:
200-300keV is a likely optimum.

3. Increase the contrast or the signal; for a given
experiment, BF or DF, CTEM or STEM may
be best, there isno clear winner that can always
be recommended for the best resolution of a
beam sensitive specimen.
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2.7 ANALYTICAL MICROSCOPY

Chemical analysis in the light microscope has
normally been performed by measuring the
physical properties of the sample and compar
ing them to tabulated values [8, 11]. Melting
point and refractive index are most commonly
used. Coupling a laser Raman spectrometer
to an optical microscope to make a Raman
microscope has made quantitative microanaly
sis possible for a very wide range of materials
that includes polymers [182, 183]. In TEM and
STEM, the energy spectrum of electrons
passing through the specimen may be used
to get information about the elemental com
position. The technique is called electron
energy loss spectroscopy (EELS), and it is
most useful for light elements [51, 184, 185].
Application of EELS to polymers has been
reviewed [186] (see also Section 6.5.3). Good
energy resolution for EELS or energy-filtered
images to get light element mapping has been
the driving force to use field emission guns
in the TEM, where good image resolution
can be obtained with thermionic sources,
but the reduced energy spread of the FEG is
critical for EELS.

More common is elemental analysis using the
x-rays emitted from the specimen in the SEM
[30,33,187,188] and the TEM [30,51,189,190].
X-ray analysis is most useful for heavier ele
ments, so in polymers it is often applied to find
out the nature of fillers and contaminants or the
location of heavy elements (such as the chlo
rine in polyvinyl chloride) in polymer blends.
Quantitative microanalysis of heavier atoms
dispersed within a single phase polymer may be
more difficult. The technique is limited by the
sensitivity of polymers to radiation and heat
damage from the intense electron beam needed
for microanalysis.

2.7.1 X-ray Microanalysis

When a high energy electron beam impinges
upon a specimen, x-ray photons are produced.
They fall into two classes. Characteristic x-rays
have well defined energies that are characteris
tic of the atoms in the specimen. These x-rays
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form sharp peaks in the x-ray energy spectrum
and contain analytical information. They are
emitted by atoms in the specimen as they return
to their ground state, after an inner shell
electron has been removed by an interaction
with a high-energy beam electron. Continuum
x-rays have a wide range of energies and
form the background in the x-ray energy spec
trum. They are produced when incident high
energy electrons are slowed by scattering
near the atomic nucleus and carry no useful
information.

The SEM, TEM and STEM can be fitted with
x-ray detectors for elemental analysis of the
specimen. The electron probe microanalyzer
(EPMA) or x-ray micro analyzer (XRM) is
basically an SEM designed for x-ray micro
analysis. In the SEM the x-ray signals are pro
duced from almost the entire interaction
volume in the specimen (see Fig. 2.4) when
the beam energy is well above the energy of
the x-rays. In thick specimens the interaction
volume is generally much wider than the beam
diameter, due to beam broadening in the
specimen. The interaction volume then deter
mines the spatial resolution of the technique,
and the volume increases for low atomic
number specimens and with the beam voltage.
The peak to background ratio and the signal
sensitivity increase with the electron beam
voltage, so optimum voltage is a compromise
between peak to background ratio and
spatial resolution. The backscattered electron
image is produced from signals coming from
almost the same excitation volume as the
x-ray signal (see Fig. 2.4). This is helpful, as
BEl can be used to scan the specimen quickly
for atomic number differences to guide
the slower x-ray mapping (for an example,
see Fig. 5.17).

2.7.1.1 Energy Dispersive X-ray Spectrometer

Two different types of detectors are used to
measure the x-ray intensity as a function of
wavelength or energy. In an energy dispersive
x-ray spectrometer (EDS), x-rays generated
from the sample enter a solid state silicon
detector (a reversed bias p-n junction). They
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create electron hole pairs that cause a pulse of
current to flow through the detector circuit. The
number of pairs produced by each x-ray photon
is proportional to its energy. The pulses
produced are amplified, sorted by size with a
multichannel analyzer, and displayed as an
energy spectrum. Typically, all elements of
atomic number above 11 (sodium) are detected
simultaneously. There may be problems of ele
mental overlap in some materials. Ultrathin
window (UTW) and windowless detectors have
extended the range down to include carbon,
atomic number 6, but contamination and lack of
sensitivity are problems. Polymer samples
tend to outgas and seriously contaminate the
unprotected detectors.

2.7.1.2 Wavelength Dispersive
X-ray Spectrometer

In a wavelength dispersive x-ray spectrometer
(WDS), the x-rays fall on a bent crystal and
are reflected only if they satisfy Bragg's law.
The crystal is set to focus x-rays of one specific
wavelength onto a detector and rotates to
scan the wavelength detected. Only one element
can be detected at a time with one crystal.
The resulting WDS spectra are quite sharp
and elemental overlap is minimal due to the
good signal to noise ratio. In WDS, typically in
an EPMA, accurate quantitative analysis is
possible if the specimen is flat and standards
are used for calibration. Computer analysis
allows for such complicating features as the x
ray absorption and fluorescence, which depend
on the elemental composition that is being
determined.

Comparison of the two x-ray techniques is
shown in Table 2.3. Microanalysis in the SEM
is ideally conducted by a combination of these
two techniques to take advantage of the
strengths of both. Several spectrometers can be
mounted on the microscope. Computer hard
ware and software are available that control
both types of spectrometer and combine the
data on a single system. However, EDS is much
more common than WDS, so in most cases, this
is not possible. Microanalysis in the TEM and
STEM is conducted by EDS analysis and
EELS.
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TABLE 2.3. Comparison of EDS and WDS microanalysis

Energy dispersive Wavelength dispersive
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Interfaced with SEM, TEM, STEM

Simultaneous detection of elements

Rapid analysis: about l00s

Spatial resolution good in TEM, AEM, STEM, poor
inSEM

Background counts from backscattered electrons
reduce sensitivity

Serious peak overlap problems; results may be
ambiguous

Single detector

Detection limit
Z> 11 (regular window)
Z> 5 (ultrathin window)

2.7.2 X-ray Analysis: SEM versus AEM

Energy dispersive x-ray spectroscopy can be
conducted in the SEM, STEM, and in the AEM,
whereas wavelength dispersive spectroscopy is
conducted only in the SEM or the EPMA. For
light element analysis, from boron to sodium, the
WDS technique is preferred to ultrathin window
EDS for polymers, so the AEM should not be
used unless its spatial resolution is required. If
thin specimens are used in the AEM, high mag
nification images and diffraction information
can be accompanied by EDS with spatial resolu
tion about lO-lOOnm. Energy dispersive x-ray
spectrometry of solid specimens in the SEM nor
mally has resolution of a micrometer or more
(for examples, see Fig. 5.18 and Fig. 5.65). Just as
for STEM imaging, this difference is due to the
small interaction volume in thin films, where the
beam does not spread out. Thin specimens also
limit the need for absorption or fluorescence
corrections, permitting the application of quan
titative analysis techniques.

There are three problems with microanalysis
of thin films in the AEM:

1. Spurious x-rays may be produced that can be
detected and confused with x-rays from the
specimen-this can be limited by the use of
a beryllium or graphite sample holder.

2. Beam currents in the AEM are small (com
pared to the EPMA). This and the very

Interfaced with SEM, EPMA

Quantitative detection of one element at a time

Slow analysis: from 5min to hours

Spatial resolution poor (1-5.um)

Peak/background ratio 10 to 50 times better than EDS, good
sensitivity

Good energy resolution, little peak overlap

Need several crystals to cover range of elements

Detection limit Z > 3

small excitation volume give very low x-ray
count rates. Low levels of an element present
in the specimen are difficult to detect.

3. A thin film specimen must be prepared that
is representative of the bulk and has a rea
sonably uniform thickness.

Generally, there are small amounts of heavy
elements in a polymer, and these low levels are
difficult to detect unless they are concentrated.
Leaving the sample for long periods of time to
build up the signal may not work as the mate
rial may be unstable in the electron beam.
Because changes may occur in the sample under
study, quantitative analysis of heavy elements
in polymers in either the SEM or AEM is
difficult.

2.7.3 Elemental Mapping

So far, it has been assumed that the result of
microanalysis is the elemental composition of a
small region of the specimen. This is obtained
from the x-ray spectrum produced when the
electron beam is stationary. It is often more
useful to show the concentration of a specific
element as a function of position on the speci
men. This is elemental mapping. The map is
formed by using the intensity of x-ray emission
in a specific energy range to modulate the inten
sity on a display as the beam scans the specimen.
The energy region, or window, is set to include
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the characteristic x-ray energy of the element of
interest (for an example, see Fig. 5.108).

Briefly, the major issue in elemental mapping
is to have a high enough count rate for good
counting statistics. The higher the concentration
of the element in the region scanned, the less
time is required for good counting statistics.
Elements present at low concentrations require
long counting time during which sensitive spec
imens can be damaged. In principle, the spatial
resolution in elemental mapping is much better
in the AEM than in the SEM because of the
small interaction volume. In practice, the signal
is small in the AEM and only larger regions that
have better statistics may be visible.

Elemental mapping using EDS in the SEM is
easy to accomplish. Mapping of individual par
ticles that are not embedded in a matrix is
straight-forward, and particles below 1pm in
size can often be identified by EDS or WDS
analysis. However, thick specimens with parti
cles in a matrix or regions of differing atomic
number are difficult to analyze. The two dimen
sional elemental maps are produced from x-ray
signals from a large interaction volume that
extends well below the specimen surface. The
deep features contributing to the elemental
map will not be visible in the image.

Current systems allow simultaneous acquisi
tion of maps for several different elements.
Digital maps with colors assigned for each
element permit a more rapid and detailed anal
ysis. Superposition of the color maps is useful
in determining associations between elements.
This technique is more than simple elemental
mapping and approaches more definitive
compositional studies. Multiple maps may be
obtained in the time previously used for
mapping a single element.

2.8 QUANTITATIVE
MICROSCOPY

2.8.1 Image Processing and Analysis

The aim of a microscopy project is often to
produce a numerical answer-the mean parti
cle size, the volume fraction of a given phase, or
some more complicated parameter involving
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orientation or correlation of features. Image
analysis is the discipline that involves making
these kinds of measurements [191-193]. Con
ceptually, image analysis is the measurement
of geometric features in images, and it could
be done with a ruler, given enough time and
patience. Now that images are digital, such
measurement methods have naturally advanced
rapidly, along with available low cost computer
power. The parameters that are commonly
measured include particle numbers, diameters,
areas, perimeters, and ferets. A flexible system
can be programmed to measure anything,
such as arc lengths and maximum intensity
positions in diffraction patterns with texture.
Analysis capability may be built into a com
puter that controls the microscope, but it is
also convenient to have a "stand alone" system
that analyzes digital micrographs from many
sources.

Any problems with specimen preparation
and microscopy must be solved before moving
on to image analysis, as the analysis is no better
than the image. The image must be carefully
calibrated if it is to provide accurate data.
Finally, the images analyzed must be represen
tative. As in any statistical technique, a suffi
ciently large and representative population of
features must be measured, so it is important to
consider the number of times samples should
be collected for the microscope and the number
of different images taken from each specimen
to obtain a random sample. For example, in a
typical particle size analysis, the number of
particles measured must be larger if the size
distribution is broader.

Image processing is a broad field that includes
computer vision and image compression, but in
microscopy it is the changing of an image to
make the features of interest more visible [194].
This is in principle different from image analy
sis, but the features must be visible before they
can be measured, so the procedures are often
combined into a single software suite. Elemen
tary image processing operations such as aver
aging over frames to reduce noise or subtracting
a background may be built into the data acqui
sition system. Adjusting contrast and bright
ness of the image is so basic it is hardly thought
of as processing. The next level of processing
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for image improvement typically involves
removing errors or distortions put in by an
imperfect imaging system. This is much more
complex and will likely require a stand-alone
system with professional software.

An example of image processing that is not
meant to lead to computer analysis is false col
oring where a palette of colors replaces mono
chrome intensity as an indicator of signal level.
This can be used simply to make a pretty colored
picture, but it also has a more serious use. The
human eye is more sensitive to changes of tint
than to changes of intensity, so a false-color
image can convey more information. Also,
many systems can only deal with a limited
number of gray levels in a monochrome image
but three times that number of distinct values
in a color image.

2.8.2 Three Dimensional Reconstruction

Three dimensional information on specimen
microstructure is often required, but micro
scope images are two dimensional. They may
be representations of two dimensional objects,
(surfaces or thin sections of the specimen) or
projections of the specimen onto a plane. Two
dimensional (2D) slices can give statistical
information about the three dimensional (3D)
structure. Stereology is the field that provides
the mathematical methods to go from two to
three dimensions [191, 195, 196]. A simple
example of the problem is a material containing
spheres dispersed in a matrix. If the spheres
are of uniform diameter, a random surface
cut through the object will contain circular
structures of varying diameter. If the spheres
are of a range of sizes, a thin section will appear
much the same. Analysis of the size distribu
tion of the circles can distinguish the two
cases and give the size distributions of the
spheres.

A full 3D reconstruction gives exact, not sta
tistical, 3D information. Clearly, such a recon
struction requires many images. These may be
images of parallel planes, from the TEM of
serial sections, or from the AFM of the serial
cut faces that microtomy would leave. The
confocal scanning microscope (see Section 6.2)
is often used to form a 3D image by taking
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multiple images at different focal positions.
Another possibility is to take projected images
in a range of orientation, for example by tilting
a small object in the TEM. The computer stacks
the slices or unscrambles the projections to form
a 3D image. This can be presented in projection,
or any possible 2D slice can be calculated and
presented as a new 2D image. Creating such
slices from projections or other data is called
tomography (see Section 6.4 and Fig. 5.22D).
Statistical information about particle size distri
bution and so forth can be taken directly from
the full 3D image. However, dealing with such
objects is data intensive and the volume ana
lyzed would have to contain enough objects for
a statistically significant result [197, 198].

2.8.3 Calibration

It is obvious that the size of object features
derived from image analysis and stereology
depends on knowing the actual magnification.
Image analysis, whether done by ruler or by
computer, depends totally on knowing the
relation between linear measurements on the
micrograph and in the object.

Standard objects of known size are the sim
plest calibration tools. If an internal calibration
is possible, it is often better than an external
standard. For example, a common procedure is
to measure latex particle diameters in the
TEM. Particles with very accurately known
diameters (and a narrow size distribution) are
readily available. Some of these particles can
be added to the sample suspension before
preparation for microscopy. They are used as
internal standards to correct for any changes
there might be either during specimen prepa
ration or during observation in the microscope.
They must not be so close in size to the experi
mental particles that they may be confused, or
so different that the same image magnification
would not be suitable!

2.8.3.1 OM, SEM, and TEM

In optical microscopy the magnification marked
on the objective lens is not very helpful in cali
brating the scale of a digital image. Stage micro
meters with accurate markings are required to
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provide calibration, and it is good practice to
include an image of the micrometer in every set
of micrographs. In the SEM or TEM , it is easy to
read the magnification indicated on the instru
ment, and a micrometer marker (scale bar) may
be automatically printed on the micrographs. The
problem is that these may not be accurate. Mag
nifications should be checked after each routine
maintenance of the microscope using standard
diffraction grating replica specimens. Critical
studies involving quantitative analysis should
have calibration standards run during the study.

2.8.3.2 AFM

As the AFM measures heights, calibration of
AFM images means that the displacement has
to be calibrated in three dimensions (along
three orthogonal axis) where x and yare in
plane with the nominal sample surface and z is
along a direction normal to this plane. Micro
fabricated pitch and height standards are avail
able , and their use ensures accurate dimensional
measurement. Some of these standards are
traceable to fundamental measurements made
by standards agencies such as the National
Institute for Standards and Technology (NIST).
Pitch standards for lateral calibration are
readily available in a range from lOOnm x
100nm to lOpm x lOpm. Grating replicas can
be used by both AFMs and TEMs so a common
calibration is possible. Gratings or scales made
in silicon by lithography can extend over the
entire field of view, showing if there is any dis
tortion of the image due to scan errors. For
smaller scale pitch measurements, atomic or
molecular lattices can be used and compared
with lattice constants measured from diffrac
tion or scattering experiments.

Traceable height standards are available
generally as step height artifacts that range
from 8 nm to several micrometers (the
maximum range of common AFMs) . Dimen
sional calibration should be done routinely as
the sensitivity of actuators can change with
time. For careful work , it is advisable to have
dimensional standards that bracket the dimen
sions of real systems. Improper dimensional
calibration can lead to artifacts in AFM mea
surement (see Section 3.3.7).
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Atomic force microscopes may use sophisti
cated algorithms to modify the voltages applied
to actuating elements (piezoelectric ceramics)
that incorporate the effects of scan rate, scan
size,non-linearities,andcross-talk.Thisapproach
is referred to as an open loop method. Closed
loop approachesare alsoavailable. These provide
an independent method of dimensional mea
surement (strain gauges, capacitance sensors, or
optical interferometers) in order to apply real
time correction to actuator motion. Closed loop
is more readily applied in x and y dimensions ;
recent advances include z motion. Closed loop
calibration can introduce additional electrical
noise, and care is required to make sure that
ultimate resolution is not compromised.

The AFM is also used to measure forces,
for example to quantify the load applied to
the surface or to determine mechanical proper
ties of the sample . A static applied load causes
the cantilever to bend , and in the normal AFM
design, this deflection moves a light spot on an
optical detector (see Fig.2.8). There are thus
two steps in relating the input force to the
output signal voltage. One is the cantilever
spring constant and the other the sensitivity of
the optical lever. The optical lever sensitivity is
normally calibrated by pushing the cantilever
tip against a rigid substrate. Assuming that the
tip does not penetrate the surface , the known
motion of the cantilever base gives the same
deflection as tip motion.

Nominal values of the spring constants can
be in error by as much as 50% primarily due to
the difficulty in controlling the cantilever thick
ness during fabrication, and so vendors usually
indicate only a typical value and a range.
Calibration of the spring constant was reviewed
in 2003 [199], and there are several methods
that can be used.

1. Placing a mass on the cantilever shifts its
resonant frequency [200], and the spring
constant can then be calculated.

2. Pushing the tip into a substrate of known
stiffness [201 , 202] is also a fairly direct
method.

3. The cantilever spring constant may be
obtained by calculation (beam theory) from
measured cantilever dimensions [102, 203].
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The thickness and density are often difficult
to determine, and one method replaces these
inputs with the resonant frequency and
damping factor [204].

4. Thermal tuning [205, 206] measures the fluc
tuations in position due to thermal excita
tion. A sufficiently sensitive system can
determine this displacement and the mean
must correspond with an energy of YzkT. If
the optical lever sensitivity is known, this
gives the spring constant.

Alternatively, if the spring constant is calcu
lated, the sensitivity can be determined using
thermal tuning, so that it is not necessary to
push a tip against the surface and possibly
damage it [207].

The AFM tip shape may need to be deter
mined. This calibration is required to model
how the topographic or height image is affected
by the mixing of tip shape with surface geome
try. This is especially important when trying to
understand image artifacts (see Section 3.3.7).
Mechanical property measurements using the
projected area of contact under load in the
calculation also require knowledge of the tip
shape. Commercial standards have not only
features designed to calibrate distances but also
features designed to show the effects of probe
shape. One example is an edge or spike with
small radius of curvature «10 nm). These are
called imaging or tip characterizers [208].Alter
natives are direct SEM imaging of the tip or
blind reconstruction [209].

2.9 DYNAMIC MICROSCOPY

Most polymer microscopy is static; that is, the
specimen is not intended to change during
observation. Dynamic microscopy looks at a
moving or changing specimen and goes back to
the observation of "animalcules" moving about
in pond water. In electron microscopes and
AFMs, such experiments are likely to be called
in situ microscopy [210], and these are dis
cussed further in Chapter 4 (see Section 4.8.4
and Section 4.9.5). The specimen is observed
during deformation or under some environ
mental change, usually temperature change
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[211-213], and the data is recorded as a
sequence of digital images. If the changes of
interest are likely to be rapid, this requires a
high frame rate. At 30 frames per second (fps),
1MB raw images accumulate at -2 GB/min.
This requires special equipment and can still be
a problem when an event occurs rapidly at
some arbitrary time into the experiment,
requiring storing images over a long period,
then later selecting the few frames where
something is happening. Here the image size is
conservative; the Orius CCD camera for the
TEM (Gatan Inc., Warrendale, PA) can deliver
11 megapixel frames at 14 fps. Slower data rate
acquisitions are more common and at present
a lot easier.

A disadvantage of conducting experiments in
the microscope is that the experiments can
consume a lot of time and are thus expensive.
For mechanical tests, it is rare to observe a sta
tistically significant number of specimens; also,
neither stress-strain measurements nor micros
copy is optimal. Nevertheless, the insight gained
from direct observation of deformation and
failure mechanisms outweigh these disadvan
tages in some cases.

Experiments involving hydrated polymers
have been monitored using variable pressure
SEMs (e.g., [214]), although recent evidence
has shown extensive radiation damage [215,
216] occurs during these studies (see Section
5.5.2). Because the AFM can be operated in
a wide range of environments, many other
dynamic experiments are possible. The effect of
hydration on polymer blends and membranes
[135, 217] and the effect of UV irradiation in
various gaseous environments on the friction
of polymer films [218] are just a few examples
of the hundreds of AFM dynamic studies on
polymers.

2.9.1 Mechanical Deformation Stages

The common types of mechanical deformation
stages are tension, compression, and bending.
These types of stages designed for use in the
SEM are commercially available from the
SEM manufacturers or companies making
accessories (Appendices V and VI). Typically,
the tension and compression stages are
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screw-driven and symmetric, moving both of
the grips that hold the ends of the specimen, so
that the central region remains still and in the
field of view [219]. Maximum loads of 0.1 to
1kN are typical. Similar designs will work in
the light microscope, but most polymer studies
use fibers or films in transmission and there has
to be good access around the specimen on both
sides, for the objective and the condenser.
Smaller devices suitable for use in the AFM are
also available, but for continuous deformation
the effects of vibration and noise coming from
the driving motors have to be treated very
carefully. A common use of tensile stages in the
study of polymers is to study the tensile failure
of fibers and yarns (see Section 5.1) [219].
Charging of polymer specimens has been a
major problem in the SEM as metal coating
will not work if the sample is deformed signifi
cantly or broken to expose new surfaces. Here,
low voltage or variable pressure operation of
the SEM is really advantageous.

Tensile stages and tensile stages combined
with heating and cooling are available for use
in the TEM. More detailed changes in crystal
lography and composition can be monitored in
the TEM, but the small specimen thickness can
affect the processes of deformation, and it is not
possible to know the stress and strain at the
region under observation. Other modes of
deformation such as bending and shearing can
be studied with suitably modified stages in the
OM or SEM. Problems of adhesion and inter
facial strength can also be studied using the
same or slightly modified stages. Most SEM
manufacturers and electron microscope acces
sory suppliers (see Appendices V-VII) provide
tensile stages, and the specific design of such
accessories will not be considered here.

2.9.2 Hot and Cold Stages

Hot and cold stages can easily be attached to
optical, electron, and atomic force microscopes
[220, 221]. Cold stages are very common in
TEMs, where they may reduce specimen con
tamination by stopping surface diffusion. In
biology, cold stages are used to keep hydrated
samples frozen and stable for observation in
the vacuum of the TEM or SEM (e.g., [222]),
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and this has some applications in polymers
[223]. Cooling can also increase the lifetime of
beam sensitive specimens. The use of cryomi
croscopy and especially cryo-TEM for poly
mers has recently increased and is covered in
more detail in Chapter 4 (see Section 4.9.5).

A major application of dynamic microscopy
is the study of polymer structure and its devel
opment as a function of temperature in a hot
stage. This type of work is rare in electron
microscopes. Heating a polymer sample in an
electron microscope requires caution, as not
only will heating increase the rate of radiation
damage, but also the polymer may outgas or
degrade and evaporate, contaminating the
microscope vacuum system and associated
x-ray detectors.

In the past, most of these studies were done
in the optical microscope [11, 212, 224, 225],
whereas now they are also being done in the
AFM [113, 175]. Direct observation can deter
mine the nature of phase changes and at the
same time measure the transformation tem
peratures. The kinetics of crystal growth can be
directly observed and numerically analyzed
with the aid of image processing. A liquid crys
talline polymer may have several phase changes
as it is heated, and changes in appearance in the
polarizing microscope or birefringence can be
correlated with calorimetric data [226]. The
calorimetric data is acquired by differential
scanning calorimetry (DSC) or differential
thermal analysis (see Section 7.4). With a com
bined hot stage DSC, it is possible to observe
the sample in the OM and simultaneously
obtain the DSC trace.
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3.1 IMAGING WITH LENSES

3.1.1 Basic Optics

The basic optics of the optical microscope and
the conventional transmission electron micro
scope (TEM) are similar. Condenser lenses illu
minate the object to be imaged with a flood
of radiation , and imaging lenses form the
radiation leaving the object into a magnified
image. The formation, contrast and resolution
of images in these micro scopes can be under
stood with classical optics, which includes geo
metrical (particle) and physical (wave) optics.
Both electrons and light may be considered as
propagating waves with an amplitude and a
phase, though only the intensity which equals
(amplitude? can be directly observed.

A reader unfamiliar with any optics should
consult a textbook for more information.
Jenkins and White [1] and Hecht [2] are excel
lent standard college-level text s; Welford [3] is
simpler, at first year college level , and Martin
[4] concentrates on microscop y. Of the man y
that are more detailed and techni cal, Born and
Wolf [5] should be mentioned as the profes
siona l reference book on optics. The optical
micro scopy texts already cited in Chapter 2
(Refs. 1-8 therein) are also useful sources.
Slayter and Slayter [6] and Rochow and Tucker
[7] deal with the optics of light and electron

Image Formation in the Microscope

microscopy together , but most TEM texts
largely assume knowledge of optics.

Matter slows both light and electrons,
decreasing their wavelength A; the refractive
index, n is defined as:

(wavelength in vacuum)
11= (3.1)

(wavelength in material)

The optical path length of a wave in a material of
thickn ess t is nt, as the material contains nt /');

wavelengths as would a path of length nt in
vacuum. The optical path difference A due to the
presence of this material is then (n - 1)t, and the
phase difference produced is (2n /A)A. Table 3.1
shows how the optical properties of polystyrene
depend on the incident radiation. The refractive
index of polystyrene for electrons is calculated
from values for carbon, corrected for the lower
density of polystyrene (see Section 3.1 of [5]).

If the phase of the wave can be calculated
from its phase at nearby points and times, the
radiation is coherent; monochromatic and para1
lei light, for example, is coherent. The phase and
amplitude of completely incoherent light vary
randomly in space and time. When two coherent
waves of amplitudes a and b come together they
interfere with each other. The result is a wave of
intensity (a + bY if they are exactly in phase
(constructive interference) and intensity (a - b)2
if they are completely out of phase (destructive
interference). In general the waves must be
added by vector sum rules. Incoherent waves
interfere momentarily, but over any period of
observation the phase effects average out. The
resulting average intensity is the sum of the
intensities of the two waves, (a2 + b2

) .

3.1.2 Diffraction

When an object scatters coherent waves , inter
ference between waves scattered from different

T AB LE 3.1. Optical properties of polystyrene

Green Electrons

light lOOkeV IMeV

Wavelength, I.. (nm) 547 0.0037 0.0009

n- 1 0.4 2.5 x 10-5 3.8 X 10""

Film thickness (nm) 340 37 60
for 6. = )J4
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points on the object produces a variation in
intensity as a function of their direction, the
diffraction pattern of the object. An object with
regular periodicity d in one dimension has a
pattern with maximum intensity when the angle
between incident and scattered radiation, fjJ,
takes the values given by:

dsinfjJ=mA (m=±1,2,3, ... ) (3.2)

A three dimensional periodicity, such as atoms
in a crystal, gives maxima at different angles
given by:

2dsin(fjJl2)=mA (m=±1,2,3, ... ) (3.3)

This is Bragg's law, usually written with the
angle between incident and scattered radiation
as 20 instead of fjJ.

If the object has an exactly sinusoidal varia
tion of absorption, thickness or refractive index
in one dimension, diffracted beams appear only
when d sin fjJ = ± A(i.e., m = ± 1). This is impor
tant because of Fourier's theorem, which states
that any (single valued) function of a variable
x can be expanded as a sum of sines and cosines
of multiples of x. Thus any phase or intensity
variation in the sample can be considered as a
sum of sinusoidal variations of different wave
length, each giving a certain intensity at a single
characteristic angle fjJ. The intensity at a point
in the diffraction pattern corresponds to the
strength of a variation of some sample property
with a particular direction and spatial frequency.
Closely spaced structures have high spatial
frequencies and produce intensity at high
angles in the diffraction pattern. The image is a
map of the object as a function of position,
and the diffraction pattern is a map of the
variations in the object as a function of spatial
frequency.

This concept of the diffraction pattern as a
map in spatial frequency space (reciprocal
lattice space and Fourier space are other names)
is somewhat abstract and mathematically
complex [1, 4, 5, 8-10]. It is nevertheless
extremely useful, as it gives a physical insight
into many facets of microscope optics.

3.1.2.1 Electron Diffraction

In electron diffraction, the spatial frequencies
of interest are the distances between atoms.
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Many polymers are amorphous, so in these
materials the distances between atoms can have
a range of values. An unoriented amorphous
material will give a diffraction pattern consist
ing of one or two broad rings (Fig. 3.1A). Unori
ented polycrystalline materials give sharp rings
(Fig. 3.1C). A full analysis of the intensity of
such ring patterns gives the radial distribution
function (RDF) of interatomic spacings in the
material. This analysis is infrequently performed
on polymer systems; it is closely linked to
modeling of amorphous phases [11-13). When
an amorphous material is oriented the ring
pattern becomes arced. The meridional reflec
tions are those intensifying on a line parallel
to the draw direction, and they are associated
with spacings along the molecular chain. Those
stronger on a line perpendicular to the draw
direction are called equatorial and are associ
ated with intermolecular spacings (Fig. 3.lB).
These associations are also normally correct
for crystalline materials. It is the "off-axis"
reflections (those on neither line) that prove
that there is crystalline order in a fiber
(Fig. 3.1D).

A large and perfect crystal scatters electrons
into a diffraction pattern of sharp spots.
Interpretation of this pattern requires knowl
edge of crystallography. There are many
texts in this field: Buerger and Borchardt-Ott
[14, 15] are clear and comprehensive, but
beginners will find Sands or Hammond more
accessible [16, 17]. Giacovazzo et al. contains
useful summaries of both basic and current
advanced topics [18]. Books on crystal optics
[19, 20] (see Section 2.2.5) also contain
a basic summary of crystallography. There
are many texts on diffraction from materials
[21,22], some concentrating on electron diffrac
tion [23, 24], and TEM books also cover
electron diffraction in detail (e.g., volume II
of [25]).

In simple terms we can regard the crystal as
a set of lattice planes, reflecting radiation
according to Bragg's law. The diffraction angle
is then 20 where 2d sin 0 = A. For electrons A«
d, so 0 is very small. This means that lattice
planes will diffract only if they are almost paral
lel to the beam. The geometry of an electron
diffraction pattern is thus easier to analyze than
the equivalent x-ray diffraction pattern, which
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FIGURE 3.1. Electron diffraction patterns from (A) amorphous carbon, (B) oriented amorphous polystyrene
(tensile direction indicated by arrows) , and (C) a polycrystalline PE film. The sharpness of the rings in
(C) indicates crystalline order. Highly oriented polyethylene is shown in the diffraction pattern (D) (tensile
direction indicated by arrows). The off-axis spots prove the presence of three dimensional order.

involves large angles. The geometry of a
single pattern is normally enough to determine
orientation or to distinguish different crystal
lographic phases [26-28]. The unit cell and
symmetry of an unknown phase may also be
determined from the geometry of its diffraction
patterns. Proper interpretation of the intensi
ties of spots in a diffraction pattern gives the
positions of the atoms in the crystal; that is,
determines the crystal structure [29,30]. Inten
sities may be difficult to measure accurately
because of background from inelastic scattering
of electrons. An energy filtering electron micro
scope (EFTEM; see Section 6.5.3) can remove
the inelastic background. Figure 3.2 shows that
this can make a very significant difference [31].
Here the effect is large because the micellar

film spacings are large, so the diffraction spots
of interest are at lower angles, where inelastic
scattering is highest.

Electrons interact so strongly with matter
that an electron can be scattered into one dif
fracted beam and then from that to another,
even in a very thin crystal. This multiple scat
tering makes full theoretical treatment of
electron diffraction complex [23,24] . Although
obtaining an accurate electron diffraction
pattern from a polymer crystal may be difficult
because of its instability [32], the small thick
ness and low atomic number of most polymer
crystals can make the analysis more straight
forward. The small size of available single crys
tals rules out the equivalent x-ray experiment.
Many structural determinations have been
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FIGURE 3.2. Electron diffraction at 120kV from a cast micellar film with 3.5-nm spacing: at left, unfiltered;
at right, filtered to include only zero-loss electrons. (From Du Chesne [31], © (1999) Wiley-VCH; used by
permission. )

The semi-angular divergence of rays from a
point on the object is shown as a, limited by an
aperture in the back focal plane. The divergence
on a point on the image, a' = aiM. This dem
onstrates a general principle in geometric optics,

FIGURE 3.3. Image formation by the objective lens.
Rays leaving the specimen in a given direction meet
at a point in the back focal plane of the lens. The
objective aperture there limits the angular accep
tance of the imaging system to an angle a. The inter
mediate aperture is used to select the specimen area
that contributes to the diffraction pattern.

made of polymers and other organic crystals
[29, 30, 33, 34].

Polymer crystals are frequently small and
imperfect, so that the diffraction spots are
fuzzy, or they are arcs from an oriented poly
crystalline texture (see Fig. 3.1C). The degree
of perfection of crystals of known structure can
be determined from measurement of diffrac
tion line widths and intensities. The analysis
used for x-ray diffraction [21, 35, 36] can be
transferred directly to electron diffraction. One
can distinguish between crystal size effects and
the effects of disorder within the crystals, but
often a simple estimate of the mean crystal size,
0.9A./(angular breadth), is used. All electron
diffraction measurements on polymers may be
impacted by radiation damage (see Section
3.4).

3.1.3 Image Formation

A typical TEM objective has a focal length of
about 2mm and forms a real image with mag
nification M = 20x to 50x at image distance 50
100mm. An optical objective of M = 50x has a
similar focal length, and older optical objectives
had a similar image distance; newer ones form
an image at infinity. Figure 3.3 shows the geom
etry of image formation by the objective lens.
H is schematically shown as a thin lens, though
in both optical and TEM instruments the lens
is actually longer than its focal length.

Objective

aperture at back

focal plane

Intermediate

aperture at

image plane
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3.1.4 Resolution and Contrast

In other cases , a logarithmic definition is more
useful [6,39]:

where 10 is the background intensity and I is the
intensity at the detail [6, 10, 37]. It is often
expressed as a percentage: 100 x 110 - II /10%, In
some cases, it may not be clear which is the
"background" and which the "feature," so
another definition is [38]

C=(Irnax -Imin)/lrnax (3.5)

This means that great care is required in com
paring results from different sources. The most
complete method of defining resolution is to
measure the ratio (contrast in the image)/
(contrast in the object) as a function of detail
separation. This is the modulation transfer func
tion (MTF) , also called the contrast transfer
function (CTF) , which describes how the modu
lation or contrast in the object is transferred to
the image. Clearly , when MTF falls to some
very small value , no object detail is reproduced
in the image.

The MTF may be measured using test objects
of known size and contrast, as when testing
lithographic processes. A better method for
TEM is to use a random object that contains
details of all sizes and determine how these
details are reproduced in the image. A Fourier
transform of the image shows which modula
tions have been transferred. The resolution is
then taken as the detail size at which the MTF
first falls to some arbitrary value. The Rayleigh
criterion for resolution is that the intensity
between two bright spots should be no more
than 80% of the peak value [1,4]. This is derived
from tests of human vision and corresponds to
an MTF of (1 - 0.8)/(1 - 0) = 0.2. Contrast of
0.05 is needed in an image detail for it to be
visible to the eye , so objects of intrinsic contrast
>0.25 will be visibly resolved when MTF ~ 0.2.
In the TEM, MTF can be a complicated func
tion of feature size [10,25,40]. For high resolu
tion work , a plot of this function is more
informative than any single number called
resolution.

3.1.4.1 Limitations to Resolution

Four factors may limit the resolution of an
image , and these are:

• The diffraction limit;
• Lens imperfections (aberrations);
• Noise ;
• Detector resolution.

The diffraction limit depends on the wave
length of the radiation and the angular accep
tance of the objective. The diffracted beams
caused by a periodicity d come off at angles
given by sin¢ = AId or greater. Therefore
the lens must accept a semi-angle a ~ ¢ for

(3.4)

(3.6)C = log (Io/l)

In all microscopy a primary concern is the
spatial resolution that can be obtained. If the
details are points, the resolution may be speci
fied as point-to-point resolution. An object with
regularly repeating details such as a set of lines
will give a different value for resolution. This is
important as some convenient test objects are
ruled lines in optics, and lattice fringes (sheets
of atoms) in TEM. Near the resolution limit,
images of two objects will overlap and this will
reduce contrast. A precise measure of resolu
tion requires a quantitative test to determine if
the detail can be distinguished, and so there is
a need for a quantitative definition of contrast.
The contrast of a feature is generally defined
as

that divergence angles go as 11M. The effects of
nonideal behavior of the lens increase with ray
angle (see Section 3.1.4.1), so imperfections in
a second lens have less effect. The objective lens
properties are most important in controlling
image formation.

In the TEM the aperture in the back focal
plane is called the objective aperture, and its
size is always important in image formation. In
the light microscope some objectives have an
adjustable aperture, but in most it is a fixed part
of the lens construction. The second aperture
shown in the figure, the intermediate aperture,
is used in the TEM to limit the area that
contributes to a diffraction pattern. Figure 3.3
shows that the diffraction pattern will appear at
the back focal plane.
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the periodicity to affect the image and the
lens cannot resolve details smaller than A/sin a.
If oblique coherent illumination is considered,
some rays can enter at an angle (-a) to the
optic axis, be diffracted by l/J = 2a to an angle
(+a ), and still be accepted into the imaging
system. Then by this Abbe or diffraction theory
of imaging, the smallest resolvable detail on
the object, dmin, will be O.5A/sin a. More com
plete calculations give a very similar result for
diffraction limited resolving power with any
illumination, O.6A/sina [1, 4, 5, 8]. The wave
length Aused in the formula above refers to its
value in the space between specimen and objec
tive. If, as is more common in optical micros
copy, Ais taken to be the free space wavelength,
the resolution d becomes d = O.6AINA. NA, the
numerical aperture, is (n sin a), where n is the
refractive index of the medium in front of
the objective. Table 3.2 shows the diffraction
limit for typical high and low power objective
lenses in the light microscope.

Lens aberrations of concern are chromatic
aberration, where the focal length of the lens
depends on wavelength and the five Seidel geo
metric aberrations:

1. Spherical aberration (axial);
2. Astigmatism (off axis and axial);
3. Coma (off axis);
4. Field curvature (off axis);
5. Distortion (off axis).

Generally optical lenses are very well cor
rected; they have been able to obtain resolu
tions very close to the theoretical diffraction
limit for a century or more. However, full cor
rection of chromatic aberration, spherical
aberration, and field curvature to give a "Plan
Apochromat" will be expensive. In contrast,
lenses for electron microscopy are generally
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uncorrected except for axial astigmatism. Prac
tical lenses that correct for spherical aberration
have become available only very recently (see
Section 6.2.4). These promise a jump in the
resolving power of electron microscopes, but at
the moment the very highest resolution in elec
tron microscopes is of limited use in polymer
studies. Spherical and chromatic aberration in
the TEM is described in the following section.

Noise is not a problem in imaging with lenses
unless radiation damage limits the number of
electrons that can be used to form the image;
this will be dealt with in Section 3.4.4.

Detector resolution: The usual plots of inten
sity versus position in the image, used to dem
onstrate the Rayleigh criterion for resolution,
are smooth continuous curves. This would imply
a detector of infinitely fine grain. Table 3.2
shows how the object resolution matches the
total magnification M of the system and the
resolution of the detector-in this case, the eye.
The image resolution obtained (object resolu
tion x magnification) is 200-300,um. For visual
observation the (virtual) image will be at the
standard viewing distance of 25em from the
eye. The detail therefore subtends an angle of
lO-4 rad at the eye, near but comfortably within
the eye's angular resolution of 3 x lO-srad.
Much higher magnification would be empty,
producing no further information.

When a digital detector is used it is easy to see
that a pixel spacing the same as the separation
of the spots will not allow them to be resolved.
At least one pixel must be in between the spots,
so that it can have a lower intensity and separate
them. This is just one example of the Nyquist
criterion in signal processing, that is, the sam
pling frequency must exceed twice the highest
frequency in the original signal or information
will be lost. If the projector lens had the same

TABLE 3.2. Diffraction-limited resolution d for objective lenses in the
opticalmicroscope, A=0.5,um

Total system
Objective d=O.6AJNA magnification with Image resolution
magnification NA (J1m) lOx eyepiece (J1m)

lOx 0.1 3 100 300
60x 0.75 0.4 600 240
100x 1.25 0.22 1000 220
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3.1.4.2 Depth of Field

Once a resolution limit has been defined, the
depth offield can be determined. The depth of
field is the range of object distances where

FIGURE 3.4. Two Gaussian spots separated to be near
the Rayleigh resolution limit are shown with very
high detector resolution in (A) and (B) and with
pixels one half the spot separation in (C) and (D).
When the spots are centered on the large pixels, they
are still resolved (C) ; displaced to the pixel edge,
they are not (D).

Depth of focus

dIu, Depth of field

FIGURE 3.5. The depth of field depends on the resolu
tion d and the angular acceptance of the lens , a. The
object may be moved by d/a and a sharp image of
size Md can still be formed.

defocus produces a spreading of a point image
equal to the image resolution limit, Md . Figure
3.5 takes the whole imaging lens system to be a
single thin lens. It shows that the depth of field
is the resolution of the object, d, divided by the
divergence angle a. Depth offocus is the range
of image plane positions that produces the same
spreading of the image, and is M2 x (depth of
field).

It can be seen in Table 3.3 that the depth of
field at high magnifications in the optical micro
scope is very limited , less than the resolving
power. The depth of field in the TEM is as small
in absolute terms , but very much greater than
the resolution and greater than a useful speci
men thickness at that resolution. Thus, all the
thickness of a TEM specimen is in focus
at once, and the depth of field is never a
problem.

3.1.4.3 Resolution in the TEM

The off-axis aberrations (off-axis astigmatism,
coma, field curvature, and distortion) all vanish
for rays parallel to the optical axis. All rays in
the TEM are at such small angles to the optical
axis that these aberrations are not usually
important. The axial astigmatism can be cor
rected by adjustment of stigmators that cancel
the residual non-circularity of the objective.
This can be difficult, but assuming that it is done
correctly, the remaining effective aberrations
are chromatic and spherical.

B

Dc

A

power, lOx,as the eyepiece in Table 3.2, then the
image resolution of 20G-300 pm would require a
pixel size of 1OG-150pm or smaller. Much smaller
pixels, say 30pm, would givesignificantoversam
pIing.An oversampled image maylook smoother,
but it might be better to change to a lower mag
nification projector lens, allowing a larger field
to be viewed. On the other hand, some degree
of oversampling is probably a good idea.

Figure 3.4 shows two Gaussian spots: in panels
A and B they are just resolved, and the pixel
size is very small. Going to pixels half the resolu
tion limit still resolves two spots when they are
centered on the pixel in Fig. 3.4C. But move the
spots so that their peaks are at the boundary
between pixels, and they are no longer resolved,
Fig. 3.4D. Obviously, moving the spots makes
no difference if the pixels are small, as seen in
Fig.3.4B.
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TABLE 3.3. Depth of field

Objective Resolution System Depth offield
lens a (rad) (J1m) magnification (J1m) Depth of focus

OpticallOx 0.1 3 100 30 30cm
Optical 100x 0.93 0.22 1,000 0.15 15cm
TEM 0.0066 6 x 10-4 100,000 0.1 1km!

FIGURE 3.6. Spherical aberration causes rays at larger
angles to the axis of the lens to come to a focus short
of the ideal focal plane. The smallest image of a point
source appears in the plane B-B', at the Scherzer
focus position.

It is apparent from the ray diagram of Fig. 3.6
that there is a plane, B-B', nearer to the lens
than the geometric or Gaussian focus plane
(A-A'), where the resolution is improved. It is
called the "plane of least confusion" or Scher
zer focus [4, 8, 10], and it is close to where the
rays from the outermost parts of the lens inter
sect the axis. From the figure, the distance 82'

the image of a point at the ideal (Gaussian)
focal plane to become a circle of radius M «c.
corresponding to a resolution on the object of
about «c. C, is the spherical aberration coef
ficient, typically 1-2mm for 100kV lenses. This
resolution limit is proportional to a3

, and the
diffraction resolution limit is proportional to
l/a (for small angles where sin a", a), so there
is an optimum value of a that gives the best
resolution. It is given by:

(3.7)

(3.8)

At this divergence, the resolution is

d . = (C )})l/4
nun s

Focus Considerations

Spherical Aberration

Spherical aberration occurs because rays
passing through the outer portions of the lens
are diverted too much and come to a focus
short of the ideal focal plane (Fig. 3.6). It causes

Chromatic Aberration

Chromatic aberration affects any image when
the electrons that contribute to it do not all
have the same energy. Modern microscopes
have highly stable accelerating voltage, but
there is an intrinsic energy spread of about 1eV
in electrons leaving a tungsten filament source.
The chromatic limit to resolution due to this is
only 0.2nm at 100keV, not important as a limit
for polymer microscopy.

For polymers the major effect of chromatic
aberration appears when a thick specimen
causes the transmitted electrons to lose energy.
Just how serious this is depends on the exact
nature of the material as well as the specimen
thickness. However, a largely carbon material
of density 103 kg m" (specific gravity 1) will
cause a 100keV electron to lose about 400eV/
J.1m [10,41,42]. Thus a foil 100nm thick causes
40eV loss, for a chromatic limit to resolution of
6nm. This chromatic aberration is the basis for
the rule of thumb (often given for biological
specimens) that details smaller than one tenth
of the specimen thickness will not be resolved.
Energy filtering (EFTEM [43];see Section 6.5.3)
will remove this effect and has been used on
very thick stained biological specimens [44].
However, contrast in unstained materials may
not always improve [31]. Since high energy
electrons lose energy at a lower rate, and the
chromatic aberration effect varies as AE/E,
going to higher accelerating voltage is also
very effective in reducing this form of chromatic
aberration.
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. ( 13 )1/4 (3 10)Resolution: drilln = 0.43 CslL .

between this plane and the Gaussian image
plane is approximately the radius of the image
disk in the Gaussian plane divided by a'. The
radius is M a3C and a' = a/M, so

Reducing the lens power, underfocusing, to
move the image plane by 02' or the object
plane by 02 (where 02 = 02'/W) improves
resolution. A detailed calculation gives:

(Defocus is conventionally given as a motion of
the object, as one would focus an optical
microscope.)

Comparing Scherzer focus to geometric
focus, the resolution is improved by a factor of
about 2, if the included divergence angle is
increased by .J2. Taking values of A= 0.004nm
(for 100 keY electrons) and C, = 2mm, these
become lXopt = lOmrad (OS) and dmin = 0.3nm.
This is not high resolution for the TEM but is
much higher than normally obtainable in the
TEM of polymers. For really high resolution in
the TEM, using 200keV reduces A, and high
performance objectives have lower C;
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FIGURE 3.7. Waves involved in phase contrast are
shown as vectors, with amplitude given by their
length and phase by their direction. An extra phase
shift makes the resulting amplitude depend on the
scattering amplitude.

C negative phase contrast

radiation appear at some angle, then a
phase plate can put another 900 phase differ
ence between the two beams, based on their
position.

If the phases add, the scattered radiation is
1800 out of phase, reducing the amplitude. Here
a scattering object appears dark, similar to bright
field,and this iscalled positive phase contrast (Fig
3.7B). Negative phase contrast makes the scatter
ing object brighter than the background by can
celing the original phase difference (Fig. 3.7C).

In the light microscope, the phase plates are
usually designed to absorb some of the unseat
tered light, so that the effect of adding or sub
tracting a small scattered amplitude is greater.
That is, they enhance phase contrast at the
expense of image brightness.

In the TEM, the phase shift of scattered
waves is a complicated function of defocus and

~______________...... I __ •

-----------+

(3.9)

1 1/4a opt =1.41(IL/CJ
(3.11)

(3.12)

OZ' ~ c, (aM)2

<;: 1 1/2At defocus: uZoPt = (CslL)

Optimum divergence:

3.1.5 Phase Contrast and Lattice Imaging

Phase contrast means that scattered radiation
has a phase shift applied to it, and this results
in intensity changes that form an image. The
basic reason for this can be seen in Fig. 3.7.
Normally, scattered radiation is 900 out of phase
with the unscattered radiation. The result of
recombining them is a phase shift in the trans
mitted wave but no change in amplitude (Fig.
3.7A). This phase shift is normally described
in terms of a refractive index not equal to 1. If
the sample is homogenous and all the scatter is
in the forward direction, there is no way to
affect the phase of one wave and not the other.
But if inhomogeneities make the scattered



Imaging with Lenses 77

D=dxM

~d+-

I
I

+-0 ---+j

Image

~m ag i n ~ syste~
Magnification M

I

29 1M :

@Z;g !~

FIGURE 3.9. Schematic diagram of the process of
resolution of latt ice planes. The object structure,
spacing d, causes a diffracted wave to form at 28 =
Ald . The imaging lenses reduce the off-axis angle to
281Mso that if the waves recombine, there is a lateral
periodicity D = Md.

29 = AId

modeling HREM include chromatic abe rra tion
and beam divergence [45, 46].

The full theory of lattice imaging is quite dif
ficult , but the basic principl e is simple to explain.
A plane wave, wavelength A, falling on a three 
dimensional repeating structure with spacing d,
will pro duce diffracted waves at angles 28 given
by Bragg's law, nA= 2 d sin ()(see Section 3.1.2).
In Fig. 3.9, the structure is shown schematically
as a row of objects, and the first diffracted wave
(n = 1) is shown at angle 2()= IJd (sin ()- ()for

u
in nm"!

6

+1

the scatte ring angle. It is usually expressed as
X(u) where X is the phase angle and u is the
spatial frequency = (scattering angle/wave
length). Figure 3.8 is a plot of sin(x) as a func
tion of u for a 200 keV beam, with a spherical
aberra tion constant C. of 1mm and a defocus
of - 58nm.

If sin(x) is near zero, there is no phase con
trast. When sin(x) is near to ± 1, the phase shift
is near ± 90° and there is stro ng negative or
positive phase contrast. Because there is a
broad band of good contrast in the region from
1 to 3.5nm-J in Fig. 3.8, this setting would be
good for imaging specimen det ail in the range
0.3-1 nm. If the specimen is crystalline, these
details will include lattice spacings. The resolu
tion limit of the image is norm ally taken to be
the point just before the first zero in this func
tion [25]. At optimum focus, this is close to the
point-to-po int resolution calculated in Section
3.1, at about 0.5(CsA3) 1/4.

The appearance of the image will change in
a complicated mann er with very small changes
in focus. Numerical simulation of the expected
image from model structures is a very impor
tant part of high resolution electron micro scopy
(HREM) and this requires accura te determina
tion of all the operating parameters, [40,45,46] .
Other factors besides sin(X) that affect image
formation and must be taken into account in

FIGURE 3.8. Plot showing the phase shift as a func
tion of spatial frequency in a well-adjusted TEM at
200kV, Cs l mm, N58nm . (Adapted from Williams
and Carter [25], © (1996) Springer; used with
permission.)

-1

s in (X)k--+-- -f---f-- H---tt-H--
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where i is the beam current and d the spot
size. Figure 3.3 shows that d is proportional to
M and a is proportional to 11M so that B is
unchanged.

3.1.6 D1umination Systems

The illumination system must collect flux
from the source and direct sufficient intensity
onto the required field of view. As mentioned
in Section 2.1.1, both light microscopes and
TEMs use a system of two lenses to do this.
Typical characteristics of sources were given in
Table 2.2, which showed that the small size of
the electron sources gives them a very high
brightness. Unless rays are stopped by aper
tures , the brightness B (flux' unit area-l

. unit
solid angle:") remains constant:

3.1.6.1 Light Microscopy

The illuminating system of the optical micro
scope is described in detail by Hartley [49]. At
high powers a wide cone of rays is needed to
fill the aperture of the objective lens. The first
condenser lens is relatively weak and collects
light for a strong substage (second) condenser
that demagnifies the source giving a high diver
gence. To completely fill the aperture of an oil
immersion objective, an immersion condenser
will be required.

The illumination in optical microscopes has
been the subject of much confusing discussion
about whether the filament itself should be
focused onto the specimen (critical illumina
tion). With modern sources this gives an
unevenly lit field of view. The Kohler system
shown in Fig. 3.10 gives an evenly lit field and
is the standard for the optical microscope. (At
high resolution, the condenser lens should be
aplanatic, that is, corrected for spherical aber
ration.) It uses the back focal plane of the field
lens as the object that is imaged by the substage
condenser into the specimen plane.

The field diaphragm, at the back focal plane,
controls the area illuminated but has no effect
on divergence. The aperture at the focal plane
of the second (substage) condenser controls the

small angles). The interference pattern of this
wave with the transmitted wave has a lateral
repeat of d. To obtain lattice images, diffracted
and transmitted waves are allowed to pass
through the objective aperture and the imaging
lenses, indicated as a single lens in the figure.This
forms an image of the specimen with magnifica
tion M. As shown in Section 3.1, divergence
angles a at the object are reduced to aiM at the
image. Thus the diffracted waves recombine at
an angle 281M. Now the interference of these
waves has a lateral periodicity D =Md. If the
phase contrast is set up so that recombination
produces intensity change, then a magnified
image of the lattice spacing has been formed.
The figure shows the sinusoidal intensity varia
tion that might be produced if only this one dif
fracted beam reaches the image plane and also
the schematic magnified image that would be
formed from many beams.

For polymers, radiation sensitivity (see
Section 2.6 and Section 3.4) will limit the
number of electrons that can be used to form
an image. This may limit the resolution because
of the minimum signal to noise ratio required
for a visible feature. Because the HREM image
of a polymer must normally be recorded without
viewing it, it is important to have the largest
area possible in the image. Electronic detectors
have a limited size (-3k x 4k pixels today) while
digitally scanned film is equivalent to 13k x 27k
pixels [47].Thus film is still the preferred detec
tor for these experiments, though this may
change. As the spatial resolution of the film is
5-1O,um, the magnification is kept relatively
low. Low contrast and noisy lattice fringes
recorded will not be visible to the naked eye or
even with a lOx magnifying lens. Laser light
scattering from the image will show up areas
with a periodic image [46].

Different polymers have a wide range of sen
sitivity to the electron beam. Aromatic, rigid
rod and other high melting point polymers [48]
will be more resistant to beam damage, needing
a flux Ja of more than 100,000 electrons/nrrr' to
be made amorphous. Low melting point flexible
chain aliphatic polymers may withstand only a
few hundred electrons/nm" (see Section 3.4.1
and Fig. 3.38) [47]. The quality of the images
that can be obtained is as widely variable.

4'B= 1

(nda)2
(3.13)
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Field lens Field
aperture

Substage
aperture

FIGURE 3.10. Kohler illumination; the field lens produces a magnified image of the filament at the substage
aperture. This image is at the focal plane of the condenser lens. The condenser lens object plane is the back
focal plane of the field lens. Each part of the specimen receives light from the whole filament.

divergence angle of the illuminated rays and
has no effect on the area illuminated. When the
system is properly adjusted in this way, the two
apertures act completely independently. The
field diaphragm is closed to match the illumi
nated area to the viewed area, reducing glare.
The second aperture is usually set to fill 0.6--0.8
of the objective back focal plane to balance
resolution and contrast.

The only disadvantage of this system is that
the fixed demagnification of the condenser lens
makes it impossible to illuminate a large field,
as needed for a low-magnification image (objec
tives <lOx) . To do this, the substage condenser
must be changed to a lower power. Most light
microscopes have condensers with a top lens

that can be removed for low power work. This
allows a large field to be illuminated but breaks
the Kohler system (Fig. 3.11). Under these con
ditions , the field aperture is used to control
glare and adjust contrast; the substage aperture
is normally left open as closing it will cause the
edges of the image to dim (vignetting). Figure
3.11 shows the field lens unchanged, giving an
image of the diffuser at the plane of the sub
stage aperture. In some microscopes, a supple
mentary field lens should also be removed when
changing to very low magnification.

This discussion describes normal bright-field
condensers. Phase contrast and differential
interference contrast (DIe) condensers have
the required inserts that match specific

"'-"'-:.- - - - -- -- - - - -

_ Specimen
plane

---

Condenser
Substage lens
aperture

Field
aperture

Field lens

FIGURE 3.11. Light microscopy illumination for low magnification . The condenser lens is weak. Because a
point on the image is illuminated by a restricted region of the filament , a diffuser (ground glass) is used to
make the illumination more even .
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objective lenses. For dark field in transmission,
a condenser that gives annular illumination at
angles above the acceptance angle of the objec
tive is used.

3.1.6.2 Transmission Electron Microscopy

Transmission electron microscopy illumination
has two important differences from light micros
copy. One is practical; in the TEM the lens
powers are continuously variable, but the aper
tures can be varied only in large steps. This is
exactly the opposite of the optical case. The
other is that the TEM most often needs a nearly
parallel beam of illumination, rather than the
strongly convergent beam needed to fill the
objective in the optical microscope.

In conventional TEM, the first condenser, Cr,
is strongly excited and forms a demagnified
image of the source (not the filament, as the
crossover of the electron gun is the effective
source). Since beam divergence increases as the
spot size falls, much of the flux is not accepted
by rest of the system. The highest intensity at
the object and the largest divergence angle are
both obtained when the second condenser, Cz,
produces a focused image of the source on the
specimen. Under these conditions, the power of
C, adjusts the spot size and the Cz aperture
controls the divergence.

Because the illumination is then very uneven,
in normal operation the second condenser is
defocused (usually underfocused) to "spread
the beam." Now increasing the power of C,
reduces the intensity and divergence of the illu
mination by reducing the size of the demagni
fied source. Altering the power of Cz changes
the area illuminated, and changing the diameter
of the Cz aperture does the same in large
steps.

If the TEM is being used in scanning trans
mission electron microscopy (STEM) mode or
for analysis using a small probe (and the source
is not a field emission gun [FEG]), then the first
part of the objective lens is used as a strong
condenser lens to demagnify the source a lot
and focus the illumination onto the specimen.
The second condenser is turned off in this mode.
Parallel illumination in this type of instrument
is obtained by using Cz to focus the source on
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the back focal plane of the upper objective lens.
If the microscope has a FEG, its source is so
small the first condenser may need to magnify,
not demagnify it for conventional imaging.

At very low magnifications in the TEM, the
first condenser lens must be substantially weak
ened, or turned off to get a large illuminated
area. This is the equivalent of removing the top
lens of the substage condenser in the optical
microscope.

3.1.7 Polarized Light

Light is a transverse vibration. It consists of an
electric field E and a magnetic field B. These
are at right angles to each other and form the
edges of a cube with P, the direction of propa
gation of the light ray. The electric field inter
acts strongly with materials, so it is used to
describe the light. At any instant in time, the
amplitude and direction of the electric field
define a point on a plane perpendicular to the
direction ofthe light ray. To an observer looking
toward the source, this point would trace out a
curve as the field varied. If the curve is simple
and repetitive, the light is polarized and the
form of the curve defines the state of polariza
tion as shown in Fig. 3.12. If the curve is irregu
lar and chaotic, the light is unpolarized.

When the electric field oscillates in ampli
tude but has a fixed direction, the curve traced
out is a straight line and the field remains in one
plane. This is called the plane of polarization,
and the light is linear or plane polarized.

When the electric field is of constant ampli
tude but changes its direction, the point traces
out a circle and the light is called circularly
polarized. If both amplitude and direction
change in a regular way, the curve traced out is
an ellipse, and the light is elliptically polarized.
This is the most general polarized state
possible.

Any state of polarization can be considered
as a combination of two perpendicularly plane
polarized waves with different amplitudes and
a specific phase difference. Adding two such
waves can produce any polarization state. For a
fixed result the two waves must be coherent, so
that the phase relation between them remains
the same.
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3.1.7.1 Anisotropic Materials

Birefringent materials have a refractive index
that depends on the direction of the electric
field in the light [5]. They may be single crystals
or oriented polymers , either amorphous or

semicrystalline. Light waves passing through a
birefringent material can be considered as
divided into two plane polarized waves, polar
ized in the principal planes (perpendicular
directions of extremal refractive index). If the
different refractive indices are n. and n2< nj for
the two plane polarized waves, there is a rela
tive retardation R = (n] - n2)t, and a relative
phase shift 8 = (21dA)(n] - n2)t after passing
through thickness t of the material. This will
usually change the polarization state.

A complicating factor is that in anisotropic
materials the electric displacement D is not
generally parallel to the electric field E. E is
perpendicular to the light ray (direction of
energy propagation) but D is tangent to the
wavefront. Therefore care must be taken when
talking of "the direction of the light."

The optical properties of a birefringent mate
rial are shown by a surface called the index
ellipsoid or indicatrix. The radial distance from
the center to each point on this surface is pro
portional to the refractive index of light that
has its electric displacement D in that radial
direction. This isnot the refractive index of light
that is traveling in that direction. Cross sections
of this surface are ellipses. The indicatrix of an
isotropic material would be a sphere with cir
cular cross sections.

In general the indicatrix is like a squashed
(American) football. There are three principal
refractive indices on perpendicular axes: the
maximum, the minimum, and an intermediate
value perpendicular to both of these (A, C, and
B in Fig. 3.13). For example, a nylon crystal
has neD parallel to chains) > neD parallel
to hydrogen-bonded sheet) > neD parallel to
intersheets). Such a material is biaxial. If two of
these principal refractive indices are equal , the
indicatrix is rotationally symmetric-an ellip
soid of revolution-and the material is uniaxial.
For example, a polyethylene crystal has a larger
refractive index for (D parallel to chains) and
a smaller refractive index for any (D perpen
dicular to chains) (Fig. 3.14, left drawing) .

A uniaxial material has one optic axis and a
biaxial material has two. A birefringent mate
rial appears to be isotropic when a plane light
wave passes through it along an optic axis. In
terms of the indicatrix, the cross section in the

A Linear polarization

C Elliptical polarization

B Circular polarization
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FIGURE 3.12. Schematic diagram of the electric field
vector showing possible states of polarized light.
With linear or plane polarized light (A), the electric
field remains in a plane. In circularly polarized light
(B) , the electric field changes direction but has con
stant magnitude. In elliptically polarized light (C),
the electric field changes in magnitude and direction,
tracing out an ellipse.
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FIGURE 3.13. (a) The indicatrix of a biaxial birefrin
gent material. The principle refractive indices are A
> B > C. The heavy dots in (b) outline the circular
cross section. An optic axis is shown perpendicular
to this plane. The two optic axes of the biaxial mate
rial are shown in (c). They lie in the plane A-C.

Image Formation in the Microscope

pairs of these points lie on two planes that also
contain the intermediate value. These planes
have the same principal radii-they are circular
and the two optic axes are perpendicular to
them (see Fig. 3.13B, C).

The discussion so far has been in terms of the
optical properties of a substance. This may be
different in kind, sign or magnitude from the
optical properties of a sample. For example, a
fiber of nylon where the chains are aligned but
the crystals take up all orientations around the
chain axis will be uniaxial. If a cross section of
this fiber is taken as a sample it may appear
isotropic in regular view because the light used
to observe it passes down the optic axis. An
unoriented amorphous sample will really be
isotropic. A partially aligned sample will have a
smaller birefringence than the material it is
made from.

The sign of birefringence of a sample is given
with reference to a distinct direction in the
sample. For a fiber this is the fiber axis, for a
spherulite it is the radius. Thus polyethylene,
which has a positive birefringence as a material,
forms positive fibers (chains along the fiber
axis) but negative spherulites (chains perpen
dicular to the radial direction, Fig. 3.15).

FIGURE 3.14. The indicatrix of uniaxial birefringent
materials: (A) positive, (B) negative. For uniaxial
materials, the optic axis is the axis of symmetry of
the ellipsoid.

plane perpendicular to the optic axis is circular.
Then the refractive index for light traveling
along the axis does not depend on the plane of
polarization. The birefringence of such a uni
axial material is n(D parallel to optic axis) 
n(D perpendicular to optic axis). If the unique
principal refractive index is a maximum, the
material has positive birefringence and if it is a
minimum, the material has negative birefrin
gence (Fig. 3.14B).

An ellipsoid of revolution must have circular
cross sections perpendicular to the rotational
symmetry axis, and so this is the optic axis.
Biaxial materials are not so simple. Consider
the elliptical cross section that contains the
maximum and minimum values. At some (four)
points it must have the same radial distance as
the third intermediate principal value. The two
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Optic axis

1

+ve B
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FIGURE 3.15. Two images of a thin melt cast film of high density polyethylene: the region is 200 x 250.um.
The left hand image was taken in crossed polars. The radial "Maltese cross" is due to the extinction position.
The spherulites in this material have dark circumferential bands. The crystals twist as they grow, and their
orientation in these bands has the optic axis perpendicular to the specimen plane. The right hand image is
the same area when a first order red plate is also used. The blue and yellow colors show that the spherulites
are negative. (See color insert.)

3.1.7.2 Polarizing Microscopy

Polarizing microscopy involves the interaction
of materials that have anisotropic optical prop
erties with polarized light. The full theory of
this interaction is complex. Simple results can
be obtained in the polarizing microscope
without much theory, but quantitative measure
ment requires basic understanding. General
optics texts (see Section 3.1.1) cover the topic
[1-5]; there are also specialist books at intro
ductory [20] and higher levels [50, 51]. Of
several texts that deal with polarizing micros
copy [6,7,19,52,53], Hartshorne and Stuart [19,
54] contains a section on polymers, practical
information, and also covers theoretical tools,
whereas Hemsley [53] is entirely concerned
with polymer applications.

If the specimen is isotropic, the field of view
in crossed polars is ideally completely dark. A
birefringent specimen will give an altered polar
ization state for light leaving the specimen. This
will have some component transmitted by the
analyzer, so it appears relatively bright. If one
of the principal planes of the specimen coin
cides with the incident plane of polarization,
there is no component in the other plane. Retar-

dation cannot then affect the state of polariza
tion. Thus the specimenwillbe dark or extinguish
at four positions 90° apart when it is rotated. It
will be brightest at 45° from extinction, when
the two waves excited in the specimen have
equal amplitude. This is the standard orienta
tion for measuring retardation (R = tl1n).

There are three reasons why an anisotropic
material may be dark between crossed polars:

1. The sample may be oriented so that it is
being viewed down an optic axis and so
appear isotropic.

2. The sample may be in an extinction
position.

3. In monochromatic light, R can be an exact
multiple of A, so that the phase change is
2mn, where m is an integer. The incident
plane polarized light is then reformed with
no change.

In white light, this last condition can be met
for some colors and not others, so the specimen
becomes brightly colored. If the birefringent
specimen is wedge shaped and viewed with
white light in crossed polars, it will show a
sequence of polarization colors.
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The Michel-Levy chart of these polarization
colors can be found in many texts, [7, 50, 54, 55],
and DeIly [56] has made a detailed comparison
of the available versions. The chart can be used
to estimate the retardation of a specimen within
the range 200-1600nm. For example, first order
red is at 575nm; third order green is at 1250nm.
At higher retardations the color is pale pink or
pale green due to overlap of the orders. A mate
rial that is colored or has a birefringence depen
dent on the wavelength gives nonstandard colors
that will be useless for determining retardation.

Retardation ismeasured more accurately with
compensators. These are calibrated adjustable
birefringent objects inserted to cancel (compen
sate) the effects of the specimen. To use them,
the sample and the compensator are set at ±45°
between crossed polars. The compensator is
adjusted until the specimen appears dark, when
the retardation of sample and compensator are
equal and opposite, R(net) = O. If the polariza
tion color change on inserting a compensator
shows an increase in retardation, then R(net) >
R(specimen), and the compensator is adding its
effect to that of the specimen. The specimen
must be rotated by 90° so that the effects are
subtracted as required.

Several types of compensator are available,
covering different ranges of retardation. The
simplest is the quartz wedge with range of R of
2000nm. This is exactly what it says it is-a
wedge of birefringent quartz. Some wedges are
calibrated for retardation but most are used for
rapid qualitative observations.

For large values, the Berek compensator is a
disk of uniaxial material cut on the basal plane
(normal to the optic axis) and mounted on a
ring which can be tilted about a horizontal axis.
When horizontal it has no retardation; when
tilted, it can reach 2000nm if it is quartz and
more than 50,000nm if it is calcite.

The Elliptic (or Brace-Kohler) compensator
is used for measuring the smallest retardations,
with a maximum range of 20 or 50nm and accu
racy to 0.1nm [57]. It has a birefringent plate
that revolves in the horizontal plane. The Senar
mont compensator has an intermediate range,
to 150nm. It uses a A/4 plate and a rotating
analyzer. For an explanation of how these work,
see [19,51,52,55].

Image Formation in the Microscope

Accurate measurement of retardation
requires the use of monochromatic light (usually
Hg green, 546nm), but in monochromatic light
R(net) = 0 cannot be distinguished from R(net)
= A or 21.. White light is required first, as in
white light (normally) only R(net) = 0 is black.
If the birefringence changes significantly with
A, as it does in several polymers, the black band
may not be at R(net) = 0 [19]. Using white light
will then give the wrong answer. For example,
the black fringe will "jump" one position every
61. of retardation if the sample is poly(ethylene
terephthalate) (PET) and the compensator is
quartz [58]. One solution given by Hartshorne
[58] is to prepare a wedge at the edge of the
sample and follow the R(net) = 0 fringe inward
to the thicker part of the sample as compensa
tion is increased.

Two devices of fixed retardation are gener
ally useful, and they are the quarter wave
plate, R = 150nm = A/4 (yellow light), and
the first order red plate, R = 575nm = A
(yellow light). The A/4 plate, when set at 45°,
turns linearly polarized light into circularly
polarized light. As has been mentioned, using
crossed circular polarizer and analyzer means
that there are no extinction positions. The
first order red plate is also known as the sensi
tive tint plate. It is used to find the sign of the
birefringence of objects of small retardation, e
(these have a gray color in crossed polars). With
the first order plate in place, the net retardation
is (575 + s) nm, which is second order blue,
or (575 - s) nm, which is first order yellow.
The eye is very sensitive to color changes in
this range, so a very small value of e has a
visible effect.

Figures 3.15 and 3.16 show spherulites in
crossed polars and with the sensitive tint plate.
In crossed polars, the spherulites are bright
except at the four perpendicular radial direc
tions where the crystals are in the extinction
position. High density polyethylene (see Fig.
3.15) produces spherulites that are unusually
perfect, and also have circumferential dark
bands. The bands are regions of apparent isot
ropy where the optic axis is perpendicular to
the specimen plane. With the first order red
plate placed so that its slow direction is at +45°
(top right to bottom left of the image), the
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FIGURE 3.16. Two images of a thin melt cast film of polycaprolactone. As with Fig. 3.15, the region is 200 x
250pm and the left hand image was taken in crossed polars . The spherulites in this material are much less
regular and some show colors under crossed polars, indicat ing a thicker film or a larger birefringence. The
right hand image is the same area when a first order red plate is also used. The colors can still show that
these spheru lites are also negat ive. (See color insert. )

spheru lites are clearly blue in the upper left and
lower right quadrants and yellow in the other
two. Blue means that the retardations of red
plate and specimen are added, so that the larger
refractive index ("s low") is perp endicul ar to
the radius and the spherulite is negative.

Figure 3.16 shows similar images of polycap
rolactone, which gives reasonably large but
more realistically irregular spherulites. Note
that some show colors in crossed polars. The
colors that arise when the first order red plate
is added do not mean anything unless the
sample has only a small retardation and appears
gray in crossed polars. The spherulites in this
figure do not look at all rad ially symmetric, but
a comparison of the two images shows that they
are also negatively birefringent.

3.2 IMAGING BY SCANNING
ELECTRON BEAM

3.2.1 Probe Formation

The basic purpose of the lenses in a scanning
electron microscope (SEM) is to form a focused
beam spot at the specimen. By simple geometry,

the diameter of the focused spot would be
(source diameter x demagnification). However,
diffraction and lens aberrations will increase
the focused spot size, just as they increase the
resolved feature size in image formation by
lenses (see Section 3.1.4). The tungsten filament
or lanth anum hexaboride (LaB6) source has a
diameter of between 5 and 50 usu, and three
condenser lenses are normally used. The effec
tive source size from FEGs is only 5-15nm (see
Table 2.2), so only one stage of demagnification
is required, but two or three lenses may be used
to give the optical system flexibility. The diver
gence angle of the beam increases as the source
is demagnified, so the electrons are at the largest
off-axis angles within the final condenser. This
is then the critical lens, as the objective lens is
in a TEM (it is often called the objective lens
of the SEM , as its control will be labeled
"focus") and the limiting aperture for the
system is within this lens.

The STEM is in principle optically the same
as the SEM, but the TEM/STEM is a little dif
ferent. Here a special objective lens can be
highly excited , so that it acts as two lenses in
STEM mode (10). The part before the specimen
acts as a final condenser and the remainder acts
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in TEM, (CsA?)1I4. Very high resolution can then
be obtained when Cs and A are as small as pos
sible. Realistically, chromatic aberration cannot
be neglected, especially if the beam energy E is
low. With a tungsten filament source, for which
/),E is -2 eV, and a lens of large Co, the chromatic
term can completely dominate the probe diam
eter. High resolution at low voltage, say 1kV,
requires an electron source of lower /)'E,a lower
value of Ce , or both [60-63].

Because C" Co, and the focal length are gen
erally of the same magnitude, high resolution
requires a short focal length final condenser.
Figure 3.17 shows three designs for this lens.
(Designs involving aberration correction are
discussed in Section 6.2.4.) Of these three, the
"in-lens" design (Fig. 3.17B), where the speci
men is completely immersed in the magnetic
field of the lens, gives the smallest aberration
coefficients. However, the sample cannot be
more than a few millimeters in size, and there
is no space near it for detectors. Special stages
are limited, as in the TEM. The secondary elec
trons spiral up in the magnetic field of the lens
and can be collected above the lens.

The snorkel design (Fig. 3.17C) is a good
compromise, with low aberration and good
specimen access. There is room for a detector
below the lens as well as above it, and as these
will give different images, the better one can be
chosen for each specimen. Most high-resolution
SEMs (HRSEMs) use a semi-in-lens design like
this. It is possible, for example, to use such a lens
for high resolution with short working distance
at low voltage (1kV) and then as a weaker lens
with long working distance at 15kV. This would
give enough room to insert an x-ray detector,
and for x-ray analysis the beam spot size is not
important.

The final beam-limiting aperture was origi
nally in the gap of the final lens, but only the
design in Fig. 3.17A has sufficient room. The
apertures shown are "virtual apertures" at an
optically equivalent position, and their actual
diameter must be divided by the demagnifica
tion of the final lens to give the effective aper
ture diameter D.

Probe sizes calculated on the basis of Eq.
(3.15) are shown in Table 3.4. The columns
compare a conventional SEM with one using

(3.15)

(3.14)
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a is the (semi) angle of convergence of the
probe at the specimen. An estimate of the final
probe diameter d is taken to be the sum in
quadrature of the diameters given by all the
limiting factors:

Here /),E is the energy spread in the beam in
eV, Cs the spherical aberration coefficient of the
final condenser lens, and Co its chromatic aber
ration coefficient.

The first, geometric, term is related to noise
in the image through the probe current, i; the
next two are the diffraction and spherical aber
ration limits to resolution that were discussed
in Section 3.1.4.1 for the TEM. The last term is
the probe size due to chromatic aberration. The
theoretical minimum probe diameter dmin can
be calculated by finding the value of a that
minimizes this expression [10, 59]. This is a
lower limit to the size of the resolved detail.
Alternatively, the equation can be used to cal
culate the current obtainable in a probe of a
given size.

If chromatic aberration is neglected and the
beam current is very small, dmin approaches the
calculated minimum size of the resolved detail

as a magnifying objective lens. This lens reduces
the divergence of the transmitted electrons,
allowing their transfer to the transmission detec
tor, typically located below the fluorescent
screen. In TEM mode the lens power is reduced
and it acts as a normal objective. The following
discussion of the "final condenser lens" will
include the pre-specimen field of the TEM/
STEM objective.

It is important to remember that image reso
lution depends on the interaction volume, which
may be much greater than the probe diameter
(see Section 2.3 and Section 3.2.2). Because
brightness B is fixed by the electron source, the
geometric (or Gaussian) focused spot size dg

can be given in terms of the probe current i
using Eq. (3.14).
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FIGURE 3.17. Three designs for the probe-forming
lens in the SEM. (A) The conventional "pinhole"
lens, with long working distance, but large aberra
tions. (B) The "in-lens" design, which has small lens
aberrations, but restricted sample space. (C) A
"snorkel" lens, a "semi-in-lens" design. Here, the
magnetic field extends to the specimen giving small
aberration s while allowing a large specimen.
(Adapted from Goldstein et al. [38], © (2003)
Springer; used with permission.)

the same lens but a cold field emission (CFE)
source (a field emission scanning electron micro
scope; FESEM) and a HRSEM with the CFE
source and a short focal length lens. When the
prob e current is set to 1pA, a suitable value for
record ing an image, the FESEM maintains good
resolution to 5 kV and the HRSEM all the way
to 1kY. The optimum probe divergence angles
range from 1 to 10mrad. More detailed calcula
tions indicate that the final probe diameter may
be as much as 50% less than this estimate [64].
Figure 5.49 is a direct comparison of images of
a polymer blend obtained at SkY with a LaB6

electron gun and with a FEG; the image from
the FESEM contains more information.

When aberrations are dominant (e.g., for the
conventional SEM at low beam voltage) , the
best divergence angle is small. Reduced aberra
tions in the HRSEM allow larger divergences.
At 100pA , which might be required for dynamic
microscopy or analysis, the probe size is consid
erabl y degraded at low beam voltages. Here
Eq . (3.15) fails for the CFE source , because it
assumes that it is always possible to increase the
current by increasing a. But the total current
available is limited so the effective brightness
drops as the current requirement is increased.

Tabl e 3.4 uses "reasonable parameters" but
individual instruments and adjustm ents may be
considerably different [38, 65]. Note also that
the optimization of a may not be fully possible
as the divergence of the probe in the SEM is
controlled by the working distance S and the
effective final aperture diameter D; a = D/2S.
Both D and S have a restricted range of values
in a given instrument. Manufacturers show
what is to be expected from their SEMs for a
given final aperture, accelerating voltage and
working distance.

Typical values for D and S are 0.2mm and
20mm, giving a = 5mrad, close to the theoreti
cal optimum. The rays passing through the final
lens are also deviated by the scanning coils.
This angle is small when the field of view is
smallathighmagnifications,and at lowmagnifica
tions, distortion is more important than spheri
cal aberration. As when imaging with lenses,
the depth of field is the resolution divided by
the divergence angle a. At a resolution of 5nm
and a = 5 mrad, the depth of field is 1utn.
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TABLE 3.4. Minimum probe size, dmin, at a beam current of IpA and lOOpA at different beam voltages
Conventional SEM Cold field
tungsten filament emission gun HRSEM

flE (eV)
C, (mm)
Cc (mm)

Probe current IpA

2
20
10

l00pA IpA

0.3
20
10

l00pA IpA

0.3
2
1

l00pA

Beam voltage
(kV)

dmin (nm), at aopt (mrad) dmin (nm), at aopt (mrad) dmin (nm), at aopt (mrad)

30
5
1

5.7 at 5.1
15 at 2.5
35 at 1.2

23 at 10
40 at 7
90 at 3.5

1.3 at 4.0
3.7 at 4.0
12 at 2.8

2.0
5.6
60

0.8 at 7
1.6 at 8.5
3.8 at 8.5

1.0
4.0
40

3.2.2 Probe-Specimen Interactions

High energy electrons entering a solid are scat
tered in two ways: they interact with the elec
trostatic field of the positively charged nuclei
and with individual electrons. In the first case,
elastic scattering, the electrons change direction
but do not lose energy. The most probable scat
tering angle is small, a few degrees, but large
changes of direction do occur, and after a
number of collisions, some electrons can be
turned around and leave the specimen. They
have become backscattered. In the second case,
the incident electron does lose energy, so it is
inelastic scattering. Most often the energy trans
fer is small and the scattering angle is very
small.

If a larger amount of energy is transferred to
an inner shell electron, it leaves the atom pro
ducing an inner shell vacancy. The atom can
de-excite either by emitting a characteristic x
ray, which is likely to leave the solid and be
detectable, or by emitting an Auger electron,
which will only escape if the target atom is very
near the surface. These processes all occur sta
tistically, and the interaction is modeled using
Monte Carlo methods. By having a computer
follow the random tracks of thousands of elec
trons, it is possible to predict not only the
number of backscattered electrons, secondary
electrons, and x-rays but also their spatial dis
tribution-where they leave the surface-and
for x-rays, the distribution of depths where they
were produced [38,61].

The inelastic scattering can be modeled as a
continuous process causing an energy loss/unit
distance (dE/ds) [66]. At 20keV, this is about
1eV/nm for polymers, density -1 g/cm", and
7eV/nm for silver, density -lOg/cm3 [38]. The
energy loss rate increases less than linearly with
(electron) density because some excitations are
not available in heavy elements. For example,
Ag Ka is >25keV.

The higher energy loss rate at low electron
energies means that the electron range falls.
That is, there is less penetration of the incident
beam and a smaller interaction volume. The
range of electrons, R, can be approximated as
R = aE", where E is the electron energy, and a
and n are constants. According to the general
empirical expression of Kanaya and Okayama
[38,67], for a carbon of density 1g/cm",R in nrn,
E in keY, a = 67, n = 1.4 This gives R -70nm at
1keV and 3.um at 10keV. Experimental data
for carbon is fitted by a = 60, n = 1.4, under the
same conditions [60], giving 60nm at 1keV and
1.5.um at 10keV, in approximate agreement
with the general expression.

Figure 3.18 shows this dramatically using
simulation of electron trajectories in the sample.
The region containing the electron tracks is the
interaction volume. This serves as a reminder
that the interaction volume controls the resolu
tion of backscattered electrons and x-ray analy
sis (see Section 2.3, Fig. 2.4 and Fig. 2.5). The
spread is particularly severe in low density, low
atomic number material such as polymers.
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2 kV 5 kV
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~- -~._-----------

2 microns

20 kV

FIGURE 3.18. Simulation of the paths of 200 electrons entering a polymer (nylon-6) at different beam volt
ages. At lOkV, backscattered electrons leave from an area 2,um across. Below 2kV, the interaction volume
is too small to show on this scale. Drawn using CASINO [75].

3.2.2.1 Backscattered Electrons

The probability of elastic scattering varies
strongly with atomic number, as Z2, but the
probability of backscattering, 11, varies much
less. For 20keV electrons it is 0.06 for carbon
and increases to 0.5 for silver [68] (shown in
Fig. 3.21 of [38]). If the scattering is very effi
cient, in a short distance into the specimen, half
the electrons will be going forward and half
backward. Thus the backscattering coefficient
saturates near 0.5; there is only a few per
cent difference between values for silver and
uranium.

Backscattered electrons from such heavy ele
ments typically do not travel far in the material
before leaving it again. They have not lost much
energy due to inelastic scattering, so their most
probable energy is >90% of the incident beam
energy [69]. For carbon, most backscattered
electrons have penetrated quite deeply and the
most probable energy is only half the beam
energy. These backscattered electrons are pro
duced in a significant fraction, perhaps the top
one third, of the total interaction volume. They
can therefore come from several micrometers
deep in polymers when the beam voltage is
lOkV or more [38,59] and leave the surface of
the sample over a wide area.

There is generally little change in backseat
tering coefficient with beam voltage. This may

be surprising, as higher energy electrons pene
trate further into the specimen, but they are
also elastically scattered less often. The result is
that for high-Z elements their tracks have a
similar shape, though on a different scale. The
number of tracks leaving the specimen surface
does not depend on this scaling. For carbon
(and other low-Z elements), the pear-shaped
interaction volume (see Fig. 2.4 and Fig. 3.18)
does change shape, and the backscattering
coefficient increases to 0.1 at 5 keV. Low beam
voltage will always reduce both the depth and
area from which the backscattered electrons
come [60]. At very low voltage, the surface con
dition is important. However, at 20keV a thin
layer of gold on a sample of low atomic number
will have little effect on the backscattering yield
or resolution.

3.2.2.2 Secondary Electrons

The energy spectrum of electrons emitted by a
specimen in an electron beam has two maxima.
One is at high energy where most of the back
scattered electrons are, and the other is at only
a few eV. These are secondary electrons, which
by definition include all electrons emitted at
less than 50eV. The number emitted divided by
the number of incident electrons is the second
ary emission coefficient D. For 20keV incident
electrons in the SEM, the coefficient is close to
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Incident beam energy

FIGURE 3.19. Total electron yield as a function of
incident beam energy. When yield is >1, at E 1 < E <
E 2, the sample becomes positively charged and the
incident energy increases. at E < E 1 and E > E2, the
sample becomes negatively charged. The stars indi
cate stable points at 0, E2•

£2£1

is less than the number arriving. The specimen
in the beam therefore becomes negatively
charged, and this potential repels and slows
down the electrons in the incident beam. As a
result, the incident energy of the beam falls and
continues to fall until it reaches Ez, when no
more charging occurs.

Conversely, at low beam energy E < E2, the
yield is more than 1, so the specimen becomes
positively charged. The charge attracts the
incoming primary beam electrons, so that they
arrive with more energy. This process continues
until the electrons arrive with energy E2, which
is thus a stable point. The other crossover point
E1 is unstable. If the incident beam energy E >
Ej, the specimen becomes positively charged
until the incident energy reaches E2. If E < Ej,
the specimen becomes negatively charged until
the beam is completely repelled. The other
stable point is at E = 0, (0 + 17) = 0: no electrons
in and no electrons out!

In practice it is found that operation at or
near to E2 with an insulating sample always
reduces charging considerably, but for an
entirely stable image it may still be necessary
to apply a thin conductive coating. As both 8
and 11 increase if the sample is tilted (see Section
3.2.3), the crossover energy will depend on
sample tilt as well as the composition [60, 71,
73]. A tilted specimen surface releases more

0.1 for all elements except carbon (0.05) and
gold (0.2), although individual results do vary
significantly [70] (shown in Fig 3.21 of [38]).
Thus, a thin gold coating on a polymer speci
men will increase the yield of secondaries
without degrading their resolution. The general
insensitivity to composition has been attributed
to a contamination layer that exists on all speci
mens not cleaned and kept in ultrahigh vacuum
(DHV) [38]. Certainly, the low energy of sec
ondary electrons means that they are very sen
sitive to surface conditions.

Secondary electrons are divided into three
main groups depending on their source (see
Section 2.3.2.2). Those arising from scattering
of the incident beam are called SE1• SEz arise
from the backscattered electrons as they leave
the specimen and SE3 from backscattered elec
trons when they strike the lens, the walls and
other surfaces in the vacuum chamber. Here 0
counts electrons leaving the specimen, so it
includes SE1 and SEz but not SE3• In high-Z
samples where the backscattering coefficient is
large, secondaries derived from backscattered
electrons can dominate the secondary signal.

The secondary emission coefficient oincreases
as the beam energy falls from 20keV, and this is
to be expected. At low beam energies, more of
the interactions occur near the surface, so more
of the low energy electrons produced can escape.
Eventually at very low beam energy the coeffi
cient falls, as the incident electrons do not have
the energy to do very much. [60,71].

Figure 3.19 is a schematic of total electron
yield as a function of beam energy. For SEM
imaging, the important feature is that the total
emitted electron coefficient exceeds one, (0+ 17)
> 1, for a range of beam energies between E1 and
Ez. These crossover energies where (d + 17) = 1
are points where the sample does not become
charged in the beam and ideally does not need a
conductive coating. The upper crossover energy,
Ez, is a good choice for imaging, being in the
range 0.5-2 keV for organic materials and 2
4 keV for inorganics [38, 72]. E1 is too low at
<200eV for practical imaging at the moment, but
Ezhas another important advantage: it is a stable
point.

At a high incident beam energy, E> Ez, the
number of electrons emitted from the specimen
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secondaries, and will have a higher value of
E2 than a specimen with no tilt. Exact matching
at every point is thus not possible for any sample
that shows topographic or atomic number
contrast. The stability of E2 will allow each
region to become stable without exact match
ing, but only when there is a different surface
charge at the different points. Large local
charge differences may disrupt the beam or be
unstable.

3.2.2.3 X-rays

When high energy electrons bombard a solid,
characteristic x-rays are produced. Each
requires inner shell ionization followed by x
ray emission. The ionization step requires the
electron to have enough energy, E> Ec where
e; = 4.04keV for CaK x-rays, for example. The
ratio E/ Ec is the overvoltage, u. The probability
of ionization goes as In(u)/u, zero at u = 1,
maximum at u = e. Because electrons lose
energy as they go through the sample, the
maximum production of x-rays for a beam
falling on a solid sample is at a higher energy,
u - 4. The x-rays come from the region of the
interaction volume where E> Ec. For u :2': 4, this
will be a large fraction of the total interaction
volume (see Fig. 2.4) and so the spatial resolu
tion will not be good.

Inner shell ionization is rare, and the number
of detectable x-rays per ionization, the fluores
cence yield, is generally low, 0.1 for CaK. So
even at the optimum beam voltage, x-ray pro
duction is not efficient, with only one electron
in 104 or 105 producing a detectable character
istic x-ray [38, 74]. The efficiency falls for low
atomic number elements. X-rays are thus too
few for good image formation and are used
mainly for elemental analysis.

Quantitative microanalysis is difficult in prin
ciple but largely automated for homogenous
samples [38,59,69]. If the sample has layers of
thickness comparable with the penetration
depth, or particles of size comparable with the
interaction volume, analysis can be difficult.

3.2.2.4 Interactions in the STEM

Thin specimens are used in the STEM so there
is little lateral spreading of the beam. The inter-
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action volume is limited to the probe diameter
and the sample thickness. This is the basic dif
ference between the SEM and the STEM. X
ray resolution can go from>1f.lm in the SEM
to <1nm in the STEM [74]. As the interaction
volume is so small, a very large incident beam
flux is needed to produce a statistically signifi
cant x-ray analysis in the STEM. A bright source
and a probe-forming lens with low Cs will be
required to get enough current into the smallest
spots. No polymer can withstand such irradia
tion without change, but the heavier elements
being analyzed may stay in place even if the
matrix is altered.

Backscattering from a thin sample will also
have higher resolution and lower efficiency
than that from a thick sample. However,
scattering of all sorts is strongly peaked in
the forward direction, so a very much larger
signal produced by the same elastic scattering
interactions appears below the specimen.
The STEM thus uses forward rather than
backward scattered electrons; these electrons
pass through the specimen, and their interac
tions with it are the same as those in the
TEM. The STEM can use electrons scattered
to larger angles, and electrons that have
lost significant amounts of energy, to form
images. This is because there is no objective
lens and therefore no spherical or chro
matic aberration to consider for transmitted
electrons.

For secondary electrons the STEM can act as
a high-performance SEM. A very thin sample
has no low resolution background due to sec
ondaries produced by distant backscattered
electrons, but secondaries can come from both
surfaces. This means that topographic informa
tion from both sides of the specimen is super
imposed on the image, making interpretation
complicated. If the specimen is thicker, but still
transmits the electrons in a spread beam, there
will be a large low resolution signal from the
back surface of the specimen. In this case, it
would be better to mount the specimen on a
solid substrate to make it nontransparent.
Current interest in the STEM is largely as a
very high resolution instrument, and it is not
yet clear what the applications to polymers
may be.
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3.2.3 Image Formation in the SEM

Both secondary electron and backscattered
electron emission depend stronglyon the surface
topography. If the beam falls on a tilted surface
or onto a peak, more of the interaction volume
is near to the surface, so more SEz and SE3 sec
ondaries will be produced as more backseat
tered electrons can escape. Figure 3.20 shows
this using simulated electron trajectories in
nylon-6 coated with 4 nm of gold [75].There is a
very high density of tracks near the tilted surface
and near the vertical edge. The effect of a nearby
edge becomes important when it is within the
radius of the interaction volume. In Fig. 3.20, the
beam voltage is 5kV, and this radius is about
500nm.

Clearly the scale of the effect will vary
strongly with beam voltage. Figure 3.18 shows
this by simulation using different voltages, and
Fig. 3.21 shows the effect experimentally, using
a silicon sample produced by microlithography
that has sharp perpendicular edges [60]. At high
SEM operating voltages there is a lot of glare
near the edges, and they are ill-defined. At
30kV the glare spreads from one edge to the
other, making the whole raised structure
brighter. As the incident beam voltage is
reduced, this effect goes away and bright lines
appear at the edges of the feature. At the same
time, the detailed surface features become
clearer; at the lowest beam voltage, thin surface
layers become prominent.

Image Formationin the Microscope

The contrast due to the raised feature drops
as the beam voltage falls. This is because at low
voltage, most of the beam-specimen interactions
are very near the surface, so that the low energy
electrons produced have a good chance of
escaping as secondaries. Tilting, or a nearby
edge, will increase this chance, as shown in Fig.
3.20. However, at high voltage nearly all these
electrons are produced deep in the sample. They
normally have no chance of escaping and being
detected, but a vertical edge allows many deep
electrons to escape as secondaries, giving a very
high contrast signal.

The behavior of the usual Everhart-Thorn
ley (E-T) detector, as usually set up, has been
described in Section 2.3.2.2 (see Fig. 2.6). Sec
ondary electrons from the specimen are all col
lected, no matter what the orientation of the
specimen surface. Backscattered electrons are
directional. In Fig. 3.21C the image comes from
E-T detector, and the detector is in the recom
mended position at the top of the image as
viewed. The low voltage image, Fig. 3.21D,
shows that while the topographic contrast is
altered, the image retains the appearance of a
shadowed view of a three dimensional object,
which makes the SEM images so easily inter
pretable. The image is clearer, but light and
dark patches on the structure are likely due to
surface contamination, not to intrinsic speci
men features.

In the SEM the brightness and contrast of
each image are routinely optimized as an ele-

tum

A B c

FiGURE 3.20. Simulatedelectron trajectories [75] for nylon-6 coated with4nm gold at 5keV: (A) 0° tilt, (B)
60°tilt, (C) edge350nm from the pointof incidence. The depth and widthof this interactionvolume isabout
1flm. A tilted surface produces more secondary emission because more of the interaction volume is near
the surface. The tendency for electrons to scatter forward allows more backscattered electrons to escape.
The trajectoriesare coded for energy, highenergy being paler.
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FIGURE 3.21. SEM images of a raised bar on silicon, tilted 45°, with the beam voltage (A) 30kY, (B) 15kY,
(C) 5kY, and (D) 1kY. The excess emission due to the edges spreads right across the bar at 30kY. At 5kY
and 1kY, there is only a narrow and a very narrow bright line near the edge of the bar. (From Reimer [60];
used with permission.)

mentary adjustment. Typically a constant back
ground signal issubtracted, and the amplification
is increased to set the minimum and maximum
signal levels to the dynamic range of the instru
ment display or storage system . This increases
the contrast of any feature and the noise . The
visibility limit of 0.05 contrast (described in
Section 3.1.4) therefore does not apply to the
original signal. If all the image structure is made
visible, a detail must have one twentieth of the
maximum image contrast. It is common prac
tice to increase the contrast of the detail of
interest even at the cost of lost information at
high or low intensity levels. In this case visibility
of a detail that has been resolved is controlled
by noise.

For a perfect detector system , the noise is due
to the random arrival of the detected particles,
usually electrons or x-ray photons. It is N I12 if
N particles arrive, so in a detector chain the
noise depends on the link where the smallest
number of particles is involved. Let this number
be fN where N is the number of electrons
striking the specimen. In x-ray imaging, the
smallest number is the number of x-rays

arnvmg at the detector, f = 10--4 or less; in
secondary electron imaging, f - 1.

Consider an image feature of intrinsic con
trast C.The signal is CfN and the noise is (fN)1I2
so the signal to noise ratio k = C(fN)1I2. The
probability p that a detail is visible through the
noise is k/(1 + k). The visibility limit is usually
taken to be an 85% probability that the detail
can be seen, so that k :2: 5. N depends on the
area of the detail, the scan rate and the beam
current. Cfl /2 depends on the detail and the
imaging mode. Take as an example a single
pixel detail in a 512 x 512 image formed at
television scan rates (25 or 30 frames S-I) with
a beam current of 100pA: N "" 140, and if
f = 1, then for k :2: 5, C:2: 0.4. This limit is unaf
fected by an increase of contrast in image
processing, as the noise is also increased. In
the x-ray case, f = 10--4 so even at C = 1, N
must be 250,000 and the minimum size of a
visible detail is about 45 x 45 pixels. This shows
that while x-ray data may be collected at video
scan rates, in practice any x-ray image is
obtained by integrating the signal over a much
longer time.
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There are two ways to reduce noise in the
image; increase the beam current or reduce the
scan rate. Neither of these may be practical. At
any resolution the beam current is limited by
the brightness of the electron source (see
Section 3.1.6) and the scan time is limited by
practical concerns including the patience of the
operator. For polymers there is also the real
possibility that radiation damage of the speci
men limits the total number of electrons that
can be allowed to strike a given specimen
area.

The effect of specimen charging in the beam
may also depend on scan rate, with slow scans
more sensitive than fast scans. In fast scanning
mode, none of the image points have much time
for the charge to leak away, so (with luck) all
are at about the same potential. The uniform
charge may subtly alter the image, but the
effects are much less than at slow scan rates. In
this case, there are large potential differences
between different points on the image that
were scanned at different times. The electric
field caused by these potential differences can
distort or destroy the image. Since a slow scan
may produce a poor image due to charging, and
a fast scan has too much noise, the answer is
to make many fast scans and sum the images.
This is very easy to do with digital image
processing.

3.2.4 Low Voltage SEM

"Low voltage" for an SEM is not a very well
defined concept. It used to mean operating with
a beam voltage below 5 kV, whereas now it
means a beam voltage of around 1kV, and new
instruments are extending this down to O.lkV.
The drive to low voltage comes from a need to
get the interaction volume down, so that all the

TABLE 3.5. Experimental crossover energies £2
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signals have high resolution, and not just the
relatively rare SE j electrons. Users of micro
scopes capable of high resolution over a wide
range of beam voltages may often find that a
low voltage in the range 0.5-3kV gives the best
image [62, 76]. The ability to image non
conducting specimens without the need for a
metal coating (or at least with an extremely thin
coating) is a very important bonus for low
voltage operation in polymer microscopy.

Instrumental limitations originally made res
olution at low voltages very poor. Two of these,
discussed in detail in Section 3.2.1, are gun
brightness and chromatic aberration. High
brightness FEGs, both cold and thermal, are
now much more reliable and consistent in their
performance, and there are new lens designs
with reduced chromatic aberration coefficient
C, Other very important practical problems
include contamination, stability, and the influ
ence of stray fields, all generally worse at low
beam voltages. General improvements in optical
column and vacuum system design have reduced
these effects.

Operation at low voltages has been described
in detail [60] and in general texts on SEM [38,
59]. For minimum charging, the beam energy
should be near to the crossover energy £2 (see
Section 3.2.2.2). This energy depends on the
sample, and Table 3.5 shows a summary of data
for many polymers from Butler et al. [61].
However, it is difficult to predict £2 for a new
material from this data.

Charging is a time-dependent phenomenon,
and this provides a simple method for finding
£2 for a particular material and tilt. Select an
area at low magnification, then switch to a
higher magnification (say five times higher) for
a few seconds, and return to the lower magnifi
cation. The more highly irradiated central area

Beam energy (keV) 0.9 1.0 1.1

Polymers

Source: Butler et ai. [61].

PS
SAN
PET

PSulfone
PBT
ABS

1.2 1.3 1.4 1.5 1.6

N-6 HIPS iPP HDPE PMMA
N-66 PC LDPE
PE-PP PE-VAc

EVOH Kraton
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that was the field of view at high magnification
will still be charged more than the rest of the
field of view. If it is brighter, then it is negatively
charged and the beam voltage is too high, above
£2. If it is darker, the beam voltage is below £2.
Repeat until £2 is found [77]. This is one of the
nine methods for determining £2 given in
Reimer's text [60].

Early applications of low voltage SEM
(LVSEM) to polymers were reviewed in 1995
[62]. Among many reports of the use of the
LVSEM on polymers, Price and McCarthy [78]
found the reduced interaction depth particu
larly valuable for imaging low-density polymer
foams. Himmelfarb and Labat [79] compared
images of polymer blends at low voltage and at
higher voltages. The contrast was greater at
higher voltages when one component of the
blend was stained with a heavy metal, but oth
erwise visibility of small regions of either phase
was better at low voltage. More recent practical
examples are described in detail in Chapters 4
and 5.

3.2.4.1 Low Voltage S£M Detectors

When the beam voltage is very low, the detector
systems have to be altered to accommodate the
change. The secondary electrons, by definition,
are emitted with the same low energy, and the
standard Everhart-Thornley set with a grid
voltage of +250V accelerates them enough to
make them excite the scintillator. This works
well at 1kV. But at very low beam voltages the
electric field not only attracts the secondaries
to the detector, and the backscattered electrons,
but it can also affect the primary beam trajec
tory and thus distort the image.

Two similar detectors, one on each side of the
sample chamber, will reduce the central field
[80, 81] but it may be better to use a semi-in
lens design with a through-lens detector (see
Fig. 3.17C). In this case the field that extracts
the secondary electrons is the same one that is
used to form the probe, so cannot disturb it.

A common detector for backscattered elec
trons at high energy is the "passive" scintillator
with a large area and large collection angle.
However, at <lOkeY, the scintillator will not
work well, as the electrons do not have enough
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energy to excite many photons. Similarly, for a
solid state diode detector to work, the electrons
must penetrate the gold coating, and to the
buried p-n junction layer. Most designs that are
efficient at 10-30 keV do not work below 2
5keV. What then does work at low voltage?
One system allows backscattered electrons to
hit a target with high secondary yield (such as
MgO) and detect the secondaries. That is, it
increases the yield of SE3 [60, 82]. If SE j and
SE2 are to be excluded from the signal, a grid
at -50V is placed around the specimen.

A channel plate electron multiplier detector
also creates low energy electrons when a back
scattered electron hits it, but the process occurs
within the plate. A voltage of a few kilovolts
across the plate accelerates electrons down the
"channels"-many fine holes in the plate. Each
time an electron strikes a wall of a channel, it
emits more secondaries, producing a cascade
[82, 83]. This is an efficient detector even at
100eV. Some through-lens systems now have
separate secondary and backscattered detec
tors at different positions in the column. They
rely on the different energies of the two classes
of electrons giving them different angular dis
tributions after passing through the lens field
[84].

X-ray microanalysis is still possible at low
beam voltages, but it may not be easy. There
are the advantages of better spatial resolution
and reduced absorption correction, as the
volume generating the x-rays is small and
near the surface. The disadvantages are that
the x-ray intensity produced is small, and
not all elements can be analyzed. In principle,
elements of higher atomic number can be
identified using L- and M-shell x-rays, but
these are much more complicated than the
simple K-shell emissions.

The surface sensitivity may be useful some
times, but it is more likely to be a problem; a
thin conducting coat may be a significant part
of the electron range, and without it the speci
men may charge up. (Operation at voltages as
low as £2 is not likely for x-ray microanalysis.)
Having a beam stationary on the sample for a
long time to integrate the weak signals is a
perfect way to produce contamination. Buildup
of contamination can stop the electrons in a low
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voltage beam before they reach the specimen
surface. Then the analysis does not relate to the
specimen at all.

3.2.5 Variable Pressure SEM

The variable pressure SEM (VPSEM) operates
with a gas pressure in the specimen chamber in
the range 10-4000Pa [85-87]. This makes it
quite a different instrument [88]. As the normal
column pressures «1 mPa) are called "high
vacuum," some authors call the VPSEM a "low
vacuum SEM." Low vacuum is a recognized
term, but unfortunately its abbreviation cannot
be distinguished from that of low voltage SEM.
An important pressure' for biological, polymer
or mineral samples that must be observed wet
and not frozen is the vapor pressure of water at
room temperature, 3.2kPa (25 torr or 0.46 psi).
Specimens can be maintained at their normal
water content in the specimen chamber when
there is this pressure of water vapor, indepen
dent of the pressure of any other gases. A
microscope that can operate at this pressure is
called an environmental SEM, or ESEM [89]
(ESEM is a trademark of FEI Inc. See Appen
dix VL). Newbury [90] points out that the pres
sure limit for observing a wet specimen can be
reduced to -700 Pa by cooling to 2°C and sug
gests calling operation at <100Pa VPSEM and
>100Pa ESEM. For imaging synthetic polymers,
the lower pressures can be just as important, as
ionization of the gas can prevent charging of
insulators at high beam voltages.

Any increase of pressure in the gun chamber
from its normal very low value will cause the
electron gun to fail after a very short time. To
protect it, the VPSEM contains some limiting
apertures that restrict the flow of gas up the
optical column from specimen to gun chamber.
In the ESEM there may be as many as four
apertures. Two are conventionally placed, sepa
rating the gun chamber from the column, and
the column from the specimen chamber (the
final aperture). Two more are placed just above
the final aperture, dividing the vacuum system
into five separate regions in all. Each of these
has its own vacuum pumping system, and the
result is a mechanically complex microscope
with a sequence of pressures that the electrons
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experience as they move from gun to specimen:
10-5,10-4, 10-2, 10 and 1000Pa.

The gas path length is the distance that the
beam travels through the highest pressure
region. It cannot be much more than the mean
free path of the primary beam electrons in
the gas or the focused probe will be lost as the
electrons are scattered by gas atoms. Either the
working distance-the separation of specimen
and final aperture-is kept small, or (for EDS
analysis) a tube can extend the high(er) vacuum
region down toward the specimen. If the beam
voltage is low or the gas pressure high, the
restriction on working distance (or the effect on
resolution) is more severe, as the electrons are
more rapidly scattered. Beam voltages are typi
cally kept at 10-20 keV. In the ESEM, the gas
path length is 2-3mm, while in the lower pres
sure VPSEM it is usually lQ-15mm.

The result of gas scattering is that part of the
beam is unaffected, forming a fine probe, and
the rest is scattered to hit the specimen over a
very wide area, 20-200)lm in diameter. For
imaging this gives a constant background,
increasing noise and reducing contrast but oth
erwise not affecting the signal. However, part
of the x-ray signal now comes from this wide
area; the resolution will be degraded and spuri
ous elements may appear in the spectrum [38,
90].

The gas in the specimen chamber has some
effect on the primary beam electrons and the
backscattered electrons, but a greater one on
the low energy secondaries, as they have a very
small mean free path. The secondaries ionize
the gas atoms as they collide with them produc
ing positive ions and more electrons. A positive
voltage on a detector will make all the electrons
drift rapidly toward it. If the attractive electric
field is sufficiently large, (-100 V/mm) , each
drifting electron will be accelerated enough to
gain the energy to cause more ionization at
its next collision with a gas atom. As each
collision can release more than one electron,
the result is an amplification of the secondary
electron current [86, 91]. Too high a field
would cause avalanche and electrical discharge
in the gas.

The detector system just described is analo
gous to a gas-filled detector used for x-rays. At
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low applied voltage it is like an ionization
chamber, and when there is amplification, like
a proportional counter. An x-ray proportional
counter has a limited response rate, of about
10kHz, but the x-ray systems are normally
operated at pressures close to atmospheric,
with local fields of up to 100MV1m that give
amplifications of several thousand times. These
conditions can produce very high concentra
tions of positive ions by the central wire. The
ions reduce the applied field, and the response
rate is limited by the need for them to diffuse
away. In the case of the VPSEM, the field is
more uniform, and the pressure and the field
are lower. All these factors tend to reduce local
ion concentrations and thus increase the
response frequency. However, it is still slower
than the E-T detector (which cannot be used as
it requires 10kV on the scintillator, high enough
to cause electrical breakdown of the gas).

The gas amplification will work best over
only a limited range of pressures. Too high a
chamber pressure makes the mean free path of
electrons very small; a high field is then needed
to accelerate them, and the high voltage
required may not be practicable. Too low a
pressure and the effect will be small because
the electrons will have few collisions as they
travel from specimen to detector. The exact
form of the signal contrast is difficult to predict
because of the complicated effects that local
topography may have on the electric field. Nev
ertheless, the images look very like those of
normal SEM secondary imaging.

At lower gas pressures, most VPSEM use a
passive scintillator as the imaging detector. This
is an efficient detector of backscattered elec
trons in the energy range used, and there are
typically more backscattered than secondary
electrons. Most VPSEM/ESEM images are
taken at low magnification where the secondary
electron resolution is that of the SEz, that is, the
same as for the backscattered electrons. The
secondary electron image will therefore be very
similar to the backscattered electron image.

Charging of the specimen is suppressed in
the VPSEM, as the space above the specimen
is full of ionized gas-charged particles of low
energy. In particular, as insulating specimens
normally charge negatively at these incident
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beam voltages, the positive gas ions are attracted
to the specimen, neutralizing it. Local small dif
ferences in potential will be stably neutralized
as the ions redistribute themselves. If condi
tions are far off, for example, if the gas pressure
is too low, so there are insufficient ions formed,
then there will be some negative charge on the
surface. Similarly, if the pressure is high, there
may be too many positive ions repelled to the
surface [92] (see Fig. 5.25 of [38]). Typically
charge balance requires a gas path length of
about lOmm at 30Pa and 2mm at 200Pa, and
these are typical operating conditions of the
VPSEM and ESEM, respectively.

It is the combination of high surrounding gas
pressure and no requirement for conductive
coating that makes these instruments uniquely
useful. Experiments that demand its use include
the dynamic observation of reactions involving
a solid and a gas or liquid, such as oxidation or
other corrosion, as well as observation of wet
specimens. However, if specimen charging is
the only problem, a low voltage SEM may be a
more practical solution.

The range of applications for the VPSEMI
ESEM is potentially very broad. Observations
range from high temperature corrosion [93]
and the melt processing of polymers [94] to wet
delicate samples [95] and dental materials [96].
Oily as well as wet specimens can be imaged
directly, and this is relevant to those involved in
oil production [97] and to those planning to use
polymeric materials to clean up oil spills [98].
Metal coating can improve the image in the
VPSEM and may be applied to samples that are
superficially dried but would still contaminate
a high-vacuum system (see Fig. 5.87, Section
5.3).

3.3 IMAGING IN THE ATOMIC
FORCE MICROSCOPE

3.3.1 Microscope Components

Figure 3.22 shows the essential elements of an
atomic force microscope (AFM). These include
a cantilever to support the tip, a system for
detecting cantilever deflection with a feedback
loop, and a scanner to control the relative
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FIGURE 3.22. The principal components of an AFM. The instrument has the scanner attached to the sample
and is operating in contact mode .

(3.17)

position of tip and specimen. The figure shows
the scanner acting on the sample, and the signal
in the feedback loop shows that the AFM is
operating in contact mode.

3.3.1.1 Cantilever Parameters

For a given static deflection of the cantilever (as
in contact mode) the applied force normal to
the surface will depend on the bending stiffness
or spring constant, k, given in units of N/m. The
spring constant for a single-beam cantilever
depends on the geometry of the lever (width,
w, length, I, and thickness, t), and the material
modulus, E.

fundamental vibrational mode , mo.Thisdepends
on k and the equivalent mass, m *.

g ~wt3
m - -

0 - m* - 4/ 3m*

Generally, a high resonance frequency is desir
able so that a number of oscillations takes
place at each image point , even during rapid
scanning.

The other cantilever property is the quality
factor , Q , a measure of cantilever damping. This
is inversely proportional to the damping factor.
It is also the ratio of the resonance frequency
(00 to the full frequency width at half maximum
of the resonance, defined in terms of energy.

k = Ewt
3

(3.16)
4/3

In contact mode AFM , k might range from
0.01 to 1.0 N/m; for intermittent contact mode
AFM (IC-AFM), often called tapping mode
AFM (TMAFM), it ranges from 3N/m to
SOON/m.

For modes like IC-AFM where the cantilever
is oscillating, there are two other properties
that are important, in addition to the spring
constant. One is the resonance frequency of the

Q=~ (3.18)
llm

In terms of amplitude, llm is the frequency
range where the amplitude is greater than 1I..J2
of the value at resonance.

Silicon is a nearly ideal elastic material, so its
intrin sic qualit y factor is very high. However,
this quality factor is only realized if the device
is operated in high vacuum, where Q may be
10,000 or more. Otherwise the damping effect
of a surrounding medium redu ces Q . In air, it is
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reduced to a few hundred. Inwater, it is reduced
much more to 1-10.

The value of Q is important. For example, as
IC-AFM operates by detecting the effect of the
surface on near-resonant oscillations, a sharp
resonance will be more changed by a small
effect. Thus a high Q makes IC-AFM more
sensitive. High Q cantilevers are more sensitive
to attractive potentials near the surface than
lower Q cantilevers. On the other hand, a high
Q oscillator keeps on "ringing" and its ampli
tude is slow to respond to changes in its envi
ronment. This limits the speed at which the
cantilever can be scanned. The Q defined by
Eq. (3.18) is not strictly a cantilever property;
it can be changed by active control of the oscil
lation [99-101]. In this case it may be increased
when operating in a liquid [102] and reduced
when operating in a vacuum, but more gener
ally, it is adjusted to optimize the image forma
tion. It may also be reduced to increase the
speed of scanning [103].

3.3.1.2 Cantilever Deflection

Deflection detection schemes have been devel
oped that use self-sensing piezoresistive canti
levers [104] or optical interferometry [105,
106]. But in nearly all practical systems canti
lever deflection is measured with an optical
lever system [107], as shown in Fig. 3.22. A
small spot of laser light is reflected from the
back of the cantilever and the reflected light is
directed to an adjustable mirror. This in turn
reflects the light onto a position-sensitive
detector, a four-quadrant photo diode, shown
schematically in Fig. 3.23.

Alignment is done with a static cantilever
well away from any surface. The system is ini
tially adjusted to maximize the total amount of
light reaching the detector. This is done by cen
tering the laser spot near the end of the canti
lever and adjusting the alignment mirror. The
laser spot is then centered on the detector by
adjusting the postion of the photo diode detec
tor vertically and horizontally. The cantilever is
angled slightly (10° to 12°) off-parallel to the
surface (see Fig. 3.22). This makes sure that
stray light reflected from the surface does not
reach the detector. In AFM operation, the
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normal deflection signal is then the output
selected for further processing.

In contact mode, the value of this output is
simply compared with a set point value. The dif
ference, or error signal, is then conditioned using
a proportional-integral-differential (PID) con
troller and sent to the Z-control.

3.3.1.3 Scanners

All scanned probe microscopes, including AFM,
need to control the relative position of probe
and specimen with extremely high precision,
and they all use scanners made from piezoelec
tric ceramic material, usually lead zirconate
titanate (PZT) to do this. Strictly speaking, it is
the inverse piezoelectric effect that is used; an
electric field is applied and the ceramic changes
shape slightly. Two types of scanners used com
mercially are shown in Fig. 3.24. The original
form was the tripod, with three independent
piezo elements providing motion in the x, y and
z directions. The most common today is the
tube scanner, a single element that extends for
z control and bends for x, y motion.

A typical tube scanner might have a sensitivity
of lOnmN and a maximum voltage of ±500V.
This would give a range of motion of lOl1m.
Voltage control to 1mV would give positional
control to lOpm, and this 1ppm precision would
need 20bit digital electronic control. Scanners
of different range and sensitivity may be

Photodiode Detector

SUM Signal: A+8+C+D
Normal Deflection: (A+8) - (C+D)
Lateral Deflection: (A+C) - (8+D)

FIGURE 3.23. Schematic of the four-quadrant detec
tor used in optical lever detection AFM.
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+1- Z

FIGURE 3.24. Two types of piezo scanners used in commercial AFMs: the tripod (left) and tube (right) .

available for a given AFM, and then changing
the scanner is equivalent operationally to chang
ing the objective lens in an optical microscope.

Most commercial systems are sold with either
tip scanning (tip attached to the scanner) or
sample scanning (sample attached to scanner;
sample cannot be too large) . To get sensitivity
in z and a wide range of motion in x, y , some
designs use a "butted" approach with two tubes;
an x, y tube glued to a separate Z tube. Other
designs split the motion control, scanning the
sample in x, y and the tip in z.

Actuating the opposed pairs of electrodes on
a tube scanner bends the tube so that a tip
attached to the end moves in a circular arc. Thus
motion in x or y involves motion in z. Ideally,
in tripod scanner, the x, y and z motions are
independent, but inaccuracy of construction or
the use of a pivot point to amplify the motion
in x and y couples the motions. Correction for
this and other scanner errors is an important
feature of AFM design, and image artifacts may
result from uncorrected non-ideal behavior
(see Section 3.3.7).

One additional piezoelectric element is the
bimorph stack used to drive the cantilever oscil
lation in dynamic AFM. The stack is made from
blocks of piezoelectric ceramic sintered with a
central electrode. A voltage on this central
electrode puts fields of opposite sign on the
two halves (if the outside is grounded). One
half expands, the other contracts, so the
bimorph bends. Stacking gives large displace
ments , which are desirable for low voltage
operation.

3.3.2 Probe-Specimen Interaction

3.3.2.1 Atomic Interaction

All atomic force microscopes operate by detect
ing, measuring or controlling the forces between
the tip and surface [108-111]. The theory of
AFM operation therefore begins with an under
standing of the interaction forces between two
solids at small distances [112]. The usual first
step is to consider the interaction between two
isolated atoms . A good approximation to the
energy of this interaction is the Lennard-Jones
potential VCr) , VCr) = Alr 12

- BII' and the force
between the atoms is:

dU
F(r) =--= 12Alr13 -6Blr7 (3.19)

dr

Potential and force are shown in Fig. 3.25.
Positive forces repel, and the first term domi
nates at short distances. The negative term is
the van der Waals force that attracts and domi
nates at relatively large distances. For an AFM
with an ideally sharp tip it might be better to
consider the interaction of an atom with a plane.
In this case, adding all the attractive forces from
the more distant atoms makes the attractive
force vary less strongly with separation, as 1Ir4

•

But for a qualitative description of the interac
tion, the exact power law of attraction is not
important. The essential form is a steep
inner repulsive force region and a much larger
region of weaker attractive force at greater
distance s.

The potential is at a minimum where the net
force is zero, and this defines where contact
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FIGURE 3.25. A Lennard-Jones potential between
two atoms and the associated force between them.
The separation regions for various AFM operating
modes are indicated.

begins. Distances smaller th an this are the
regime of contact mod e AFM, and well away
from contact is the regime of noncontact AFM
(Fig. 3.25). The IC-AFM or tapping mode spa ns
both regimes.

A real tip conta ining many atoms is mor e
complicated. "Contact" or zero ne t force for the
who le tip will involve repulsive interaction of
the atom or atomic cluster at the end of the tip
and attractive inte rac tions fro m atoms all
around this. The local repulsive forces can be
relative ly large at zero net force if the att rac tive
forces include electrostatic or capi llary forces
as well as van der Waals force s. A soft , wea k
sample could undergo significant local elastic or
plastic de formation even at zero net force.

3.3.2.2 Cantilever Effects

The other complicating factor in the AFM is
that the tip position is not under direct contro l.
Instead it is on the end of a can tilever, and if the
spring consta nt k of the cantilever is low, control
of the tip position is weak. The effect is best
tho ught of in terms of the force grad ient

dF d2U

- = - - If the canti lever base is slowly
dr d,.2 ·

moved toward the speci men from far away, the
tip approaches the surface and the force gradi
ent due to the inter act ion increases, as in Fig.
3.25. Conside r a small deflection of the can tile-
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ver dz towards the surface. The tip sepa ration
is reduced by dz, causing an increase in the
attractive force, (dF/dr)dz. At the same time
the de flection causes a restoring force kd z
pull ing the cantilever back in the other
direction .

If dF/dr > k the situa tion is unstable, as a
small inwa rd deflection causes the net attrac 
tive force to increase. Th e tip "jumps in" to
contact [113, 114]. Figure 3.26 shows the jump
in and jump-out. There is hysteresis, eve n when
the basic force interaction has no hysteresis.

The instabili ty may be controlled by using a
stiffer canti lever spring, where k is greater than
the max imum value of dF/dr. However a stiff
cantilever will lead to higher static forces in
contact mode and thus more sample damage on
soft materials. Active control of the can tileve r
can also be used to contro l the instabilit y. For
example, a magnetic coa ting on the can tilever
and a nea rby electro magnetic coil allows a
variable force to be applied. A feedback loop
can stabilize the cantilever deflection , effec 
tively giving a cantileve r with a variable spri ng
consta nt [115].

If the canti leve r base is kep t at a fixed posi
tion and the tip is forced to move toward
the sample surface, the restoring force keeps
increasing, and the important factor is now not
the force gradient but the sum of the forces .

<,~

•. •••.••..• •• • f ,

-,

FIGURE3.26. Force-separation curve, as in Fig. 3.25,
with jump-in and jump-out shown for a cantilever of
given spring constant. The dashed line is the restoring
forceforanoscillatingcantilever, rest position1'0' which
always exceedsthe attractiveforce.
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This case is relevant to an oscillating cantilever,
as in IC-AFM. Figure 3.26shows the case where
the fixed position is at a far distance, and the
restoring force always exceeds the attractive
force, even though the spring constant of the
cantilever is low. The oscillating tip does not
jump in or out of contact.

3.3.2.3 Force-Separation Curves

The primary output of the AFM is the cantile
ver deflection signal, which can be calibrated to
give the tip displacement and then the force if
the spring constant k is known. The tip position
is obtained by adding ,1z, the motion of the z
piezo (either cantilever support motion or
specimen motion), to the tip displacement. A
measurement of tip deflection as a function of
,1zwith the x,y scanning turned off can thus be
transformed into a force versus tip-sample sep
aration curve. Figure 3.27A shows the cantile
ver deflection versus ,1zplot for the simple case
of an ideally rigid specimen. As this sample is
ideally rigid, the tip cannot penetrate it and the
motion of the scanner inward must be the same
as the relative motion of tip and cantilever
support. The curve in Fig. 3.27A thus contains
its own internal calibration of deflection as dis
placement. A calibration of the spring constant
is still required to convert the displacement to
force.

The derived force versus tip separation curve
is shown in Fig. 3.27B. Why is this not the same
as the curves in Fig. 3.25 and 3.26? On the scale
used, the forces in the noncontact regime
before jump-in are very small, and since the
surface is ideally rigid, the repulsive force curve
is vertical and not merely steep. With a real
specimen, the surface forces may be large
enough to lead to deformation during the jump
in. At smaller separations, if the contact pres
sure in the repulsive regime exceeds the yield
strength of the surface, then plastic deforma
tion will occur. This is one of several possible
types of force curves. They depend on many
factors such as the nature of the interaction,
surface forces, the deformability of the surface,
and the medium between the tip and surface
(air, liquid or vacuum) [116, 117]. Force curves
can be used to study and verify fundamental
theories of contact mechanics and adhesion on
polymer surfaces [118].

3.3.3 Contact Mode AFM

The previous sections showed that for an ideally
rigid substrate, the operation and interpretation
of contact mode AFM is straightforward. The
feedback set point (see Fig. 3.22) can be chosen
to correspond to any net force that keeps the
tip in contact with the surface (see Fig. 3.27). As
long as the feedback system is sufficiently sensi-
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FIGURE 3.27. (A) Cantilever deflection versus z-piezo movement for a rigid surface. (B) The deflection signal
has been converted to force and the displacement signal has been corrected for the cantilever compliance.
The tip cannot penetrate the ideally rigid sample surface. The gray lines show the jump in and out; there is
no data in these regions.
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tive and responsive, keeping the force constant
at the set point, the z-piezo position will trace
out the sample surface topography.

For a real surface to appear rigid, the forces
on it must be small. Using a cantilever with a
small spring constant k keeps the forces small.
A deflection signal in Fig. 3.27A corresponds to
a smaller force in Fig. 3.27B when k is small.
Contact mode cantilevers have k < 1Nlm, typi
cally 0.2 N/m.

It would appear that small local forces can be
ensured by adjusting the feedback set point to
correspond to zero net force or to some point
in the attractive region with net negative force.
However, operation in the attractive region is
usually too unstable a situation. If there is a
sudden dip in the surface, the cantilever deflec
tion increases to the point where the tip jumps
out of contact before the feedback loop can
correct it, and that is the end of that scan. As
was pointed out above, zero net force can be a
combination of strong repulsive forces at the
contact point and attractive forces from the sur
rounding region.

If the surface is compliant, then the tip will
penetrate the surface to some extent. Variations
in compliance will appear as variations in
surface height, with more rigid regions appear
ing to be higher. If the surface is weak, then the
forces applied in scanning will cause permanent
deformation and damage; in the worst case the
image might have little relation to the true
specimen structure.

What magnitude of force would be needed to
cause damage to polymers? The answer depends
on the resolution of the probe. Take a very
simple model where the applied force is spread
evenly over a contact area. A force of 1nN will
give a stress of 50 MPa when applied over an
area of 5 x 1O-lx m2, a region -Znm across;
50 MPa is a reasonable value for the yield
strength of a large sample of nylon or polysty
rene. A surface region might be more mobile
and weaker, or a small region away from defects
could be much stronger than a bulk sample.
Also, damage is more likely to be due to lateral
forces than to the normal forces considered
here. In any case, it is clear that very small
forces are required for reliable atomic resolu
tion in contact mode AFM.
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3.3.3.1 Capillary and Electrostatic Forces

Most surfaces in air will have a contamination
layer on the surface. Generally this is from water
due to natural humidity and will be more pro
nounced on hydrophilic surfaces. The effect of
this layer is to impart strong capillary forces that
want to hold the tip against the surface. These
forces can be significant and set a lower limit on
the minimum force that can be achieved during
imaging. They can be minimized by environ
mental control; by imaging in dry air or nitrogen
or by imaging in water. Other contaminants may
also be present on the surface of polymer mate
rials as a result of processing (slip aids, oligo
mers, etc.) or from handling. Surface cleaning
may be advised as long as the solvents do not
alter morphology. Electrostatic forces can
often hinder contact mode AFM analysis. Most
polymers do not dissipate surface charge
readily, and charge can accumulate in handling
or when peeling apart blown film samples. The
forces are long range and can attract or repel
low spring constant cantilevers over large dis
tances-millimeters not micrometers. Antista
tic guns or a-particle emitters (P021O

) that are
commercially available and commonly used
in electron microscopy and microtomy may
reduce this effect.

3.3.3.2 Lateral Forces and Frictional
Force Microscopy

In contact mode AFM, where the normal force
is the detected signal, there can also be a large
contribution from lateral or shear forces. These
can be significant enough so as to lead to defor
mation, abrasion and wear. These are generally
not desired, however, this behavior has been
used to probe the role of chain entanglements
in polystyrene films as a function of molecular
weight [119].

In lateral or frictional force microscopy (FFM)
[120, 121], lateral deflection of the cantilever is
the signal of interest. The single-beam cantile
ver is scanned in a direction perpendicular to
its long axis to enhance the twisting motion. The
"top to bottom" signal remains under feedback
control to keep the normal force constant while
the "right to left" signal is monitored (see Fig.
3.23).
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The equivalent of the force-separation curve
in FFM is called a friction loop [121]. It shows
the lateral force and its hysteresis in a scan
along a line on the specimen, forwards and then
back again. Frictional force microscopy images
have been used to generate friction coefficient
maps of poly(methyl methacrylate)/polystyrene
(PMMA/PS) blends [122,123].Interpreting fric
tion images in terms of surface properties can
be complex. The lateral force is sensitive to
surface chemistry (adhesion) [124], orientation
[125], humidity [126], elasticity [127], and dissi
pative processes or viscoelasticity [128].Calibra
tion of the lateral deflection in terms of frictional
force isstill a challenging problem [129]. Because
the frictional force may depend on the vertical
force, this must be known. Further, there is
cross-talk between the two signals. The topo
graphic signal is a force perpendicular to the
local surface and will have a lateral component
on a slope. Frictional force acting on the canti
lever that is not perpendicular to its long axis
can also influence the topography signal [130].

3.3.3.3 Force Modulation Imaging

A natural extension of contact mode imaging is
to operate in a mode sensitive to material prop
erties, force modulation imaging [131]. The
setup for this is similar to contact mode, with
three differences:

1. A small amplitude (1-5nm), low-frequency
(5-lOkHz) modulation in vertical position is
applied to the cantilever support using a
bimorph piezo stack.

Deflect ion
Signal:

Amplitude
Signal:

Penetration:

Image Formation in the Microscope

2. The cantilever used is at least lOx stiffer than
the usual contact mode cantilever.

3. The signal used to form the image is the
amplitude of the cantilever motion at the
modulation frequency.

As the setup is with the tip in contact with the
surface and the applied modulation amplitude is
small, the total force is always repulsive and the
result is an oscillating force on the sample. The
usual feedback loop (see Fig. 3.22) that keeps
the mean deflection (or force) constant is in oper
ation, so that the sample topography is tracked
as usual during scanning. The oscillating cantile
ver displacement explores the force-displace
ment curve in a region close to the set point. As
shown in Fig.3.27A, a rigid surface does not allow
the tip to penetrate, so all the displacement
appears as a cantilever deflection. A soft region
allows the tip to penetrate, so the cantilever
deflection is reduced, as shown in Fig. 3.28.

The cantilever has to be reasonably stiff, or it
would not penetrate the sample, and if it was
too stiff, it would always penetrate. The cantile
ver and the sample are mechanically in series,
and the best sensitivity is when the two are of
similar stiffness. Stiff samples require stiff
cantilevers.

The result is an image that reflects local stiff
ness variation across a surface. The image can
be acquired at the nominal pixel resolution of
the instrument, but the stress field extends into
the material. The true resolution, controlled by
interaction volume, may not be good, especially
if the applied force is large. A very stiff cantile-

more

FIGURE 3.28. Schematic of the operation of force modulation microscopy. The dynamic response of the can
tilever-bimorph drive amplitude is monitored while the cantilever deflection is held constant. The amplitude
attenuation is related to the local surface stiffness.
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ver and a large force of 1mN was used to dis
tinguish carbon fibers in a composite, with a
resolution of about 60nm [131]. Much better
resolution has been obtained of rubbery phases
in propylene/ethylene-propylene copolymers
[132], isobutylene-based elastomer blends, and
cross-linked rubbers [133].

Phase identification is relatively easy, espe
cially when one phase is known to be much
more compliant than the other. It is more diffi
cult to obtain quantitative values for the elastic
properties of the specimen. For this, the geom
etry of the tip and the surface must be known,
and the effects of surface energy have to be
considered [114, 134].

Force modulation imaging requires careful
identification of the appropriate contact reso
nance. The frequency spectrum of the combined
piezo stack and cantilever is generally con
taminated with system resonances. It is impor
tant to identify the fundamental resonance that
will attenuate on contact with the surface. In
force modulation imaging, the tip is still sub
jected to lateral forces and this can cause
problems.

3.3.3.4 Force Volume Imaging

This mode of operation has a name that could
be confusing. There is no imaging of a volume
of the sample, only the surface is investigated.
The "volume" is of the image itself, which con
tains a deflection-distance curve (as in Fig.
3.27A) at every point [110, 116]. This gives a
three dimensional data set with values of
deflection-force when calibrated-at every
value of x, y and z. The probe is kept at the
fixed x, y position while the force curve is gen
erated, so there is generally no lateral force
problem. Each curve within the scan is set up
to trigger at a specific cantilever deflection.

The data can be processed to give many dif
ferent two dimensional images designed to
show specific features. The downside is that
data collection can be slow. Because of this,
data is typically obtained over a coarse array of
64 x 64 or 128 x 128 positions. A 64 x 64 point
array contains 4096 force curves. If each curve
takes Is to collect, the entire array will take
over an hour.
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An image can be reconstructed from the
force curve array by taking a slice through the
image volume at constant piezo distance. Mul
tiple image slices may be formed by image
reconstruction based on multivariate data (such
as a spectrum) acquired at each point in the
image (see Section 6.4). In force volume imaging
in the AFM , the multivariate data is the force
distance curve.

Each force curve has an approaching (extend
ing) and a retracting part, so it is possible to
have two different force values at each Z posi
tion of the piezo. Usually one part is selected
to form the image, the extending for stiffness
or the retracting for adhesion. Force volume
imaging has been used to generate relative
adhesive force images of low friction additives
on PET surfaces [135],phase separated domains
in block copolymers at sub 50nm resolution
[136], and particle adhesion to gelatin surfaces
[137]. Relative stiffness maps of heterogeneous
polymer composites such as filled elastomeric
antifouling coatings have been used to explain
near-surface distribution of filler [138]. For soft
materials, it has been shown that "zero" force
height images can be reconstructed from force
volume images that are more accurate than
height images obtained from contact mode or
IC-AFM [139].

3.3.4 Intermittent Contact AFM

The most useful imaging mode for polymer
characterization is intermittent contact, IC
AFM, also called tapping mode AFM [140,
141]. In IC-AFM a cantilever with stiffness
typically 5-50N/m is driven into oscillation
using a bimorph piezo driver at its base.
The drive signal is of high frequency, at or
near the resonant frequency of the cantilever,
typically 50-400 kHz. The amplitude of motion
at the base is small, typically <1nm. In air,
this slight motion is translated into a larger
motion, lo-100nm, at the end of the cantilever.
This motion is much like gripping a long
flexible stick and shaking it by small movements
of the wrist. This would not work too well if
the stick was immersed in water, because of
viscous damping of the oscillation, and this
is also true in IC-AFM. For operation in liquids,
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a cantilever with a magnetic coating at the
tip can be driven directly by applying a time
varying current to a nearby coil [142]. This
is effective even in the presence of strong
damping.

The mean tip height is a little less than the
amplitude of its oscillatory motion, so the tip
comes into brief intermittent contact with the
sample once every cycle. At 150kHz, each oscil
lation takes 6.7us. For a 1Hz line scan rate with
512 points per line, each location on the surface
experiences roughly 300 of these "taps." The
cantilever oscillation is affected by this interac
tion with the surface, and the signal for the
feedback loop in regular IC-AFM is the ampli
tude of oscillation of the cantilever (Fig. 2.9 and
Fig. 3.29). Because the cantilever is relatively
stiff, and the mean distance from tip to sample
surface is tens of nanometers, the mean static
deflection of the cantilever is negligible.

Intermittent contact AFM has three great
advantages. First of all, the cantilever has suffi
cient energy to penetrate and break out of the
fluid layer on surfaces that are imaged in air
(see Fig. 3.26) so that capillary forces are much
less important. Second, the signal is at high fre
quency so a phase-sensitive detector can reject
noise and measure small changes with great

sensitivity. Third, the lateral forces are greatly
reduced. The tip spends most of its time out of
contact and its lateral motion during each brief
period of contact is extremely small.

3.3.4.1 Modeling Cantilever Oscillation

The amplitude of the oscillation of the cantile
ver (with no influence from the specimen
surface) depends on the cantilever material, its
geometry, the damping characteristics of the
medium and the magnitude of the drive signal.
The material and geometry of the cantilever
control the resonant frequency, 0)0 (Eq. 3.17),
and the material and its surrounding medium
control the quality factor Q (Eq. 3.18).

The oscillation can be described as a driven,
damped, harmonic oscillator [101], and the
amplitude, A, and phase, <1>, are given by the
following equations, where ad is the drive ampli
tude and 0) is the frequency of oscillation:

(3.20)

(3.21)

tip

~::~ mir ror

f· ·········"'rl-+-----+l

\f drive signal

lock-in

error signa lz-signal
+1......-------1 PIDiI+-----------.......

tube scanner

FIGURE 3.29. The principal components of an IC-AFM, with the scanner attached to the sample. Compared
with the contact mode shown in Fig. 3.22, note the addition of the drive piezo at the base of the cantilever,
the detection of average amplitude by the optical detection system, and the lock-in for determination of the
phase shift.
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Note that at resonance, when drive frequency
is equal to resonant frequency (ro == roo) , the
resonant amplitude, A o' and phase, !Po,are given
by simple relations:

A" == A (roo ) == ad . Q (3.22)

(3.23)

At resonance, the amplitude increases linearly
with drive amplit ude and quality factor.

The amplitude and phase derived from Eq.
(3.20) and Eq . (3.21) are plotted in Fig. 3.30
using the following values: ad== 1nm, Q == 10 and
roo== 150 kHz. Experimental data of this type is
commonly referred to as f requency sweep data.
It is used to establish the initial conditions for
IC-AFM. When obtained with the probe well
away from the surface , it shows the resonant
frequency of the system. This is the frequency
with maximum amplitude, which coincides with
the maximum slope of the phase signal.

The correct or "true" phase, q>, given by
Eq. (3.20) is taken with reference to the driving

signal. It increases with driving frequency, from
0° well below resonance to 1800 well above
resonance . It is90° at resonance (Eq .3.23). Some
manufacturers have adopted different conven
tions for the instrument phase signal (still labeled
"phase"). It may be (180 - q>t or (q>-90)0 [143].
In the last case, the phase signal is zero at reso
nance, negative below and positive above reso
nance. This turns out to be a useful (although not
rigorous) convention . A negative phase shift
then indicates an attractive interaction and a
positive phase shift indicates a repulsive interac
tion. In some cases the signal is plotted in an
inverted manner, with lowest values at the top
of the axes. This may make some conventions
appear to be correct , but the phase signal may
then "drop" on the plot, but increase numerically
(as in Fig. 3.30) [143]. To summarize, "phase" is
often set to be zero at resonance in the AFM,
and the sign is confusing. It is best checked with
a sweep such as in Fig. 3.30.

Figure 3.30 also shows schematically the effect
of attractive and repulsive force gradient s on
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FIGURE 3.31. Frequency sweeps for a cantilever oscil
lating at 200Jim and lOOnm above a surface. The
solid lines show the resonance at 200Jim above the
surface. At lOOnm, dotted lines, the amplitude falls
by 20%, while the resonance frequency and the
phase are slightly reduced. The tip is retuned at
lOOnm above the surface by increasing the drive
voltage (dot-dashed line). Broadening of the ampli
tude peak and flattening of the phase response indi
cate a fall in Q.

158,790Hz. At 100nm above the surface the
amplitude falls by about 20%. The frequency is
shifted -10 Hz lower and the phase signal drops.
Comparing this with Fig. 3.30A shows that these
effects are due to attractive forces near the
surface.

the cantilever when it interacts with the surface.
If the force is primarily attractive, the tip is
delayed at the end of its swing, spending more
time there, and the result is a reduction in the
resonant frequency. Therefore, the response
curve to the sweep of driving frequency is
shifted to the left. Similarly, a repulsive force
will repel the tip at the end of its swing; it will
spend less time there, increasing the resonant
frequency. The curve is displaced to the right in
Fig.3.30B.

The large changes shown by the dashed lines
in Fig. 3.30 alter both the amplitude and the
phase of the oscillation. The amplitude is
reduced in both cases, while the phase change
is of opposite sign. If the change in resonant
frequency was very small, the effect would be
controlled by the slope of the frequency sweep
curve. Thus if the driving frequency is set exactly
at the resonant frequency, the phase signal has
a maximum sensitivity, but the amplitude is not
sensitive at all. Amplitude sensitivity is obtained
when the driving frequency is off-resonance.

3.3.4.2 Real Cantilever Oscillation

As the oscillating tip approaches the surface, it
is affected by long range forces well before it
comes into the range of intermittent contact.
Within lO)lm of the surface, it is subjected to
squeeze film damping. Motion of air near the
surface is restricted and there is compression
at each down-stroke of the lever. Restricted
motion means more effective damping, and the
effect is to reduce the Q of the system, broad
ening the resonance peak.

In the range l um to 100nm of the surface,
the tip is subjected to electrostatic forces that
can be either repulsive or attractive depending
on the surface. Within 100nm, the tip will expe
rience capillary attractive forces. When operat
ing in air, this is due to surface water. Although
this is not the problem that it is in contact mode
(see Section 3.3.3), these forces do affect the
cantilever oscillation. Figure 3.31 shows the
amplitude and phase signal (as [90 - q>]O) in a
frequency sweep of a cantilever far from the
surface, and then near to but not contacting
the surface. Far from the surface, 200)lm above
it, Q is 640 and the resonant frequency is
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To control imaging conditions, it isgood prac
tice to tune the cantilever properties with the
tip oscillating near the surface but not in inter
mittent contact. In early practice the cantilever
was tuned slightly below resonance with the tip
oscillating well above the surface. This was to
anticipate a small shift in the peak resonance
due to near-surface adhesive interactions as
shown in Fig. 3.31.

Most commercial systems now permit the
cantilever to be "retuned" while it is near the
surface to establish the starting point condi
tions more precisely. The dot-dash line in Fig.
3.31shows the effect of such retuning. The oscil
lation has been returned to the desired ampli
tude by slightly increasing the drive voltage on
the piezo bimorph. The curve has been shifted
on the plot to bring the resonant frequency
back to the same point. This makes it clear that
the resulting peak is broadened; the new Q
value is 530.

During this retuning near the surface the
vibration is still free of contact. From here the

conditions for intermittent contact can be
determined. A useful way to do this is by mea
suring amplitude and phase of the oscillation as
the z-piezo distance is varied , extending the
sample toward the tip and then retracting it
away again. This curve is analogous to the
deflection versus distance curve shown in Fig.
3.27 for contact mode operation. An example
for a silicon tip and mica surface in air is shown
in Fig. 3.32.

Figure 3.32 shows that the phase suddenly
changes sign as the surface interaction changes
from net adhesion in region 2 to net repulsion
in region 3 (see Section 3.3.4.4). The amplitude
of oscillation is attenuated further as the tip
sample distance is reduced until a situation of
quasi-cont act occurs (region 4). Now the tip
spends more time in contact during each cycle
than out of contact. Finally, the tip vibration is
completely stopped with no detectable oscilla
tion (region 5). The tip is always in contact with
the surface and the situation is close to that of
force modulation imaging (see Section 3.3.3.3).
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Beyond this point the cantilever will have an
increasing static deflection. As the cantilever is
stiff, this will likely result in damage to the
surface.

3.3.4.3 Imaging Conditions in IC-AFM

For imaging in IC-AFM (see Fig. 3.29), the
amplitude of cantilever oscillation is used for
feedback control, and the set point, Asp. is less
than the free oscillation amplitude, A o• This
mode of operation is also referred to as ampli
tude modulation (AM) AFM. A convenient
way to standardize the description of tapping
conditions for both stiff and compliant materi
als is to use A o,Asp,and Asp/Ao[108].This ratio
is called the set-point ratio rsp-

A o and Asp can be given either in terms of the
voltage applied to the piezo stack used to drive
the cantilever or as the real amplitude, the dis
tance that the tip moves. Using real amplitude
requires calibration, but it gives a better descrip
tion of the imaging conditions. Different canti
levers and systems willhave different amplitudes
from the same drive voltage . Cantilevers with
the same nominal spring constant will have
some variation due to manufacturing toler
ances. Any lack of rigidity in the mounting,

Image Formation in the Microscope

giving some compliant contamination in the
mechanical loop between the drive piezo and
cantilever base, will also lead to a low ampli
tude response. Reporting A o and rsp as well as
the nominal characteristics of the cantilever are
recommended for a full description of imaging
conditions.

A simple description of the operating condi
tion used in IC-AFM mode would say that A o

is high, medium , or low, and rsp is high, medium
or low. This would mean an amplitude of
>lS0nm, SO-lS0nm or <SOnm. In terms of the
actual control parameter, drive voltage, this
depends on the specific system used. In Figs.
3.31 to 3.33, the ranges would be >3V, 1-3 V and
<1V. A high value of set-point ratio would be
rsp> 0.8, meaning a light tap that may be largely
within the region of net attractive forces (regime
2; see Fig. 3.32). A medium value is 0.2 > rsp <
0.8, regime 3 of Fig. 3.32. A low value, rsp < 0.2,
corresponds with hard taps , moving into regime
4 of Fig. 3.32.

The imaging signal in IC-AFM may be the
z-piezo position, or for phase imaging, the phase
of the oscillation. In a heterogeneous sample
the tip-surface interactions will generally be
different for different components. This will
alter the height at which a given set-point

o
Data type Height
Z range 100.0 nM

1.00 11M 0
Data type
Z range

Phase
180.0 2

1.00 ~IM

FIGURE 3.33. IC-AFM images of the free surface of a PMMA film containing 100nm PEA latex particles.
The height mode is on the left and the phase image is on the right. Free amplitude, A o=38nm, A sp=30nm,
at a set-point ratio of 0.80.
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FIGURE 3.34. Amplitude and phase z-sweep data for the PMMA and crosslinked PBA domains imaged in
Fig. 3.33. As before, the free amplitude. A, = 38nm. The imaging set point for Fig. 3.33, A sp = 30nm, is marked
on the curves.

amplitude is obtained and will alter the phase
at that set point. Compare mica in Fig. 3.32 with
the two different polymers in Fig. 3.34. The
phase response can be very sensitive to changes
in the interaction and is not mixed with the
topographical signal (except for large local
slopes).This iswhy it isa very successful method
for the imaging of polymer systems. The z-piezo
response will contain both the surface topogra
phy and differences in composition.

Consider the height and phase images of
a PMMA film containing well dispersed
100 nm crosslinked poly(but yl acrylate) (PBA)
latex particles (see Fig. 3.33). The images are
of the film's free surface. Both images show
a light matrix with dark regions in the same
locations. In the height image, dark regions
correspond to depressions. The height image
also has slower variations in intensity in the
matri x which are absent in the phase image;
these are topographic features of the free
film surface.

Amplitude and phase z-sweep data obt ained
for the matrix and particle domains is shown in
Fig. 3.34. These used the same free amplitude
as the images, and the set-point amplitude used
to form the images is marked on the figure. At
the set point the amplitude attenuation is about
10nm greater for the crosslinked PBA domain,
and the phase has followed an attractive path
with a -20° phase shift. The PMMA matrix,
however, has repulsive phase shift of about
+25°.The softer PBA domains have a net attrac
tive interaction to the tip, and the PMMA
matrix is repulsive to the tip. Note that the z
sweep data would predict lower phase contrast
at much lighter tapping (higher rsp) , even
approaching no phase contrast.

The high contrast afforded by intermittent
contact imaging for multicomponent polymer
blends has enabled AFM to become a leading
tool for morphology characterization, comple
menting TEM in many cases, but without the
requirement of staining [141 , 144-146].
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3.3.4.4 Modeling IC-AFM

Interpretation of IC-AFM images is compli
cated by the fact that the tip-sample force is a
nonlinear function of tip-sample separation.
The tip-surface interactions in IC-AFM have
been modeled extensively and have been
recently reviewed [109, 143]. Two important
conclusions have come from the modeling.
First, the nonlinear interaction of the dynamic
tip with the surface can lead to two stable oscil
lation states: one that follows a net attractive
path and the other that follows a net repulsive
path [147, 148]. A hint of this is seen in the
phase versus frequency plot (see Fig. 3.32)
where the cantilever initially oscillates along
an adhesive path and then abruptly transitions
to the repulsive path. Simulated amplitude and
phase (z-sweep) curves can reproduce those
determined experimentally. These have been
interpreted in terms of force based interaction
models that include the effect of capillary
forces and adhesive forces when they are
known or can be estimated. The transition
between the bistable states depends on a
number of factors including the cantilever Q,
A o, and rsp, and the drive frequency as well as
the surface properties [149]. In general high Q
cantilevers or small Ao favor the net attractive
path.

The second outcome of the modeling is
interpretation of the tip-sample contact in
terms of energy balance. The sine of the
phase shift is related to energy dissipation or
power lost in the tip-sample contact [150]. Dis
sipation images can be obtained by suitable
instrument configuration to output a signal
proportional to sine of the phase [151].
The effect of tip penetration and reduced tip
sample energy dissipation for elastomeric
surfaces has also been experimentally deter
mined for some systems [152]. Typical energy
dissipation per tap is on the order of tens
of eV. Typical bond strengths are on the
order of a few eV and the contact area, tens
of nanometers squared, contains many
bonds. Therefore the tap is unlikely to
disrupt bonding, and IC-AFM is generally
nondestructive.

Image Formation in the Microscope

3.3.5 Noncontact AFM

Noncontact (NC) AFM for the study of polymer
surfaces falls into two categories. In the first
case, noncontact mode is used at low amplitude
for high-resolution scanning of surfaces. Typi
cally this experiment is carried out in high
vacuum or UHV environments. In UHV the
cantilever has a high Q (>10,000) so it is more
sensitive to weak attractive force gradients. The
vibration amplitude is controlled to be a few
nanometers or less, and a relatively stiff (-20NI
m) cantilever is used. Amplitude as a set-point
signal for feedback control does not work well in
this case, because the high Q makes for a slow
response. Instead a frequency modulated (FM)
detection system is used. Here the cantilever is
allowed to oscillate at resonance and the change
of resonant frequency due to the surface interac
tion ismeasured. The piezo distance iscontrolled
to keep a constant frequency shift, and a sepa
rate feedback loop keeps the amplitude con
stant. This system can respond much more
quickly to changes in force gradients.

This technique was first described in 1991
[153] and has since been reviewed [143, 154]. It
has been used to give molecular resolution
images of electrically conductive polymers [155]
and PS-b-PMMA block copolymers [156]
in UHV. Because the technique is truly non
contact, it does not have the complexity of dual
interaction paths (either repulsive or attractive)
that are inherent to amplitude modulation IC
AFM. This makes the technique suitable for
the study of metal-polymer bonding under con
trolled ambient conditions [157].

The second application of noncontact AFM
is in near-field detection of force gradients at
5-50nm above the surface. This is the approach
used in electric force microscopy (EFM) [158]
and magnetic force microscopy (MFM) [159].

Usually in these modes the topography of the
sample is first determined using IC-AFM. This
topography is stored in memory and a second
noncontact scan of the same area is made, using
the stored height information to make the
probe stay a fixed distance above the sample (a
lift height of typically 5-50nm). Feedback is
disabled for this second scan and the direct
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amplitude or frequency shift of the cantilever
due to near field force gradients is measured
(Fig. 3.35). This second scan gives the EFM or
MFM information.

This approach ensures the separation of
topography from the effects of electric or mag
netic fields. In EFM the field is generated using
a bias voltage between a conductive tip and the
sample surface. In MFM the static magnetic
field of the sample interacts with a tip coated
or fabricated with ferromagnetic material. The
MFM is commonly used to evaluate magnetic
bit integrity in magnetic recording tapes and
drives. The EFM has been used to detect per
colation thresholds of carbon black in polymer
composites [160] and to image microphase
domains in heterogeneous polymer blends
based on dielectric constant [161].

Another interesting application of NC-AFM
is in the detection of thermal events such as
melting and glass transition temperature in
polymers on heating. The technique uses FM
detection with the tip fixed above the surface
as the polymer temperature is ramped under
neath [162]. The mechanism behind this tech
nique is not well understood.

A Experiment
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3.3.6 Practical Considerations for
AFM Imaging

3.3.6.1 Feedback Loops

Feedback loops in AFM use proportional
integral-differential (PID) gain controls to con
dition the feedback signal. This type of control
minimizes response time and overshoot when
correctly set. The correct settings depend on the
sensitivity and response of the system and so are
not the same for the various imaging modes dis
cussed. For instance, the proportional gain for
NC mode may be a factor of 10 times that for IC
operation. When adjusting the gain controls it is
useful to monitor the line-by-line traces in oscil
loscope mode. Proportional gain is increased
until ringing (overshoot) is seen in the signal.
The gain should then be reduced for imaging.

3.3.6.2 Scan Speed

Generally, contact mode imaging can be
obtained at higher scan speed than IC-AFM
mode. For the probe to track the surface topog
raphy in a reliable manner, its absolute speed
over the surface cannot be too large. Therefore,

2nd pass: feedback off (NC)

1st pass: feedback on (IC)

0 =electric or magnetic domains

B Output

topography signal (1st) phase or frequency signal (2nd)

FIGURE 3.35. Dual pass technique used to collect signals due to force gradients 5-50nm above the
surface (A). The resulting output signal traces are shown in (B). Note that the phase or frequency may
have a direction owing to the sign of the interaction (e.g., whether positive or negative bias is used
in EFM).
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scanning larger areas requires longer scan times.
Collecting images with aspect ratios of 1 :2 or
1:4 can save time when optimizing imaging
parameters, so most instruments allow for non
square images. However, Fourier analysis will
require collection of square pixel arrays. Higher
speed scanning instruments are discussed in
Section 6.3.3.

3.3.6.3 Resolution

Good pixel resolution is required for image
analysis. There must be sufficient pixels in a
feature for it to be recognized as a feature
instead of noise. If a particle size distribution is
broad, then a single image may not be able to
sample both small and large particles. This may
require combining images of various size scales.
Larger image formats with more pixels can
reduce this problem, and scanning probe micro
scope (SPM) vendors are beginning to offer
images at up to 5k x 5k pixels. Collecting images
of this density will require long scan times. This
will place extra demands on microscope stabil
ity over the long image acquisition. The advan
tage of having good statistics from a single
image can outweigh the difficulties.

3.3.6.4 Presentation

Atomic force microscopy presents a challenge
in data reporting. The topographic signal con
tains actual height information, and it is now
common to record more than one channel of
information. The three dimensional nature of
the images means that they can be rendered in
a variety of ways, height as intensity in a top
view (see Fig. 3.33A) or in perspective view,
with height encoded in pseudocolor and ren
dered with shading to enhance the appearance
of features. The second channel, phase for
example, can be shown in a separate frame (see
Fig. 3.33B) or superimposed by color-coding on
a topographic image. Compare this with the
SEM, where the topographic image cannot be
directly rendered as a height, and only low
resolution elemental analysis information is
regularly used as multichannel information.
The information content in AFM is especially
rich, but the layout and rendering required to
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demonstrate this in a specific image can take a
lot of time and make comparison with different
images from different sources more difficult.

3.3.7 Artifacts in SPM Imaging

All microscopes are subject to artifacts and
scanning probe microscopy is no exception. It
could be said that artifacts are more easily seen
in SPM than when using other types of micro
scope. This is because it is usually possible to
obtain some sort of image in SPM, even if it is
incorrectly set up, while the TEM would show
only a blur. Recognizing and perhaps removing
artifacts is an important part of obtaining and
interpreting images. Artifacts in SPM can arise
from many sources [163]. These include:

• scanner motion
• tip geometry
• control electronics (e.g., improper feedback

gains)
• noise (mechanical, acoustic, or electronic)
• drift (thermal or mechanical)
• signal detection (e.g., laser spillover in optical

lever schemes [164])
• improper use of image processing (real time

or postprocessed)
• sample preparation
• sample environment (e.g., humidity)
• tip-surface interaction (e.g., excessive elec

trostatic, adhesive, shear or compressive
forces).

The most common artifacts are those that are
related to scanner motion and tip geometry
[165,166].

3.3.7.1 Scanner Motion Artifacts

Scanning probe microscopes use piezoceramic
elements to control the motion of the probe or
sample on the nanometer scale (see Section
3.3.1.3). In scanned tip systems the cantilever/
probe is attached to the scanning element. In
scanned sample systems the sample is attached
to the scanning element. Scanner-related arti
facts arise from two sources:

1. Non-ideal behavior of the piezo elements in
their response to applied voltage. There are
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three common forms: nonlinearity, hysteresis,
and creep [166-169].

2. Non-ideal motion of the scanner due to cou
pling of motion between the axes.

The sensitivity of a piezo scanning element is
typically expressed in nm/V and is usually cali
brated at the center of its range of motion. Non
linearity means that the sensitivity changes as
a function of applied voltage. Because linear
ramp voltages are used in x and y to drive the
probe over the sample, the effect is of a chang
ing magnification over the field of view. This
could easily go unnoticed on an irregular
polymer specimen or a specimen whose fea
tures are not well known. The error becomes
obvious when using a calibration or test sample
that has a periodic structure. The features will
appear unevenly spaced and linear features
may appear curved. For open loop correction,
there are conditioning algorithms (software)
that adjust the applied voltage to linearize the
response. This is usually accomplished during
instrument calibration with suitable pitch and
height standards. Systems with closed loop cor
rection will achieve this in real time using
feedback from an independent position sensing
system (hardware).

If displacement versus an alternating voltage
is plotted for a scanner with hysteresis, the
result will be a loop. That is, the response of the
scanner is different when the voltage is increas
ing and when it is decreasing. It can also depend
on the rate of change of voltage. This hysteresis
causes a variation in the lateral spacing of fea
tures that depends on the direction of scanning
(either trace or retrace) or on the rate of scan
ning. In systems with a dual-channel oscillo
scope, it is often useful to monitor the overlap
of the trace and retrace signals to determine if
hysteresis is present. Hysteresis in the z-piezo
element would give rise to errors in measured
step heights, particularly of large features where
large voltage changes are necessary [169].

The response of a piezo to a large step change
in voltage is not a step change in position. Most
of the motion occurs very quickly, but then
there is a slow continuing motion, called creep.
This means that after a rapid change, the tip
position will not be stable until the creep is
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complete. These changes may be due to moving
up or down a large step and are particularly
noticeable after zooming or offsetting to a new
scan area. Systems without any closed loop cor
rection to motion will usually need a few scans
to "settle" the creep.

In tripod or tube scanners the Z motion is
coupled to x and y motion. Artifacts due to
coupled motions include bowing and Abbe
offset errors. Bowing results when the scanner
moves in a circular arc when scanning in x and
y. If a flat sample is being scanned, it extends
further in the Z direction at the edges of the
scan, and appears to be dished. If the tip is being
scanned in an arc over a stationary sample, the
sample appears to bulge at the center. This
error is predictable from the scanner geometry
and can be corrected by plane fitting in real
time or during post-processing.

The Abbe offset error is common to all
metrology and arises when the motion and mea
surement axes are not collinear. If the sample is
mounted on a tube scanner, as in Fig. 3.22, the
sample height variation extends the total lever
arm that includes the sample and scanner. A
change in sample thickness changes the scanner
length and causes a systematic error in the mag
nification [47,170].Considering the tube scanner
as rigid and pivoting about its base, the scan area
will be increased by the ratio of the sample
thickness to tube length. The magnitude of this
error can be quite large. For example, a tube
scanner 25mm long with a sample 5mm thick
would scan an area 20% larger than the end of
the tube alone for the same arc. In real tube
scanners the motion is better described as
bending and is analytically more complex [171].
In polymer SPM, it is not uncommon to examine
thin films or pieces of molded plaques or small
microtome-compatible sample holders that will
be of variable heights. For scanned sample
systems multiple calibrations might be required
to accommodate these situations, but for scanned
tip systems this is not an issue.

3.3.7.2 Artifacts Due to Probe Geometry

Any finite-sized probe must cause an apparent
increase in size of small protruding objects and
an associated apparent reduction in size of pits.



116

Since all probe tips are finite, such artifacts are
very common! If the surface features are all
small or have a small slope, then only the very
tip of the probe is important, whereas an abrupt
step might interact with the probe well away
from the tip.

The shape of the probe and its tip is vital for
detailed interpretation of AFM or scanning tun
neling microscope (STM) images. The nominal
characteristics of commercially available tips
make a good starting point [172]. Important
characteristics of the tip include the opening
half-angle, the aspect ratio, and tip radius. The
overall shape (e.g., conical, pyramidal or para
bolic) and the material of construction are
important for such applications as nanoindenta
tion where an accurate description of the probe
shape is required. Detailed descriptions of ana
lytical approximations to probe geometries can
be found in the relevant ASTM standard [165].

All tip-related artifacts come from the non
linear geometric mixing of the tip shape and
surface shape. The closest or proximal point
determines the tip height and this is not always
the end of the tip. It can be the shank or even
the cantilever itself. One of the first widely rec
ognized artifacts in SPM imaging is the broad
ening that occurs when scanning features whose
radii of curvature are smaller than that of the
tip [173]. This is noted for scanning macromol
ecules like DNA on fiat substrates [174]. Con
sider the simple case of a spherical tip with
radius R, scanning across a small fibril with a
circular cross-section of radius R, (Fig. 3.36).
The measured width of the fibril will be broad
ened. For the spherical assumptions the mea
sured width of the fibril will be 4(Rt x Rs)1I2
[175]. The height will be measured accurately
assuming no deformation. This describes the
special case of a spherical tip and spherical
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surface feature. References to more general
descriptions can be found elsewhere [176].This
is an important consideration in trying to
measure the width of lamellar structures in
semicrystalline polymers, block size in phase
separated block copolymers, or even individual
macromolecules deposited onto flat substrates.

Geometric mixing is clearly demonstrated
when scanning undercut features such as large
fibrils or steep-walled structures such as in
patterned polymer thin films. In Fig. 3.37, the
resulting image includes contributions from the
feature but also the tip. The artificial sidewall on
the left and right hand side of the large feature
is a result of the edge of the feature scanning a
partial profile of the tip (and masking the smaller
feature underneath).

Mixing leads to a reduction in feature size
when scanning nanoscale porous structures,
nanoscale cracks and pits, or features that have
downward excursions from the mean surface
plane. Here the tip may not be able to fully
penetrate into the feature before the tip con
tacts the other side. This can lead to images
where the true feature size is reduced and/or
situations where the bottom of the features is
never contacted by the tip. Many examples of
these cases can be found in [165].

Other geometrical considerations include axial
symmetry of the tips and the angular tilt of the tip
in the microscope. Tips with conical profiles have
axial symmetry and present the same opening
angle of the tip to the sample regardless of scan
direction. This is not the case with tips that lack
this symmetry such as faceted, pyramidal tips
where the opening angle may be the half the
angle between opposite faces, or half the angle
between opposite edges. Another subtle but
important consideration is the angle the tip
makes relative to the surface. In most commer-

•

FIGURE 3.36. Broadening that occurs in the case of a spherical tip scanning a spherical object.
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FIGURE 3.37. Regions of surface inaccessibility result
from geometric mixing of tip shape and surface
features.

cial SPM systems that use optical lever detection
the tip is tilted off axis by 10° to 12°.This means
that in one direction the actual opening angle will
be increased by the tilt angle; in the other scan
direction it will be reduced by this amount.

It is important to consider the role that geo
metric mixing may play when analyzing topo
graphic images. It is possible that images may
contain regions where the dimensions of struc
tures of the true surface are not accurately rep
resented or features may be missing [176-178].
The mathematical formalism that is used to
describe the image formation is the process of
morphological dilation. A common mistake is
to describe this mixing as a convolution but this
is not correct. A convolution implies that the
real surface can be deconvolved from the image.
Figure 3.37 shows that a particle near to a step
does not affect the path of a conical probe tip.
Because it has no effect, such a feature can
never be recovered from the image by decon
volution or any other method.

Fortunately, there are mathematical
approaches that can be used to recover a better
estimate of the real surface profile and indicate
which regions are subject to some uncertainty. In
general these approaches use tip-shape recon
struction. Many researchers have suggested that
using the tip broadening may provide informa
tion about the tip shape when scanning small
objects of known, regular cross-sectional shapes
(called "characterizers") such as gold colloids
[179,180], latex spheres [181], starburst polymers
[182], and rod-shaped biomolecules [174]. This
approach can be used to estimate the tip radius
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assuming spherical or parabolic profiles. Broader
application of this method can include character
izers of any known shape or mixtures of charac
terizers designed to sample different regions of
the tip. The process of reconstructing the tip
shape is a mathematical erosion of the character
izer shape from the image of the characterizer,
and the process produces an outer bound esti
mate of the tip shape [183].

More general approaches use the procedure
of blind reconstruction [183-186]. Here the
initial shape of the characterizer is not known
in any great detail other than that the surface
features will contact the tip. From the image
and an initial guess of the tip shape, the tip is
reconstructed by thresholding features in the
image that sample various portions of the tip
until a consistent tip shape is determined. This
is an iterative process, and the resulting outer
bound shape must be able to produce all fea
tures in the starting image. Characterizers of
different sizes may be used in this approach
some that sample the apex only and larger ones
that sample the tip shaft-and the resulting
outer bound shape can be knitted together
[187-189]. In either case, the outer bound recon
struction of the tip shape can be used to process
an image using mathematical erosion to obtain
an improved estimate of the real surface. In
principle, it is possible to indicate which regions
of the surface are completely restored and
which may be subject to some uncertainty due
to inaccessibility [186, 187].

3.3.7.3 Tip Defects, Wear, and Contamination

Real tips are not generally ideal in shape and
may also contain defects as a result of the manu
facturing process [190]. Tips can become worn
in use or become contaminated by picking up
debris during scanning. In both cases the local
geometry of the tip is changed and so geometric
mixing of a new or varying shape can occur. This
can be a problem when trying to use a rigid
characterizer for reconstruction of a tip that was
used to scan soft materials like polymers [191].
A fairly common defect that occurs with tips is
development of a double or multiple tips. Here
multiple points of contact, usually from asperi
ties in close physical proximity to the apex, can
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occur simultaneously and lead to "ghosting" of
features in images. These may result from tip
wear or contamination and can therefore occur
during scanning. Good experimental practice
dictates recording images on the same sample
with different tips to verify that a consistent mor
phology can be obtained. When scanning hard
materials such as metal oxides,metals and ceram
ics, tip wear can be anticipated especially if the
tip modulus is much lower than that of the mate
rials being scanned. If intermittent contact mode
is used on such surfaces, then conditions favoring
low contact forces should be used (lower ampli
tude and higher set-point ratios). Many filled
polymer systems contain relatively hard fillers
(clay, talc, silica, and carbon) that can lead to tip
wear, but for polymer systems, tip contamination
is generally the greater concern. Low modulus,
rubbery polymers or impact modifier phases
(either with Tg well below room temperature)
can be adherent to the tip surface material (gen
erallysilicondioxide). The high contact frequency
imparted by intermittent contact helps to miti
gate some of the softness problems with poly
mers as they effectively behave as though they
are stiffer at high frequency [152, 192]. Nie has
suggested the use of biaxially oriented polypro
pylene (BOPP) as a suitable sample to test for
contamination in IC-AFM [193].

3.4 SPECIMEN DAMAGE IN
THE MICROSCOPE

As was remarked in Section 2.6, the best way to
avoid radiation effects is to avoid irradiating sen
sitivespecimens, either by using light microscopy
or AFM or making the specimens insensitive, for
example by staining. This section is for those
times when irradiation is unavoidable. Some
photosensitive polymers are affected by allvisible
light, so that optical microscopy is not possible
without chemically changing the specimen.
Others are sensitive only to blue light, so the use
of "safelight" colors permits optical observation
without damage. However, these problems are
confined to lithographic materials. The major
concern here is with the effect of radiation on
polymers in the electron microscope, for a high
energy electron beam alters all organic materials
to some extent. Electron micrographs of poly-
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mers cannot be interpreted accurately without
considering the possibility that radiation damage
has changed the image in some way.

3.4.1 Effect of Radiation on Polymers

Hughes [194] is a basic introduction to radiation
chemistry, and the radiation chemistry of poly
mers is described in detail in several texts [195
199]. There are reviews of radiation damage of
organic materials in the TEM [200-202]; reviews
of polymer microscopy also deal with the subject
[203, 204]. More recent summaries concentrate
on biological or inorganic materials.

The electrons in the beam of the TEM or
SEM interact with electrons in the specimen.
They typically transfer tens of electronvolts of
energy to an electron at the site of the interac
tion. X-rays or y-rays act in much the same way,
locally depositing enough energy to break many
chemical bonds. High energy electrons can also
interact with atomic nuclei in the sample, knock
ing them out of position. This is not an important
damage mechanism in organic materials.

The energy transferred is enough to have
several outer electrons leave their atoms. Bonds
are broken, and free radicals form [195] with a
high concentration of reactive species in a small
volume.Most of these willrecombine veryrapidly,
re-forming the original local chemical structure
and dissipating the absorbed energy as heat. But
some will form new structures, changing the
chemistry. If the material is initially crystalline,
defects form as the molecules change shape and
eventually it must become amorphous.

When organic molecules are irradiated, spe
cific bonds or types of bonds are likely to be
disrupted. These are not always the least stable
energetically; for example, in n-paraffins, the
C-H bonds break much more often than the
C-C bonds. Table 3.6 indicates which bonds
break in typical polymers, with approximate G
values for the specific products of the reaction.
G(P) is the number of units of the product P
formed for every 100eV of radiation absorbed
by the specimen. It depends on the target, its
physical state, and its temperature. It may also
depend on the type of radiation and the dose
rate. If radiation breaks a bond in a polymer
that is part of the main chain, it will undergo
degradation or scission at a rate G(S) to pro-
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TABLE 3.6. Radiation yield of various reactions and products for common polymers in terms of G value. A G
value of 1 means that one such reaction occurs or one product is formed when lOOeV of radiation is absorbed

G values

Products

Polymer Formula unit Scission Crosslinking Hydrogen Other

C-C main chain hydrocarbons

Polyethylene -CH,-CH,- 0.2 1.0 3.7

Polypropylene -CH2-CH(CH,)- 0.2 0.16 2.8

Polyisobutylene -CH,-C(CH,),- 4.0 2.1 2 CH4

Other side groups
PMMA -CH,-C(CH3) - 3.5 2.5 Ester

-(COaCH,) group

Polystyrene -CH2-CH(C6H5) - 0.01 0.03 0.03

Poly(vinyl chloride) -CH,-CHCI- 0.1 13 HCI

PTFE -CF,-CF,- 0.3

Other main chains

Polyoxymethylene -CH,-O- 11 6 1.7

PDMS -O-Si(CH,),- 3 3 3 CH4

Polybutadiene -CH,-CH=CH-CH,- 4.0 -12 C=C

PMMA, poly(methyl methacrylate); PTFE, polytetrafluoroethylene; PDMS, poly(dimethyl siloxane).

ducts of lower molecular weight. If the bond
that breaks is part of a side group of the
polymer, a small fragment will be lost. This
free valence may bond to another chain, so the
two chains become joined by cross/inking at a
rate G(X). The product has a higher molecular
weight than the starting material.

Aromatic compounds are much less sensitive
to radiation than aliphatic ones. A phenyl group
in a compound can reduce the sensitivity of
other chemical groups over 1nm away [205], so
even a few aromatic groups can make a material
more radiation resistant. The presence of small
amounts of oxygen can also have a large effect
on the radio lytic yields, due to the formation of
peroxides. In cryomicroscopy, water can be a
significant source of oxygen.

G values generally rise at high temperature,
are lower in the solid than the liquid state, and
are lower still if the solid is crystalline. Consider
the constraining effect of the surrounding mol
ecules. In a crystal all the surroundings are
fixed, and the excited atoms are held close to
their original positions. They are therefore
likely to re-form the original chemical structure,
and the yield of changes will be lower. At high

temperature the atoms are more separated and
less likely to re-form bonds as before. This
behavior is called the "cage effect," as the sur
roundings act as a cage for the excited species.
The opposite effect can also occur. For example,
a fully substituted carbon atom is likely to break
one of its C-C bonds on irradiation. The other
substituent groups get in the way of excited
species and limit recombination.

Polymers are generally divided into two main
groups, those that crosslink and those that
degrade, for although many polymers do both,
one of these processes generally dominates. For
example, polyethers will degrade because the
C-O-C linkage is easily broken by irradiation.
The specimen in the electron microscope
receives very large doses of radiation, so that
degradation does not stop with a polymer of
reduced molecular weight. It continues until
the fragments are small enough to evaporate
and leave the specimen. In an extreme case
there will be a loss of all the material irradiated
in a thin specimen, leaving a hole.

Continued crosslinking in the other group of
polymers produces an infusible, insoluble,
brittle solid of high carbon content. When both
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Melting or Degradation Temperature (K)

FIGURE 3.38. Plot of end-point dose (a measure of
radiation stability) versus melting or degradation
temperature (a measure of thermal stability).
(Adapted from Martin et al. [47], © (2005) Wiley
Interscience; used with permission.)

processes occur, there will be significant loss of
mass, and the residue will be this crosslinked
char. There may be some residue even from
a sample supposed to degrade completely,
because it changes chemically so much during
irradiation. More generally, the results of radia
tion chemistry experiments at low doses, such
as G values, cannot always be applied to elec
tron microscopy. The most reliable predictor of
stability in the electron beam for polymers is
simply the melting point or degradation tem
perature as shown in Fig. 3.38 [47].

3.4.2 Radiation Doses and
Specimen Heating

Radiation effects depend primarily on the
energy absorbed. The gray (Gy) is the SI unit
for absorbed energy, and 1Gy is the absorption
of 1 joule of ionizing radiation per kilogram of
material. In terms of old units, 1Gy = 100rad.
Absorbed doses may also be quoted in units of
100eV absorbed energy per gram. This strange
unit multiplied by the G value gives the concen
tration of radiation products in the sample. It
is difficult to measure absorbed energy in the
electron microscope, so the radiation dose is
normally defined as an incident dose or electron

flux, in Coulombs per square meter (Cm-Z
) ,

or electrons per square nm, (e nm:"), where
Lenm? = 0.16Cm-z.

The conversion factor between incident elec
tron dose in Cm? (or e nm'") and absorbed
dose in rad or Gy depends on the rate of energy
loss of the incident electrons. For 100keV elec
trons and a model material for organic poly
mers, calculations [10,41,42,206,207] give 400
to 450eV,um-l

. If the specimen is very thin
(<lOnm), a significant fraction of the energy
transferred to it may be lost by the escape of
secondary electrons. For 100keV electrons, at
lOnm thickness nearly half the energy is lost
and only 250eV,um-l is absorbed [42].

Using 400eV,um-1 as the energy loss rate,
1Cm? deposits 400J in 0.001 kg and is therefore
equivalent t0400kGy. Similarly,1enmi isequiv
alent to 64kGy. Remembering that the lethal
dose for humans is only 6Gy (600rad), these are
extremely high doses. For high resolution TEM
studies of metals, an incident flux of 1Acm? is
common, which translates into 4GGys-l.

It is important to realize that irradiation in
the electron microscope, even at this dose rate,
does not have to cause a large rise in the tem
perature of the specimen. This is because the
illuminated area is a very small object, so it has
a large surface area per unit volume. It can be
efficiently cooled by thermal conduction into
the rest of the specimen. Polymers are poor
conductors, but most polymer studies use much
lower beam intensities and the result is that the
heating is normally 10K or less.

In the ideal case of perfect thermal contact,
the temperature rise is approximately propor
tional to the beam current. For a polymer film
firmly mounted on a 200mesh grid and
irradiated with 100keV electrons, the rise is
1-3KnA-1 [10, 42, 208, 209]. A spot 2,um in
diameter with the high beam current density of
1A em? has a total current of 3 x 10-8 A and
a temperature rise of 30-90 K. At the more
usual beam current density, 10 or 100 times
less than that used in the example above, the
temperature rise is small. On the other hand,
poor thermal contact with the support or a
restricted thermal path, as when a thicker par
ticle sits on a thin film support, can produce
very high temperatures [25].
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Heating effects are more difficult to calculate
for scanning electron microscopes. The SEM
produces smaller temperature increases than
TEM because energy is deposited in a thin
surface layer and can be conducted away into
the depth of the sample [210-212] . Even with
beam currents in the microamp range, it is not
possible to melt the surface of polymer blocks
with an SEM.

3.4.3 Effects of Radiation Damage
on the Image

3.4.3.1 Mass Loss

In thin samples, low molecular weight fragments
will rapidly diffuse to the surface and evaporate.
Bubbles may form at high dose rates in thick
specimens when volatile products are trapped,
and this is often incorrectly taken to imply that
the specimen temperature is high. In any case,
the mass of the specimen decreases during obser
vation. Polymers that degrade will lose a lot of
mass, and those that crosslink will lose less.

In TEM the bright field transmitted intensity
increases as mass is lost. This increase of inten
sity with dose has been measured [213, 214].
Calibration with films of known thickness
allows the mass loss to be calculated if the film
composition does not change too drastically. In
the SEM the unirradiated bulk of the sample
always acts to stabilize the form of the irradi
ated surface. Mass loss may cause a uniform
depression of the sample surface or holes and
cracks may appear [215].

More detailed changes in sample chemistry
and loss of light elements during irradiation can
be detected with electron energy loss spectros
copy [216-218]. Direct chemical analysis of thin
polymer films with a large area irradiated with
electrons has also been used [41, 194]. The
chemical composition and the mass change for
the first 0.1-1 Cern" and then stabilize.The final
composition contains more carbon and nitro
gen than the initial material and less oxygen,
hydrogen, and halides. The approach to a steady
state makes sense, as groups susceptible to scis
sion and removal are removed during irradia
tion leaving a more stable material behind.
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In a favorable case , the final composition
may not be much different from the starting
composition. Polystyrene, of elemental compo
sition (CH)x, loses only 15-20% of its total mass
before stabilizing at a composition near (CHos)x'
This allows useful quantitative measurement of
mass thickness even after long periods of irra
diation [219]. In contrast, poly(oxymethylene)
(-CHrO-), retains only 15% of its mass , and
the images after long irradiation are normally
useless.

Mass loss destroys the sample to a greater or
lesser extent, but it can be regarded positively
as an etching process using the electron beam,
and put to use. Two polymers in a blend or
copolymer may have little contrast initially, but
one phase loses more mass and the contrast
increases or reverses [220]. Even in a homo
polymer, the cracks and voids that appear can
sometimes be related to the microstructure,
making it more visible. For example, cracks
form in molded poly(oxymethylene) samples
during irradiation in the SEM [215], which
follow spherulite radii and show up the ori
ented skin (e.g. , see Fig. 4.34).

3.4.3.2 Loss of Crystallinity

The random insertion of chemical changes by
irradiation ruins the regularity of the chains,
and any existing crystallinity is destroyed. In
some polymers this is a slow process, but most
quickly become amorphous under normal
viewing conditions in the TEM. The original
crystalline electron diffraction pattern may
contain spots, arcs or sharp rings depending on
the perfection of orientation of the sample.
Whatever the form of the original pattern, radi
ation damage will transform it into diffuse rings.
The local molecular orientation may persist to
very high doses; so may differences in density
between regions originally crystalline and
regions originally amorphous.

The dose required to change the diffraction
pattern into diffuse rings, f a. has often been
used to determine the radiation sensitivity of
materials in the microscope [10,207,221,222].
If high resolution of the crystalline structure is
required, this is an overestimate, and the
decay of the relevant diffraction spots is more
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appropriate [223].The change in the diffraction
pattern takes place in two ways, seen most
clearly when single crystals are used to give an
initial sharp spot pattern. In some polymers, the
sharp spots simply fall in intensity without
changing their position or width and disappear
into a diffuse background. In others, the spots
spread out and shift their position as they
become less intense (Fig. 3.39) [221,224].

Poly(oxymethylene) belongs to the first class
and polyethylene belongs to the second. Mate
rials that degrade lose mass but are otherwise
unchanged, so their diffraction patterns simply
lose intensity. Crystals in materials that cross
link are distorted and so the diffraction spac
ings and peak breadth change . Loss of
crystallinity causes all diffraction contrast fea
tures and lattice fringes in the TEM image to
fade away. During irradiation, new contrast fea
tures-radiation artifacts-can appear tempo
rarily and then fade with the rest. For example,
polyethylene crystals become covered with fine
lines or speckles in dark field and these can
mask real features [203,204].

Image Formation in the Microscope

3.4.3.3 Dimensional Changes

Large dimensional changes can be induced
by radiation that distorts the object and
changes the image permanently. The distortion
may be almost instantaneous under the viewing
conditions normally used, and the result is
a stable and maybe misleading image. If the
beam intensity is reduced the changes can be
seen , but now recorded images are smeared
and useless because the specimen is moving.
Very much lower dose images catch the
specimen before distortion starts. In some
cases this is not worth the effort, for the
distorted image can have high contrast
features related to the original microstructure
[225,226] .

The distortion of crystalline regions has been
described in greatest detail for polyethylene.
Large scale changes in the shape of thin films
in the TEM and SEM have been related to
changes in shape of lamellar crystals due to
crosslinking [227,228]. Similar effects are seen
in isotactic polystyrene, natural rubber and

FIGURE 3.39. Sequence of electron diffract ion patterns from a polyethylene crystal at l00kY, showing how
the sharp spots fade and spread so that the final result is a ring pattern. The crystals have become completely
amorphous because ofradiation damage . The doses are (A) 35-37Cm2

; (B) 53-55 .5Cm-2
; (C) 70.5-74 C m";

(D) 123-130Cm-2
•
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nylon, all of them cross-linking materials
[229-231 J. When thick specimens are used
in the SEM, the underlying material may
prevent large-scale distortions. Changes are
seen on a fine scale, less than the penetration
depth of the electrons. In spherulitic polyethyl
ene, this causes initially smooth surfaces to
become full of fine structure-related detail
[228, 232-234].

3.4.3.4 Radiation Damage in the SEM

It is not easy to predict how radiation damage
varies with beam voltage in the SEM. Second
ary emission is greater at low voltages, so fewer
low energy incident beam electrons are needed
to form a given image, and each deposits
less energy in the specimen [76J. However,
the electron range decreases as about E1.5

, so
the energy deposited per unit mass (the radia
tion dose; see Section 3.4.2) is much the same
or slightly greater at low voltages.

Radiation affects only a thin surface layer,
but this is exactly the surface layer that pro
vides all the information in the image. The unir
radiated bulk of the sample serves to stabilize
the damaged surface layer (see Section 2.6).
The stabilization should be better if the damaged
layer is thinner, and if mass is lost, the mass loss
will be lower [60]. If the beam is stationary (or
nearly so at high magnifications), the irradiated
mass depends on the interaction volume
- range.' and the radiation dose will be much
greater at low voltages and concentrated in a
very small spot. Nevertheless, visible changes to
the image are less at low beam voltages [76,
235].

If the sample is hydrated in the VPSEM/
ESEM, then the irradiation of water may
strongly increase the effects of radiation
damage. This is due to the water acting as a
source of small, highly mobile free radicals,
which accelerates specimen degradation [236J.

3.4.4 Noise Limited Resolution

As described in Section 3.2.3, when a finite
number of electrons N are used to form an
image, there will be a noise limit to resolution.
Consider a radiation dose of 1 enm? incident
on a feature of size dnm, contrast C. If f is
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the fraction of the incident electrons that
contribute to the image, there will be N = ~If
electrons in the image of that feature. The
statistical noise is d(If)1I2 and the signal is
C(~If). If the signal-to-noise ratio k is required
to be 5 or more, then k =Cd(If)1I2, d =k/C(If) 112 ,

d?: 5/C(If)1I2.
For high resolution I must be large, but if the

feature is radiation sensitive, 1 cannot exceed
the dose required to destroy it. la, the dose
required to make the material amorphous, will
be the upper limit for all crystallographic con
trast features. As features shift and fade, calcu
lation of optimum dose and the resolution
obtained can only be a guide. An experimental
approach, trying out a sequence of images at
low and increasing doses, may be more useful.
A study of polyethylene single crystals showed
that the artifacts swamped the real structures at
300enm-2

, 60% of the dose that would be esti
mated from the decay of diffracted intensities
[237].

Ideally, the best resolution will be obtained
when Cf1l2 is a maximum, and much of the cal
culation of resolution limits for radiation sensi
tive materials becomes a calculation of Cf1l2,
which depends on the imaging mode. For
example, dark field gives a high C and low f
Estimates led to a resolution limit of 5nm for
TEM at 100kV when the sample was PE crystal
fragments 10nm thick [237]. Similar values
have been obtained for biologically important
molecules [238]. These calculations assume that
all the electrons containing useful information
form a single image. If m images of the same
area are required, the number of electrons
available for each falls to 11m. The resolution
becomes 5 m1l2/C(If)112 = dm'" and the required
magnification falls by the same factor. Long
lines or fringes are more visible than random
spots, so lattice fringes of much finer spacing
can be imaged. For example, 0.22nm fringes
have been imaged in polyethylene at 200kV
[239J.

A similar calculation for scanning electron
microscope images has the same basic equation,
dmin = 5/C(If) 112. Differences between STEM and
conventional TEM in the imaging of radiation
sensitive materials relate to the different values
of C and f expected. These considerations are by
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no means simple [240] and depend on the type
of object being imaged.

In principle any detector of high quantum
efficiency is suitable for recording these noisy
images. More important is that every electron
passing through the sample should contribute
to the image. In normal microscope opera tion ,
a large flux is used to focus the image and adjust
the specimen position . This would destroy a
sensitive sample and must be avoided. An image
intensifier or high-speed CCD system allows a
much lower intensity to be used without causing
eye strain. The low-dose operation mode , avail
able on most TEMs, uses the beam deflecting
system in the TEM to focus and align on a
nearby area and then switch the illumination
back to record the image [241]. A very small
irradiation may be used to check that an area
of interest lies in the area to be imaged , or it
may be recorded "blind." The latter approaches
the ideal of using the maximum numb er of elec
trons to form the image , at the cost, perhaps, of
many attempts before a useful micrograph is
recorded.

References

1. F.A Jenkins and RE. White, Fundamentals of
Optics, 4th ed. (McGraw-Hill, New York, 2(01).

2. E. Hecht, Optics, 4th ed. (Addison Wesley,
Reading, MA, 2(0 1).

3. W.T. Welford, Optics (Oxford University Press,
OXford, 1988).

4. L.c. Martin , The Theory of the Microscope
(Blackie, London, 1966).

5. M. Born and E. Wolf, Principles of Optics, 7th
ed. (Pergamon, Oxford, 1999).

6. E.M. Slayter and H.S. Slayter, Light and Elec
tron Microscopy (Cambridge University Press,
Cambridge, 1992).

7. T.G . Rochow and P.A Tucker, Introdu ction to
Microscopy by Means of Light, Electrons, X
Rays, orAcoustics,2nd ed. (Springer,New York ,
1994).

8. S.G. Lipson and H. Lipson, Optical Physics (Cam
bridge University Press, Cambridge, 1969).

9. M. Spencer , Fundam entals in Light Microscopy
(Cambridge University Press, Cambridge,
1982).

10. L. Reimer, Transmission Electron Microscopy,
Physics of Image Formation and Microanalysis,
4th ed. (Springer, Berl in, 1997).

Image Formation in the Microscope

11. J.R. Waring, R. Lovell, G.R. Mitchell and A H.
Windle, J. Mater. Sci. 17 (1982) 1171.

12. I.G. Voigt-Martin , Adv. Polym . Sci. 67 (1985)
196.

13. Z. Zhang and X. Yang, Polym er 47 (2006)
5213.

14. J. Buerger , Elementary Crystallography (Wiley,
New York , 1963).

15. W. Borchardt-Ott, Crystallography, 2nd ed.
(Springer, New York, 1995).

16. D.E. Sands, Introduction 10 Crystallography
(Dover, New York, 1994) [reprint].

17. C. Hammond , The Basics of Crystallography
and Diffraction (IUCr Oxford University Press,
Oxford , 1997).

18. C. Giacovazzo, Ed. Fundamentals of Crystallo
graphy 2nd ed. (Oxford University Press,
OXford, New York, 2002).

19. N.H. Hartshorne and A Stuart, Crystals and the
Polarizing Microscope (Elsevier , New York ,
1970).

20. P. Gay,An Introduction to Crystal Optics (Long
mans, London, 1967).

21. L.H. Schwartz and J.B. Cohen, Diffraction from
Materials (Springer-Verlag, Berlin, 1987).

22. J.M. Schultz, Diffraction fo r Materials Scientists
(Prentice-Hall, Englewood Cliffs, NJ, 1982).

23. J.M. Cowley, Ed. Electron Diffraction Tech
niques (Oxford University Press, Oxford, New
York,1992-1 993).

24. J.C.H. Spence and J.M. Zuo , Electron Microdij
fraction (Plenum Press, New York, 1992).

25. D.B. Williams and C.B. Carter , Transmission
Electron Microscopy: A Textbook for Materials
Science (Plenum Press, New York, 1996).

26. B. Wunderl ich, Macrom olecular Physics, Vol. 1
(Academic Press, New York , 1973).

27. P. Allen and M. Bevis, Proc. Roy. Soc. A341
(1974) 75.

28. AJ. Lovinger and H.D. Keith, Macrom olecules
12 (1979) 919.

29. D.L. Dorset, Structural Electron Crystallo
graphy (Springer, New York, 1995).

30. D.L. Dorset, Rep. Prog. Phys. 66 (2003) 305.
31. A Du Chesne, Macromol. Chem. Phys. 200

(1999) 1813.
32. R.H. Geiss, G.B. Street, W. Volksen and

J. Economy, IBM J. Res. Develop. 27 (1983)
321.

33. W. Claffey, K. Gardner , J. Blackwell, J. Lando
and P.H. Geil, Philos. Mag. 30 (1974) 1223.

34. J.R. Fryer and D.L. Dorset, Eds. Electron
Crystallography of Organic Molecules (Kluwer
Academic Publishers, Dordrecht, Boston, 1991).



References

35. L.E. Alexander, X-ray Diffraction Methods in
Polymer Science (Wiley-Interscience, New
York,1969).

36. M. Kakudo and N. Kasai, X-ray Diffraction by
Polymers (Elsevier, Amsterdam, 1972).

37. RD. Heidenreich, Fundamentals of Trans
mission Microscopy (Wiley, New York,
1964).

38. J.I. Goldstein, D.E. Newbury, D.C. Joy, C.E.
Lyman, P. Echlin, E. Lifshin, L'C, Sawyer and
J.R Michael, Scanning Electron Microscopy
and X-ray Microanalysis, 3rd ed. (Plenum, New
York,2003).

39. C.E. Hall, Introduction to Electron Microscopy,
2nd ed. (McGraw-Hill, New York, 1966).

40. P. Buseck, J. Cowley and L. Eyring, Eds. High
Resolution Transmission Electron Microscopy
and Associated Techniques (Oxford University
Press, Oxford, 1988).

41. K Stenn and G.F. Bahr, 1. Ultrastruct. Res. 31
(1970) 526.

42. D.T. Grubb,J. Mater. Sci. 9 (1974) 1715.
43. L. Reimer, Ed. Energy-Filtering Transmission

Electron Microscopy (Springer, New York,
1995).

44. KH. Kortje, U. Paulus, M. Ibsch and H.
Rahmann,1. Microsc. 183 (1996) 89.

45. J.C.H. Spence, High-Resolution Tranmission
Electron Microscopy, 3rd ed. (Oxford Univer
sity Press, Oxford, 2003).

46. D.C. Martin and E.L. Thomas, Polymer 36
(1995) 1743.

47. D.C. Martin, I. Chen,J. Yang,L.F. Drummyand
C. Kuebel, 1. Polym. Sci. B Polym. Phys. 43
(2005) 1749.

48. S. Kumar and W.W. Adams, Polymer 31 (1990)
15.

49. W.G. Hartley, Proc. Roy. Microsc. Soc. 9 (1974)
167.

50. W.A Shurcliff and S.S. Ballard, Polarized Light
(Van Nostrand, New York, 1964).

51. G.N. Ramachandran and S. Ramaseshan, in
Handbuch der Physik, edited by S. Flugge
(Springer-Verlag, Berlin, 1961).

52. C.W. Mason, Handbook of Chemical Micros
copy (Wiley, New York, 1983).

53. D.A Hemsley, Ed. Applied Polymer Light
Microscopy (Elsevier Applied Science, London,
New York, 1989).

54. N.H. Hartshorne and A Stuart, PracticalOptical
Crystallography, 2nd ed. (Elsevier, New York,
1969).

55. F.o. Bloss, Optical Crystallography (Mineral
Society of America. 1999).

125

56. J.G. DeIly, The Michel-Levy Interference Color
Chart-Microscopy's Magical Color Key. (2003)
Available at http://www.modernmicroscopy.
com. Accessed October 2006.

57. M.M. Swann and J.M. Mitchison, J. Exp. BioI.
27 (1950) 226.

58. N.H. Hartshorne, Sci. Prog. 50 (1962) 11.
59. L. Reimer and P.W. Hawkes, Scanning

Electron Microscopy, Physics of Image
Formation and Microanalysis (Springer-Verlag,
Berlin, 1998).

60. L. Reimer, Image Formation in Low-Voltage
Scanning Electron Microscopy (SPIE, Belling
ham, WA, 1993).

61. J.H. Butler, D.C. Joy, G.F. Bradley and SJ.
Krause, Polymer 36 (1995) 1781.

62. D.L. Vezie, E.L. Thomas and W.W. Adams,
Polymer 36 (1995) 1761.

63. R Gauvin, K Robertson, P.Horny, AM. Elwazri
and S. Yue, JOM 58 (2006) 20.

64. J.E. Barth and P. Kruit, Optik 101 (1996) 101.
65. S.K Chapman, Scanning Microscopy 13 (1999)

141.
66. H.A Bethe, Ann. Phys. 5 (1930) 325.
67. K Kanaya and S. Okayama, J. Phys. D Appl.

Phys. 5 (1972) 43.
68. KFJ. Heinrich, in Proc. 4th Int!. Conf on X-ray

Optics and Microanal., edited by R Castaing, P.
Deschamps and J. Philbert (Hermann, Paris,
1966).

69. KF.J. Heinrich and D.E. Newbury, Electron
Probe Quantitation (Plenum Press, New York,
1991).

70. D.B. Wittry, in Xray Optics and Microanalysis,
4th Int!. Cong., edited by R Castaing, P. Des
champs and J. Philibert (Herman, Paris, 1966).

71. D.C. Joy, Scanning 11 (1989) 1.
72. D.C. Joy and C.S. Joy, Microsc. Microanal. 4

(1998) 475.
73. J.B. Pawley, J. Microsc. 136 (1984) 45.
74. J.J. Hren, J.I. Goldstein and D.C. Joy, Introduc

tion to Analytical Microscopy (Plenum, New
York,1979).

75. D. Drouin, CASINO. Available at http://www.
gel.usherbrooke.ca/casino/. Accessed July
2006.

76. D.C. Joy and J.B. Pawley, Ultramicroscopy 47
(1992) 80.

77. J. Chang, S. Krause and R Gorur, Proc. XIIth
IntI. Congr. Electr.Micr.,edited by L.D. Peachey
and D.B. Williams (San Francisco Press, Inc.,
1990), p 1108.

78. C.W. Price and P.L. McCarthy, Scanning 10
(1988) 29.



126

79. P.B. Himelfarb and KB. Labat, Scanning 12
(1990) 148.

80. B. Volbert and L. Reimer, Scanning Electron
Microscopy 4, (1980) 1.

81. M. Brunner and R Schmid, Scanning Microsc.
1 (1987) 1501.

82. L. Reimer and B. Volbert, Scanning 2 (1979)
238.

83. M.T. Postek,W.J. Keery and N.V.Frederick,Rev.
Sci. Instrum. 61 (1990) 1648.

84. H. Jaksch, M. Steigerwald, V. Drexel and H.
Bihr, Microsc. Microanal. 9 (2003) 106.

85. G.D. Danilatos and R Postle, Scanning Electron
Microsc. Part 1 (1982) 1.

86. G.D. Danilatos,Adv. Electronics Electron Phys.
71 (1988) 109.

87. V. Robinson,J. Compo AssistedMicrosc.4(1992)
247.

88. D.J. Stokes, Philos. Trans. Roy. Soc. London A
361 (2003) 2771.

89. G.D. Danilatos, Microsc. Res. Techn. 25 (1993)
354.

90. D.E. Newbury,J. Res. Natl. Inst. Stand. Technol.
107 (2002) 567.

91. R Durkin and J.S. Shah, J. Microsc. 169 (1993)
33.

92. B.J. Griffin and C. Nockolds, in Proc. 14th Intl.
Conf on Electron Microscopy, edited by H.
Calderon (Institute of Physics, London, 1998),
p.359.

93. RA. Rapp, Pure Appl. Chem. 56 (1984) 1715.
94. K Ramani, c.J. Hoyle and N.C. Parasnis,

ASME Mater. Div. Publ. MD 46 (1993) 633.
95. DJ. Stokes, Adv. Eng. Mater. 3 (2001) 126.
96. N. Franz, M.O. Ahlers, A. Abdullah and H.

Hohenberg, J. Mater. Sci. 41 (2006) 4561.
97. S. Mehta, in Proc. SPE Annu. Tech. Conf

Exhib. Pi (Production Operations and Engi
neering pt 2) (1991) 445.

98. H.-M. Choi and H.-J. Kwon, Text. Res. J. 63
(1993) 211.

99. B. Anczykowski, J.P. Cleveland, D. Kruger, V.
Elings and H. Fuchs, Appl. Phys. A 66 (1998)
S885.

100. T.R Rodriguez and R Garcia, Appl. Phys. Lett.
82 (2003) 4821.

101. A. Schirmeisen, B. Anczykowski and H. Fuchs,
in Applied Scanning Probe Methods, edited by
B. Bushan, H. Fuchs and S. Hosaka (Springer
Verlag, Berlin, 2003), p. 3.

102. A. Humphris, A. Round and M. Miles, Surf Sci.
491 (2001) 468.

103. T. Sulcheck, R Hsieh, J. Adams, G. Yaralioglu,
S. Minne, C. Quate, J. Cleveland, A. Atalar

Image Formation in the Microscope

and D. Adderton, Appl. Phys. Lett. 76 (20oo)
1473.

104. M. Tortonese, R Barrett and C. Quate, Appl.
Phys. Lett. 62 (1993) 834.

105. R Erlandsson, G. McClelland, C. Mate and S.
Chiang, J. Vac. Sci. Technol. A 6 (1988) 266.

106. A. Ruf, M. Abraham, J. Diebel, W. Ehrfeld, P.
Guenther, M. Lacher, K Mayr and J. Reinhardt,
J. Vac. Sci. Technol. B 15 (1997) 579.

107. S.Alexander, L. Hellemans, O. Marti, J. Schneir,
V. Elings, P.Hansma,M. Longmire andJ. Gurley,
J. Appl. Phys. 65 (1989) 164.

108. S. Magonov and D. Reneker, Annu. Rev. Mater.
Sci. 27 (1997) 175.

109. R Colton, J. Vac. Sci. Technol. B 22 (2004)
1609.

110. D. Chernoff and S. Magonov, in Comprehensive
Desk Reference of Polymer Characterization
and Analysis, edited by R Brady (Oxford Uni
versity Press, New York, 2003).

111. G. Binnig, C. Gerber and C.F. Quate, Phys. Rev.
Lett. 56 (1986) 930.

112. J. Israelachvilli, Surface and Intermolecular
Forces, 2nd Edition: With Applications to Bio
logical and Colloidal Systems (Academic Press,
New York, 1992).

113. J.B. Pethica and P. Sutton, J. Vac. Sci. Technol.
A 6 (1988) 2400.

114. N.A. Burnham, RJ. Colton and H.M. Pollock,J.
Vac. Sci. Technol. A 9 (1991) 2548.

115. S.P. Jarvis, H. Yamada,S.-I. YamamotoandJ.B.
Pethica, Nature 384 (1996) 248.

116. W. Heinz and J. Hoh, in Trends Biotechnol. 17
(1999) 143.

117. H.-J. Butt, B. Cappella and M. Kappl, Surf Sci.
Rep. 59 (2005) 1.

118. K. Feldman, G. Hahner and N. Spencer, in
Microstructure and Microtribology of Polymer
Surfaces, edited by V. Tsukruk and KJ. Wahl
(American Chemical Society, Washington, DC,
2oo0), p. 272.

119. G. Meyers, B. DeKoven and J. Seitz, Langmuir
8 (1992) 2330.

120. C. Mate, G. McClelland, R Erlandsson and S.
Chiang, Phys. Rev. Lett. 59 (1987) 1942.

121. R Carpick and M. Salmeron, Chem. Rev. 97
(1997) 1163.

122. M. Paige, Polymer 44 (2003) 6345.
123. S.Breakspear,J. Smith, T.NevellandJ. Tsibouk

lis, Surf Interface Anal. 36 (2004) 1330.
124. KFeldman,T.Tervoort,P. SmithandN. Spencer,

Langmuir 14 (1998) 372.
125. G.J. Vancso and H. Schonherr, in Microstructure

and Microtribology ofPolymer Surfaces, edited



References

by V. Tsukruk and K.J. Wahl (American Chemi
cal Society, Washington, DC, 2000), p. 317.

126. R Piner and C. Mirkin, Langmuir 13 (1997)
6864.

127. M. Motomatsu, H.-Y. Nie, W. Mizutani and H.
Tokumoto, Thin Solid Films 273 (1996) 304.

128. G. Haugstad, W. Gladfelter, E. Weberg, R
Weberg and R Jones, Tribol. Lett. 1 (1995)
253.

129. R Cain, S. Biggs and N. Page, J. Colloid Inter
face Sci. 227 (2000) 55.

130. R Piner and R Ruoff, Rev. Sci. Instrum. 73
(2002) 3392.

131. P. Maivald, H.-J. Butt, S. Gould, C. Prater, B.
Drake and J. Gurley, Nanotechnology 2 (1991)
103.

132. B. Nysten, C. Meerman and E. Tomasetti, in
Microstructure and Microtribology of Polymer
Surfaces, edited by V. Tsukruk and K.J. Wahl
(American Chemical Society, Washington, DC,
2000), p. 304.

133. A Galuska, R Polter and K. McElrath, Surf
Interface Anal. 25 (1997) 418.

134. AL. Weisenhorn, M. Khorsandi, M. Kasas, V.
Gotzos and H.-J. Butt, Nanotechnology 4 (1993)
106.

135. B. Beake, G. Leggett and P. Shipway, Surf Inter
face Anal. 27 (1999) 1084.

136. H. Schonherr, C. Feng, N. Tomczak and GJ.
Vancso, Macromol. Symp. 230 (2005) 149.

137. G. Willing, T Ibrahim, F. Etzler and R Neuman,
J. Colloid Interface Sci. 226 (2000) 185.

138. F. Arce, R Avci, 1. Beech, K. Cooksey and B.
Wigglesworth-Cooksey, J. Chem. Phys. 119
(2003) 1671.

139. Y. Jiao and T Schaffer, Langmuir 20 (2004)
10038.

140. Q. Zhong, D. Inniss, K. Kjoller and V. Elings,
Surf Sci. Lett. 290 (1993) L688.

141. S.Magonov,inAppliedScanning Probe Methods,
edited by B. Bushan, H. Fuchs and S. Hosaka
(Springer-Verlag, Berlin, 2003), p. 207.

142. W. Han, S. Lindsay and T Jing,Appl. Phys. Lett.
69 (1996) 4111.

143. R Garcia and R Perez, Surf Sci. Rep. 47 (2002)
197.

144. G. Bar, Y. Thoman and M.-H. Wangbo, Lang
muir 14 (1998) 1219.

145. A Pfau, A Janke and W. Heckman, Surf Inter
face Anal. 27 (1999) 410.

146. G. Bar and G. Meyers, MRS Bull. July (2004)
464.

147. P. Gleyzes, P. Kuo and C. Boccara, Appl. Phys.
Lett. 58 (1991) 2989.

127

148. R Garcia and AS. Paulo, Phys. Rev. B 60 (1999)
4961.

149. G. Haugstad and RR Jones, Ultramicroscopy
76 (1999) 77.

150. J.P. Cleveland.B. Anczykowski,AE. Schmid and
V.B. Elings, Appl. Phys. Lett. 72 (1998) 2613.

151. B. Anczykowski, B. Gotsmann, H. Fuchs, J.P.
Cleveland and V.B. Elings, Appl. Surf Sci. 140
(1999) 376.

152. G. Bar, M. Ganter, R Brandsch, L. Delineau
and M.-H. Whangbo, Langmuir 16 (2000)
5702.

153. TR Albrecht, P. Grutter, D. Home and D.
Rugar,1. Appl. Phys. 69 (1991) 668.

154. F.J. Giessibl, Rev. Mod. Phys. 75 (2003) 949.
155. S. Tanaka, B. Grevin, P. Rannou, H. Suziki

and S. Mashiko, Thin Solid Films 499 (2006)
168.

156. M. Brun, S. Decossas, F. Triozon, R Rannou
and B. Grevin, Appl. Phys. Lett. 87 (2005)
133101.

157. A Schirmeisen, D. Weiner and H. Fuchs, Surf
Sci. 545 (2003) 155.

158. Y. Martin, D.A Abraham and H.K. Wickrama
singhe, Appl. Phys. Lett. 52 (1987) 1103.

159. Y. Martin and H.K. Wickramasinghe, Appl.
Phys. Lett. 50 (1987) 1456.

160. N. Yerina and S. Magonov, Rubber Chem.
Technol. 76 (2003) 846.

161. AV. Krayev and RV. Talroze, Polymer 45
(2004) 8195.

162. M. Meincken, LJ. Balk and RD. Sanderson,
Macromol. Mater. Eng. 286 (2001) 412.

163. P. West and N. Starostina, Microsc. Today 11
(2003) 20.

164. A Mendez-Vilas, M.L. Gonzalez-Martin and
M.J. Nuevo, Ultramicroscopy 92 (2002) 243.

165. ASTM E2382-04, Guide to Scanner and Tip
Related Artifacts in ScanningTunneling Micros
copy and Atomic Force Microscopy, in ASTM
Annual Book of Standards, Vol. 03.06 (2004).

166. R Howland, in Atomic Force Microscopy/Scan
ning Tunneling Microscopy, edited by S.H.
Cohen, MT. Bray and M.L. Lightbody (Plenum
Press, New York, 1994), p. 347.

167. S.M.Hues, C.F. Draper,K.P. LeeandRJ. Colton,
Rev. Sci. Instrum. 65 (1994) 1561.

168. J. Fu, Rev. Sci. Instrum. 66 (1995) 3785.
169. J.E. Griffith and D.A. Grigg, J. Appl. Phys. 74

(1993) R83.
170. D. Snevity and J. Vancso, Langmuir 9 (1993)

2253.
171. X. Tian, N. Xi, Z. Dong and Y. Wang, Ultrami

croscopy 105 (2005) 336.



128

172. ASTM E1813-96, Standard Practice for Mea
suring and Reporting Probe Tip Shape in Scan
ning Probe Microscopy, in ASTM Annual Book
of Standards, Vol. 03.06 (2002).

173. K.L.Westra, AW. Mitchell and D.J. Thomson,!.
App!. Phys. 74 (1993) 3608.

174. T.Thundat,X.Y. Zheng,S.L. Sharp, D.P. Allison,
RJ. Warmack, D.C. Joy and T.L. Ferrell, Scan
ning Microsc. 6 (1992) 903.

175. J. Vesenka, M. Guthold, C. Tang, D. Keller, E.
Delaine and C. Bustamante, Ultramicroscopy
42-44 (1992) 1243.

176. D. Keller, Surf Sci. 235 (1991) 353.
177. G.S. Pingali and RC. Jain, Proc. SPIE Int. Soc.

Opt. Eng. 1823 (1992) 151.
178. V.D. Schwarz, H. Haefke, P. Reimann and H.-J.

Guntherodt, J. Microsc. 173 (1994) 183.
179. J. Vesenka, S.Manne, R. Giberson, T. Marsh and

E. Henderson, Biophys. 1. 65 (1993) 992.
180. S. Xu and M.F. Arnsdorf, 1. Microsc. 173 (1994)

199.
181. C. Odin and J.P. Aime, Surf Sci. 317 (1994)

321.
182. MJ. Allen, N.V. Hud, M. Balooch, RJ. Tench,

WJ. Siekhaus and R Balhorn, Ultramicroscopy
42 (1992) 1095.

183. J.S. Villarrubia, in Applied Scanning Probe
Methods, edited by B. Bushan, H. Fuchs and S.
Hosaka (Springer-Verlag, Berlin, 2003), p. 147.

184. J.S. Villarrubia, Surf Sci. 321 (1994) 287.
185. J.S. Villarrubia,J. Vac. Sci. Technol. B 14 (1996)

1518.
186. J.S. Villarrubia,J. Res. Nat!. Inst. Stand. Techno!.

102 (1997) 425.
187. S.Dongmo, M.Troyon, P.Vautrot, E. Delain and

N. Bonnet, 1. Vac. Sci. Techno!. B 14 (1996)
1552.

188. S. Dongmo, J.S. Villarrubia, S.N. Jones, T.B.
Renegar, MT. Postek and J.F. Song, AlP Con
ference Proc. 449 (1998) 843.

189. L.S. Dongmo, J.S. Villarrubia, S.N. Jones, T.B.
Renegar, M.T. Postek and J.F. Song, Ultrami
croscopy 85 (2000) 141.

190. P. Grutter, W. Zimmermann-Edling and D.
Brodbeck, Appl. Phys. Lett. 60 (1992) 2741.

191. H.Y. Nie, M.J. Walzak and N.S. McIntyre, Rev.
Sci. Instrum. 73 (2002) 3831.

192. G. Bar, Y.Thoman, R Brandshand H.-J. Cantow,
Langmuir 13 (1997).

193. H.-Y. Nie and N.S. McIntyre, Langmuir 17
(2001) 432.

194. G. Hughes, Radiation Chemistry (Clarendon
Press, Oxford, 1973).

Image Formation in the Microscope

195. M. Dole., Ed. The Radiation Chemistry ofMac
romolecules (Academic Press, New York,
1973).

196. RL. Clough, S.W. Shalaby and Eds. Radiation
Effects on Polymers, ACS Symposium Series,
475 (ACS, Washington, DC, 1991).

197. A Charlesby, Atomic Radiation and Polymers
(Pergamon, Oxford, 1960).

198. A Chapiro, Radiation Chemistry of Polymeric
Systems (Interscience, New York, 1962).

199. S.Okamura, Recent Trends in Radiation Polymer
Chemistry (Springer-Verlag, Berlin, 1993).

200. G.F. Bahr, F.B. Johnson and E. Zeitler, Lab.
Invest. 14 (1965) 1115.

201. B.M. Siegel, D.R. Beaman and Eds. Physical
Aspects ofElectron Microscopy and Microbeam
Analysis (Wiley, New York, 1975).

202. M.S. Isaacson, in Principles and Techniques of
Electron Microscopy, edited by M. Hayat (Van
Nostrand Reinhold, New York, 1977).

203. DT. Grubb, in Developments in Crystalline
Polymers, edited by D.C. Bassett (Applied
Science, London & New York, 1982).

204. E.L. Thomas, in Structure of Crystalline Poly
mers, edited by I.H. Hall (Applied Science,
London, 1984).

205. P. Alexander and A Charlesby, Nature 173
(1954) 578.

206. H. Kiho and P. Ingram, Makromo!. Chem. 118
(1968) 45.

207. P.B. Hirsch, A Howie, R.B. Nicholson,
D.W. Pashley and M.J. Whelan, Electron
Microscopy of Thin Crystals (Butterworths,
London, 1965).

208. B. Gale and K.F. Hale, Br. J. App!. Phys. 12
(1961) 115.

209. J. Ling, Br. J. App!. Phys. 18 (1967) 991.
210. L.G. Pittaway, Br. J. Appl. Phys. 15 (1964) 967.
211. Y. Talmon and E.L. Thomas, J. Microsc. 111

(1977) 151.
212. H. Kohl, H. Rose and H. Schnabl, Optik 58

(1981) 11.
213. V.E. Cosslett. Proc. Europ. Conf on Electron

Microscopy, edited by AL. Houwink and B.J.
Spit (Nederlandse Vereniging voor Electronen
mikroskopie, Delft, 1960).

214. R Freemen and K.R Leonard, J. Microsc. 122
(1981) 275.

215. J.W. Heavens, A Keller, J.M. Pope and D.M.
Rowell, J. Mater. Sci. 5 (1970) 53.

216. M.S. Isaacson, Ultramicroscopy 4 (1979) 193.
217. RF. Egerton, Ultramicroscopy 5 (1980) 521.
218. R.F. Egerton, 1. Microsc. 126 (1982) 96.



References

219. B.D. Lauterwasser and E.J. Kramer, Philos.
Mag. A39 (1979) 469.

220. D. Vesely, Polym. Eng. Sci. 36 (1996) 1586.
221. K. Kobayashi and K. Sakaoku, Lab. Invest. 14

(1965) 1097.
222. DT. Grubb, J. Phys. E Sci. Instrum. 4 (1971)

222.
223. D.L. Dorset and F. Zemlin, Ultramicroscopy 17

(1985) 229.
224. DT. Grubb and G.W. Groves, Philos. Mag. 24

(1971) 815.
225. F.P. Price, J. Polym. Sci. 37 (1959) 71.
226. J. Dlugosz and A Keller,J. Appl. Phys. 39 (1968)

5776.
227. D.T. Grubb and A Keller,J. Mater. Sci. 7 (1972)

822.
228. D.T. Grubb, A KellerandG.W. Groves,J. Mater.

Sci. 7 (1972) 131.
229. E.H. Andrews, Proc. Roy. Soc. A270 (1962)

232.
230. c.o. Cannon and P.H. Harris, J. Macromol. Sci.

Phys. B3 (1969) 357.

129

231. J. Dlugosz, D.T. Grubb, A Keller and M.B.
Rhodes, J. Mater. Sci. 7 (1972) 142.

232. J.E. Breedon, J.F. Jackson, M.J. Marcinkowski
and M.E. Taylor, J. Mater. Sci. 8 (1973) 1071.

233. D. Fotheringham and B. Paker, J. Mater. Sci. 11
(1976) 979.

234. S. Bandyopadhy and H.R Brown, Polymer 19
(1978) 589.

235. Y. Chen and J.B. Pawley, in Multidimensional
Microscopy edited by P.c. Cheng, T.H. Lin,
W.L. Wu and J.L. Wu (Springer-Verlag, Berlin,
1994).

236. cr. Royall, B.L. Thiel and AM. Donald, 1.
Microsc. 204 (2001) 185.

237. E.L. Thomas and D.G. Ast, Polymer 15 (1974)
37.

238. RM. Glaeser, J. Ultrastruct. Res. 36 (1976) 466.
239. L. Yin, Polymer 44 (2003) 6489.
240. D.L. Misell, J. Phys D Appl. Phys. 10 (1977)

1085.
241. RC. Williams and H.W. Fischer,J. Mol. BioI. 52

(1970) 121.



Chapter 4

Specimen Preparation Methods

4.1 SIMPLE PREPARATION
METHODS 132
4.1.1 Optical Preparations 132
4.1.2 SEM Preparations 133
4.1.3 TEM Preparations 133

4.1.3.1 Specimen Support
Films 134

4.1.3.2 Dispersions 135
4.1.3.3 Single ~rystal

Formation 135
4.1.3.4 Crystalline Structures 137
4.1.3.5 Disintegration 137
4.1.3.6 Casting Thin Films from

Solution or the Melt. .. 137
4.1.3.7 Drawing Thin Films 139

4.1.4 SPM Preparations 140
4.2 POLISHING 142

4.2.1 LimitingArtifacts 142
4.2.2 Polishing Specimen Surfaces . .. 143

4.2.2.1 Polishing Surfaces .... 144
4.2.2.2 Polishing Thin

Sections 145
4.3 MICROTOMY 146

4.3.1 Peelback of FiberslFilms
for SEM 146

4.3.2 Microtomy for OM 147
4.3.2.1 Microtomes 147
4.3.2.2 Specimen Mounting 148
4.3.2.3 Specimen Embedding 149
4.3.2.4 Microtomy 149

4.3.3 Microtomy for SEM 150
4.3.4 Microtomy for TEM

and SPM 150
4.3.4.1 Specimen Drying 151
4.3.4.2 Embedding Media 151

4.3.4.3 Mounting Specimens
and Block Trimming. .. 152

4.3.4.4 Ultramicrotomy 152
4.3.4.5 Literature Review 153

4.3.5 Cryomicrotomy for TEM
and SPM 154
4.3.5.1 Literature Review 155
4.3.5.2 Summary 157

4.3.6 Microtomyfor SPM 158
4.3.6.1 Literature Review 159

4.3.7 LimitingArtifacts in
Microtomy 160

4.4 STAINING 160
4.4.1 Introduction 160

4.4.1.1 Literature Review 161
4.4.2 Osmium Tetroxide 162

4.4.2.1 Preferential
Absorption 163

4.4.2.2 Two Step Reactions 163
4.4.2.3 General Method 164
4.4.2.4 Inclusion Methods 164
4.4.2.5 Staining for SEM

and SPM 165
4.4.3 Ruthenium Tetroxide 166

4.4.3.1 Literature Review 167
4.4.3.2 General Method and

Discussion 169
4.4.3.3 Staining for SEM

and STEM 170
4.4.3.4 Examples for TEM 170

4.4.4 ChlorosulfonicAcid and
Uranyl Acetate 173
4.4.4.1 Literature Review 173
4.4.4.2 General Method and

Examples 174



Specimen Preparation Methods

4.4.5 Phosphotungstic Acid 175
4.4.5.1 Literature Review 175
4.4.5.2 General Method and

Examples 176
4.4.6 Ebonite 177

4.4.6.1 General Method and
Examples 177

4.4.7 Silver Sulfide 178
4.4.8 Mercuric Trifluoroacetate 178

4.4.8.1 General Method 179
4.4.9 Iodine and Bromine 179
4.4.10 Summary 179

4.5 ETCHING 181
4.5.1 Solvent and Chemical

Etching 181
4.5.1.1 Literature Review 181

4.5.2 Acid Etching: Overview 183
4.5.2.1 Literature Review 183

4.5.3 Permanganate Etching 184
4.5.3.1 Introduction 184
4.5.3.2 General Method 185
4.5.3.3 Literature Review 185
4.5.3.4 Literature Review:

AFM 188
4.5.4 Plasma and Ion Etching 188

4.5.4.1 Literature Review 189
4.5.4.2 General Method and

Examples 191
4.5.4.3 Summary 193

4.5.5 Focused Ion Beam Etching 194
4.5.5.1 Literature Review and

Examples 194
4.5.6 Summary.. . ... . . .. .. ...... 195

4.6 REPLICATION 195
4.6.1 Simple Replicas 197

4.6.1.1 Replication fo r OM 197
4.6.1.2 Replication for SEM 197
4.6.1.3 Methods and

Examples 197
4.6.2 Replication for TEM 198

4.6.2.1 Direct Replicas 198
4.6.2.2 Two Stage Replicas 199
4.6.2.3 Extraction Replicas 201

4.7 CONDUCTIVE COAT INGS 201
4.7.1 Coating Devices 202

4.7.1.1 Vacuum Evaporators . .. 202
4.7.1.2 Sputter Coaters 202
4.7.1.3 High Resolution

Coating Devices 202
4.7.2 Coatings for TEM 203

131

4.7.2.1 Carbon Coatings 203
4.7.2.2 Shadowing 203

4.7.3 Coatings for SEM and STM 203
4.7.3.1 Sputter or Evaporative

Coating 204
4.7.3.2 Ion Beam Sputter

Coating 204
4.7.3.3 Coatings fo r X- ray

Microanalysis 206
4.7.4 Artifacts 207

4.7.4.1 Charging 207
4.7.4.2 Beam Damage 209
4.7.4.3 Low Voltage FESEM

Imaging Artifacts 210
4.7.5 Gold Decoration 211

4.8 YIELDING AND FRACTURE 212
4.8.1 Fractography 212

4.8.1.1 Fracture Types 212
4.8.2 Fracture: Standard Physical

Testing 213
4.8.2.1 Fiber Fractography 213
4.8.2.2 Fracture of Plastics 214
4.8.2.3 Composite Fractures 217

4.8.3 Crazing 217
4.8.3.1 Preparation for TEM . . . 219
4.8.3.2 Deformation Methods. . . 221

4.8.4 In Situ Deformation 221
4.8.4.1 In Situ Deformation

in the SEM .. .. .. .. .. 222
4.8.4.2 In Situ Deformation

in the TEM 223
4.8.4.3 In Situ Deformation

in the AFM 223
4.9 CRYOGE NIC AND DRYING

METHODS 226
4.9.1 Simple Freezing Methods 226
4.9.2 Freeze Drying 227

4.9.2.1 General Method and
Examples 227

4.9.2.2 Literature Review 228
4.9.3 Critical Point Drying 230

4.9.3.1 General Method and
Examples 230

4.9.4 Freeze Fracture-Etching 231
4.9.4.1 Biological Method 231
4.9.4.2 Li terature Review 231

4.9.5 Cryomicroscopy . ....... . . . . 232
4.9.5.1 Cryo-SEM 232
4.9.5.2 Cryo-TEM 233

References 234



132

4.1 SIMPLE PREPARATION
METHODS

Specimen preparation ranges from direct and
simple methods to complex, time consuming,
and even frustrating ones. Fortunately, there
are a number of simple methods that are quite
adequate for some materials. For example,
many particulate or fibrous materials may be
handled by simple methods. This section covers
a wide range of these simpler and generally
more direct methods, which are described in
broad. subsections: .optical microscopy (OM),
scanmng electron microscopy (SEM), transmis
sion electron microscopy (TEM), and scanning
probe microscopy (SPM) preparations. It must
be emphasized that quick observation of most
materials by a combination of a simple micros
copy technique and direct preparation methods
is often helpful in shedding light on the problem.
This aids determination of the best approach to
a solution. In many cases, there is no one correct
approach, but there may well be approaches
~hat can save time, if they are conducted early
In the study. Complementary correlative tech
niques are at least useful , and at times essential
for problem solving, requiring several specime~
preparation methods for various microscopy
techniques. The more complex preparation
methods are described in sections of this
chapter.

Trade names of products used in specimen
preparation are mentioned in the text and
unless otherwise stated, these are standard
materials available from a variety of suppliers,
some of which are noted in Appendix V. Spe
cific microscopes are not mentioned, but some
microscope vendors are listed in Appendix
VI.

4.1.1 Optical Preparations

The single most important preparation instru
ment is the stereo binocular microscope. These
instruments are inexpensive and readily avail
able , permitting materials to be observed in
either transmitted or reflected light, and the
result often provides insights into the problem.
Even rather large parts may be examined as
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part of the important first step in choosing the
area of a sample to be analyzed.

Transparent specimens, generally less than
100Ilm thick , may be directly mounted onto
standard glass microscope slides with cover
slips, for transmitted light observation. For
magnifications less than lOOx, this preparation
might be sufficient. For higher magnification
examination, suitable mounting media are
usually required in order to reduce surface
reflections. Immersion oils of specific refrac
tive indices, or special mounting media, such
as Permount (available from Fisher Scientific
Waltham, MA), may be chosen to provide con~
trast between the material and the mountant
in the case of particles, whereas matching
refractive index oils may be used with fibers
and films to permit observation of internal
structures. Fibers, particles, small strips of
films, and membranes can be prepared in this
m~nner for optical study. Simple reflected light
microscopy of large and irregularly shaped
specimens can be aided by pressing the under
side of the specimen into modeling clay to
provide an even top surface.

A direct method of preparing fluids is to use
a cavity slide to permit a known fluid thickness
to be examined optically. A crystal suspension
may be examined in this way [1, 2]. Solutions
o~ solid materials may be placed in a cavity
slide or onto a slide with a coverslip (under an
inert or dry atmosphere, if needed). Solid mate
rials may be sliced with a razor blade or scalpel,
placed on a microscope slide, covered with a
coverslip, and heated using a hot plate or a
more sophisticated hot stage for the micro
scope. After heating, pressure on the coverslip
can provide a thin specimen for viewing by
transmitted light in bright field, phase contrast,
or polarized light microscopy (PLM).

Crystallization of polymers can be studied
by polarized light microscopy using a hot
stage with the microscope. This is very com
monly done to correlate morphology changes
at melting and other transition temperatures
with complementary thermal analysis. Liquid
crystalline monomers and polymers (see Section
5.6) are often studied using this technique.
Sample preparation is straightforward, as small
slices or particles of the polymer are placed
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between a slide and coverslip and the sample is
heated and cooled while being examined for its
crystal structure. For example, crystallization of
polylactide diblock copolymers was studied by
x-ray scatt ering, differential scann ing calorim
etry and PLM [3].

4.1.2 SEM Preparations

A major advantage of the SEM for surface
observations is that sample preparation is gen
erally simple. In the simplest case, the material
to be examined , chosen carefully from a larger
sample, is placed on doubl e sided sticky tape on
a specimen stub. In order to maintain electrical
contact with the stub for conducti on, the tape
covers only part of the specimen stub so the
sample is placed partly on the tape and partly
on the stub. Conductive paints, such as silver or
carbon suspensions, are used to attach and
ground the specimen to the sample holder.
Such paints can also be dabbed onto the tape
or the base of the specimen to provide contact
with the stub. Another common method is to
make a glue solution by dissolving sticky tape
in chloroform, placing a drop on the specimen
stub, and allowing it to dry before use. Such
simple preparation methods are very successful
for particulat e material s, fibers, films, mem
branes, and even rather large plastic part s. Dry
material can be sprinkled onto the specimen
stub, or using a stereo binocular microscope,
small particles can be selected and moved using
fine forceps. Care must be taken not to abuse
the material during handling. Common difficul
ties are encountered when fine particles or
fibrous material becomes embedded in the
paints, glues, or tapes, or worse, when these
materials wick onto the polymer surface of
inte rest and are viewed and misinte rpr eted as
morphologies associated with the specimen.
Fine materials can be suspended in water or
another fluid and a drop placed on a glass cov
erslip, attached to a SEM stub, and dried. Addi
tional substrates for SEM (and for SPM see
Section 4.1.4) include glass (generally glass cov
erslips), silicon, highly orient ed pyrolytic graph
ite (HOPG) , and freshly cleaved mica, all of
which are flat and easy to prepare. Mica and
HOPG are layered minerals that can be cleaved
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by attaching adhesive tape and peeling it apart
to produce a fresh , clean , and atomically smooth
surface.

Preparation is not necessarily complete as
polymers generally require a conductive coat ing
(see Section 4.7.3) to be applied for imaging.
Another possibility is the use of low voltage or
variable pressure SEM to avoid charging
without such a coating (see Section 4.7.4).
Dudl er et al. [4]stud ied the conductive pathwa y
creat ed by ionic conducting polymer in polyole
fin samples cont aining a percol at ing, antistatic
stabilizer by low voltage SEM (LYSEM ) and
without use of a conducting coating. Samples
were prepared by cutting the compound with a
mechanical puncher and the film was glued
with conductive carbon adhesive onto an elec
trically grounded sampler holder. Kugge et al.
[5] compared the structure of coating layers
prep ared on nona bsorbent substrates, com
posed of mineral pigments , latex binders, thick
eners, and dispersants, by both environmental
and conventional mode SEM, the latter gold
coated. No preparation was used for the former
technique; similar features were viewed at low
magnification.

Hearle et al. [6] described severa l specimen
holders that are useful for simple preparations
of fibers and fabrics where the sample is
att ached to the holder. Each SEM manu fac
turer and the various electron microscope (EM)
suppl y companies provide different microscope
stubs and modifications can be easily made.

4.1.3 TEM Preparations

Samples for TEM must fit onto a specimen
support known as a grid or screen. This grid is
a metal mesh screen, generally 2- 3 mm in diam
eter, which fits into the specimen holder of the
microscope . Grids come in a variety of mesh
sizes and shapes. Sizes in general use range
from 50 to 400 mesh, that is from 50 to 400 holes
per inch. The grid mesh used is typically square;
but for some materials, slotted screens, rect an
gles, hexagons, or single holes might be pre
ferr ed. Grids are made of copper , for the most
part, but beryllium, gold, polymer, and nickel
grids are used for various applications, for their
chemical resistance, and for x-ray analysis.
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Microtomed sections, which contain polymer
embedded in a resin, are usually directly sup
ported on the grid. Very small sections or sec
tions that break apart may require a support to
hold them onto the grid. Particles, crystals,
emulsions, and other fine materials are placed
on an electron transparent support film on the
TEM grid. The preparation of such support
films will be described below.

Specimen preparation for TEM generally
involves the formation of a thin film of the
material less than 100nm thick. For high resolu
tion EM (HREM) imaging, the sample must be
as thin as possible and be supported on a thin,
stable substrate. The methods used for this
preparation depend upon the nature of the
polymer and its physical form. In the case of
thick or bulk specimens, microtomy is generally
used. In the case of solutions, powders, or par
ticulates, simpler methods can provide a thin,
dispersed form of the material. Three types of
simple preparations will be described in this
section: dispersion, disintegration, and film
casting. The more complex methods such as
microtomy, replication, etching, and staining
will be described in other sections of this
chapter.

4.1.3.1 Specimen Support Films

Plastic, carbon, and metal films (see Section
4.7) are used as specimen supports on TEM
grids. There are two plastic support materials
in general use: collodion (0.5% solution of
nitrocellulose in amyl acetate) and formvar
(0.25% polyvinyl formal in ethylene dichlo
ride). These polymers are available as powders,
solutions, or prepared films on TEM grids. (The
suppliers provide information on handling for
hazardous materials.) Formvar films, especially
holey ones, are used as substrates for the for
mation of holey carbon films. Collodion is less
commonly used as it is not as stable in the elec
tron beam as formvar or carbon films.

Premixed solutions of formvar and collodion
are recommended for high quality film supports
as the powders take several days to dissolve and
are less uniform. Collodion is generally film
cast on a water surface. A large Petri dish filled
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with distilled water is allowed to settle and col
lodion is dropped onto the water surface and
allowed to dry. The first film cast is used to
clean the water surface. The films are placed
onto the grids by anyone of several methods.
In one method, the grids are placed upside
down on the film surface and are lifted up with
a glass microscope slide placed on their surface
and then scooped down into the water and up
with the grids on the glass, under the film. The
film is allowed to dry, and a razor is used to
separate the film around the grids. In another
method, the grids are placed on a mesh screen
below the water surface, and the water is slowly
removed allowing the film to settle on the grid
surfaces. A sintered glass filter apparatus is
useful in this case.

Formvar solutions are placed in any tall glass
container that has a lid. Clean glass slides, pre
treated with a detergent to aid release of the
cast film, are dipped into the solution and then
quickly lifted up above the solution, covered,
and permitted to dry slowly in the solvent
vapor. To free the film, the glass slide is scored
around the perimeter with a razor, scalpel, or
needle. The film may then be floated onto a
water surface and the grids placed on it and
picked up, as for collodion. Alternately, the
slide can be scored into about 3mm squares.
Either form of film is slipped into the water by
placing the slide at an angle to the surface and
slowly immersing it beneath the surface. The
small squares of film are picked up individually
by placing the grids under the water surface and
scooping them up. Coated grids are dried on
filter paper and subsequently carbon coated to
increase their beam stability. Breathing on the
slide prior to immersion in the water bath aids
release of the film from the glass.

Support films generally used for microscopy
above 50,000x magnification are either perfo
rated, holey, carbon coated plastic, or carbon
or holey carbon films for highest resolution. In
the case of holey plastic supports, the presence
of moisture or some other immiscible liquid in
the solution used for coating will provide holes
in the films. A fuller discussion on this topic is
found in the specimen preparation text by
Goodhew [7]. In our experience, moisture
from the air or from one's breath on the slide
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causes the formation of holes and, in fact, it
may be more difficult to prepare continuous
films. These perforated supports provide an
area of the specimen supported by the film
with other areas suspended over the holes.

4.1.3.2 Dispersions

Solutions or suspensions of polymers can be
dispersed by several methods including atom
izing or spraying, or the fluid might simply be
allowed to spread over the support film on the
TEM grid. The grids are placed on filter paper
to remove the excess material. Preparation of
polymer materials suspended in oils requires
removal of the oil prior to application of a con
ductive coating. A droplet of the material in the
oil is permitted to spread over the support film.
The grids are placed on a fine mesh metal
screen in a Petri dish containing a solvent at the
level just below the screen . The solvent is
replenished until the oily deposit is removed.
Metal shadowing (see Section 4.7.2.2), evapo
rated at an angle of 30° to 60° to the specimen,
is generally employed to add contrast to the
material prior to examination.

Dilute solutions of some high molecular
weight polymers can be dispersed directly onto
carbon films to provide macromolecules col
lapsed into spherical shapes, which can be
observed in the microscope . The size of the
particle is related to the molecular weight.
Hobbs [8] described a process for the examina
tion of single molecules of rubbers or glassy
polymers that involved the addition of a non
solvent to aid collapse and the spraying of a fine
mist onto a carbon coated TEM grid. Dissolv
ing polyethylene in a 0.005% n-hexadecane
solution was shown to be successful [9]. Dilute
latex emulsions, with a glass transition above
room temperature, can be atomized or sprayed
using a fine pipette attached to a standard can
of gas. Difficulties arise if the latex is not dilute,
as clumps of particles are observed. With low
glass transition latexes , cryogenic or chemical
hardening methods must be used to ensure the
mechanical stability of the polymer particles.

Powders are suspended in a fluid, mixed, and
dropped onto a plastic or carbon coated support
grid. If the powders do not disperse by this
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method, the powder can be rolled onto a plastic
support film on a glass slide, cut, scored, floated
off on a water surface, and picked up. Another
variation is that powders may be mixed with the
collodion or formvar and a film cast with the
material held in the support film. This works
best when the particles are larger than the film
thickness . Crystallites can be powdered and
deposited with no solvent onto holey carbon
films on Au microscope grids and imaged by
high resolution TEM at 400kV [10] or higher
as well.

4.1.3.3 Single Crystal Formation

Early TEM studies of polymer single crystals
[11] provided much of the fundamental know
ledge of polymers. Single crystals are readily
formed by precipitation during cooling of dilute
solutions of polymers, such as polyethylene
(PE) from xylene. Polyethylene single crystals
can be prepared for TEM by placing a drop of
the crystal suspension in a solvent for the
polymer on a carbon coated grid and shadow
ing to enhance contrast. Bassett and Keller [12]
used this method to show the effect of tempera
ture on PE morphology. An example of a TEM
micrograph of PE single crystals is shown in
Fig. 4.1A. Bassett et al. [13] used this technique
to prepare polyoxymethylene in bromobenzene
and poly(4-methylpentene-l) in xylene. Single
crystals of linear PE were grown isothermally
in xylene by self seeding [14]. Single crystals of
poly( tetramethylene adipate) were prepared
from dilute solutions in ethanol, n-propanol,
n-butanol, and other solvents [15]. In a typical
preparation, the solution was maintained at
80°C for 30min and transferred to an oven at
2° above the clouding temperature and held
16h before cooling. A drop of the turbid solu
tion was placed on a carbon coated grid and
shadowed. Two different forms of crystals,
identified by electron diffraction, were pro
duced depending on the solvent used.

Chang et aI. [16] prepared single crystals of
high density polyethylene (HDPE) by casting a
xylene suspension on carbon coated glass slides
and evaporating the solvent. Carbon platinum
shadowed specimens (see Section 4.7.2.2)
were studied to determine the nature of the
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FIGURE4.1. A TEM micrograph of polyethylene single crystals produced by self-seeding from a 0.05% solu
tion of Sclair 2907 in xylene at 83°C (A) is a typical image produced from single crystals for many decades.
It is interesting to compare it to a friction force micrograph (B) of a solution grown PE lamella deposited
on mica [20, 21] and an AFM image of a single crystal of PE (C) deposited on graphite and annealed at
75°C [22]. (Figure 4.1B from Vansco and Schonherr [20], © (2000) American Chemical Society; used with
permission. Figure 4.1C from Magonov and Yerina [22], © (2005) Springer; used by permission.)

chlorination reaction. Single crystals of poly(p
xylylene) have been observed directly in a high
voltage TEM [17-19]. Crystals were obtained
by dissolving Parylene-N film in chloronaph
thalene by heating at 254°C and holding the
0.05% to 0.1% solution at 210°C overnight, fol
lowed by cooling to room temperature. Indi-

vidual chains in an unknown form of the crysta l
have been imaged [17] and the structures ana
lyzed [18]. Direct observations have been made
of dislocations in poly(p-xylylene) [19].

As an example of SPM using a TEM prepara
tion method, the friction force micrograph in
Fig. 4.1B is of a solution grown PE lamella



Simple Preparation Methods

deposited on mica [20,21]. In this case, the image
was collected in air and the contrast is related to
the orientation of the folds on the polymer
surface, which are oriented along the crystal
edge in each sector. Figure 4.1C is an example
of atomic force microscopy (AFM) imaging of a
single crystal of PE deposited on a flat substrate
(graphite) and annealed at 75°C [22J. Significant
research is being conducted on crystallization
and annealing using SPM techniques.

4.1.3.4 Crystalline Structures

Studies have continued using HREM to provide
molecular details. Kiibel et al. [23] used low
dose HREM to image the structure of regularly
twisted poly(m-phenylene isophthalamide)
(MPDI) strands formed by slow crystallization
from solution. The MPDI solution was diluted
to less than 0.1wt.%, exposed to water, and the
precipitated powder suspension in water was
dropped onto a carbon coated copper TEM
grid and water allowed to evaporate. Kiibel and
Martin [24] studied variations in poly(1,6-di(N
carbazolyl)-2,4-hexadiyne) (polyDCHD) nano
crystals prepared by precipitation from acetone
solution as an aqueous dispersion. The acetone
solution of the DCHD monomer was injected
into vigorously stirred deionized water, result
ing in a cloudy dispersion. Crystallization was
followed by ultraviolet irradiation to start pho
topolymerization. Droplets of the dispersion
were distributed on carbon coated mica, dried
overnight, submerged into water, and the float
ing film collected with copper grids .

Dendrimers have been studied by low dose
electron microscopy, using samples prepared
by deposition of a dilute solution of the PAM
family of molecules (based on a cyclic phenyl
acetylene backbone) in toluene onto amor
phous carbon coated mica sheets [25]. Once the
solvent is dried, the carbon film and crystallite
layer were floated off the mica substrate and
collected on copper grids ; gold was evaporated
on the samples as a calibration standard for
electron microscopy.

4.1.3.5 Disintegration

The use of an ultrasonic bath to disintegrate
cellulose into fibrils observable in the TEM was
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described in 1950 [26]. Even earlier papers
were referenced, where either mechanical or
ultrasonic vibrations were used to provide thin
TEM specimens. Morehead [26] cut samples
into short lengths and treated them in water
in an ultrasonic bath for about 20 min. Hearle
and Simmens [27] described the disintegration
of fibers using a blender or an ultrasonic
disintegrator.

More recently, high modulus fibers , such as
aromatic polyamides, which are difficult to
prepare by other methods, were fragmented
into fibrillar fine structures [28] by high wattage
ultrasonic irradiation in water. This is extremely
useful for producing very finely divided mate
rial for transmission methods such as lattice
imaging and electron diffraction. The major
drawback is that the position of the sample in
the original fiber is unknown. The choice of
liquid used in the sonication preparation is also
very important. The effect of the liquid depends
on the boiling point, surface tension, and
polymer interaction, but ethanol, water, or
ethanollwater mixtures are the best choices. In
addition, for best results, the materials must be
mechanically broken down prior to sonication.
Materials often require 30min or more to fibril
late and the liquid must be kept cool. The soni
cator can be pulsed on and off or the bath
cooled directly.

4.1.3.6 Casting Thin Films from Solution or
the Melt

Thin films can be cast from solutions of crystal
line or noncrystalline polymers where the film
thickness is controlled by the solution concen
tration. Polyethylene films have been cast from
boiling dilute solutions in xylene [29], generally
by dipping a glass slide into the solution, slowly
drying in the vapors of the solvent. Roche et al.
[30] prepared poly(butylene terephthalate)
(PBT) in a 1% solution in hexafluoroisopropa
nol (HFIP) by depositing drops onto a glass
slide placed on an incline in a beaker of the
solvent to limit fast drying. Thicker regions on
the bottom of the slide were used for optical
study while the thinner upper regions were
used in the TEM. Samples were used for scan
ning transmission electron microscopy (STEM)
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and electron diffraction in order to define the
nature of the spherulites.

Vadimsky [31] described a useful method for
the preparation of thin films from the melt or
solution. Polymer is cast onto carbon coated
mica or fractured NaCI crystal substrates or the
substrate is dipped into a polymer solution.
After solvent evaporation, the film is scored
and removed from the glass by floating it onto
a water surface. Geil [32, 33], in a variation of
this method, deformed PE single crystals by
deposition on a Mylar substrate and drawing it
before carbon coating and TEM examination.
Martin and Thomas [34] used this method as
well as several others for high resolution
imaging of ordered polymers. They reviewed
the history of polymer HREM up until 1995,
listing the polymers that have been examined
and compared the polymers theoretically and
experimentally.

Thin films may also be formed by casting
onto a liquid surface to allow easy removal. A
range of liquids have been used, such as glyc
erol, ortho-phosphoric acid, and mercury.
Grubb and Keller [35, 36] placed a few drops
of ortho-phosphoric acid or glycerol on a
microscope slide, on a hot bench, and subse
quently a drop of the PE slurry was allowed to
fall on this hot surface. The polymer melted as
the solvent evaporated, and the film was solidi
fied by cooling. The film was floated onto a
water surface and picked up on TEM grids.
These self-supported thin films were found to
be spherulitic by optical observation, and large
areas of the film were thin enough for TEM
[36]. Thin films were prepared for HREM and
electron diffraction by surface tension spread
ing in the nematic melt onto hot phosphoric
acid, at about 240°C [37]. After quenching, the
polymer film was transferred to a water surface
and picked up on copper grids and carbon
coated to aid stability in the electron beam. In
a study by Chu and Wilkes [38], films of
poly( ethylene terephthalate) (PET) were cast
from trifluoroacetic acid and the spherulitic
films were studied by PLM, SEM, and light
scattering.

Howell and Reneker [39] prepared thin
polymer films from solutions spread on water
for HREM studies; for example, poly(ether
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ether ketone) (PEEK) in a-chloronaphthalene,
polystyrene (PS) in benzene, PE in hot xylene,
were collected on carbon coated grids that had
been thinned in an oxygen glow discharge
plasma to produce holes or cracks in the carbon.
The polymer films were then stained in ruthe
nium tetroxide (RU04) vapor for about
15min (see Section 4.4.3) to add contrast to the
molecular scale features observed by HREM.
Highest resolution was achieved by focusing
with a large objective aperture; the lattice
planes in the particles of graphite were imaged
to ensure highest resolution. Thin layers were
also formed for HREM [39] by trapping
polymer solutions between freshly cleaved
sheets of mica separated by a wedge. The
wedged mica sheets were placed in a solution
of PE in boiling xylene, the wedge removed,
and the mica sheets clamped together, with
drawn from the solution, cooled, and the
solvent evaporated. The mica sheets were sep
arated, shadowed with platinum/carbon, coated
with evaporated carbon (see Section 4.7.2),
floated off the mica, and picked up onto grids
for HREM imaging.

Drummy et al. [40] used a simple method to
prepare thin films, in the case of a semiconduc
tor powder, by atomizing a toluene solution
onto carbon coated mica for imaging using a
recently developed, inexpensive, tabletop, low
voltage electron microscope. Dilute solutions
of polymer have also been spin-cast onto a
single crystal silicon wafer, previously coated
with a thin layer of Au [41]. PET was prepared
by this method and by microtomy for examina
tion by several complementary techniques,
including electron energy loss spectroscopy
(EELS) in STEM, for comparison of radiation
damage rates. Windle and coworkers [42, 43]
prepared thin films by shearing molten poly
mers on freshly cleaved rock salt with a sharp
razor blade. The films, of thermotropic copoly
esters (see Section 5.6), were quickly quenched,
the rock salt dissolved, and the films annealed
to assess crystallite growth.

Cast films exhibit a range of morphologies
due to the effect of solvents, substrates, and
orientation. The use of liquids provides a
surface with little to no structure of its own
compared with solid substrates. In the case of
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block copolymers, the choice of solvent is quite
important to the final stru cture. Also, thin films
may be annea led to reveal equilibrium mor
phologies that may not be seen under real pro
cessing conditions. Spherulites, a common
textural structure observed in crystalline poly
mers, are formed in many industria l processes
where the polymer is melted prior to forming
the article of intere st. Films produ ced by these
industrial processes differ from films used in
model studies as the former are usually not thin
in the microscopic sense. In true thin films, the
spherulitic texture is two dimensional, whereas
in these thicker materials the spherulites are
three dimens ional.

4.1.3.7 Drawing Thin Films

Thin cast films may be drawn manu ally at room
temperature or above. The film to be drawn is
transferred to a glass slide coated with an inac
tive liquid , for example glycero l or silicone oil.
Needles or blunted razor blades are pressed
into the film and dra wn apart. Small regions of
drawn film suitable for TEM are produced, but
there is no control over the draw ratio or the
draw rate. Petermann and Go hil [44] developed
a meth od for forming highly oriented, ultrathin
films of crystalline thermoplastics under more
contro lled conditions. The first step is to make
a small quantity of dilute solution (0.3% to 1%)
of the polymer. A thin film of molten polymer
is then made by placing a drop of the solution
onto a hot glass slide and allowing the solvent
to evaporate. If the polymer dissolves only at
elevated temperatures, the finely divided sus
pension that forms on cooling the solution can
be used, as the polymer red issolves as the drop
hea ts up. The hot glass plate is kept at a tem
peratu re where quiescent crystallization is very
slow. For HOPE, this is about 125°C. An enclo
sure may be used to limit temperature fluctua
tions. A glass rod coat ed with the polymer is
touched to the melt film and slowly drawn
away, at a few cm s'. The local or ientation
causes immediate crystallization , producing a
solid drawn film that can be as thin as 20nm. A
schematic diagram of the drawing of a film is
shown in Fig. 4.2 [44]. The thin drawn film is
collected on a clean glass microscope slide, cut
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FIGURE 4.2. The method of producing a highly ori
ented melt drawn film is shown in this schematic.
(From Petermann and Gohi! [44]; used with
permission.)

into small pieces, floated off onto a clean water
surface, and mounted on grids for the TEM.
The melt film remaining on the glass plate may
be used directly in the OM after cooling. The
drawin g zone is limited to a region of about the
same size as the melt film thickness, about 111m,
so a draw rate of only 1em s" corresponds with
a very high strain rate, 104s-l

• A longitudin al
flow gradient of this magnitude is close to the
conditions that are used in the industrial pro
cesses of high speed spinning.

Th is method has been used primarily for the
study of HDPE (linear polyethylene), but it
also works for other crystalline polyolefins. The
oriented films that are formed are smooth sur
faced and uniform in structure. They contain
stacks of parallel lamellae on edge, and the
lamellae extend through the entire film. This
make s the interpretation of transmission images
particularly simple, as there is no over lapping
of adjacent structural regions. For the same
reason , defocus imaging [45-47] is very straight
forward and enhances the visibility of the crys
tals in the film (see Fig. 5.24). The HDPE
specimens produced by this method are thin
and uniform , with a well defined crystal orien
tation and arrangement. Preparation is com
paratively easy and needs no special equipment
beyond a hot plate. Therefore, these materials
make excellent training aids for a microscopist
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who is learning how to take electron diffraction
patterns or dark field micrographs from radia
tion sensitive polymers.

4.1.4 SPM Preparations

One of the most exciting advances in polymer
microscopy during the past two decades is the
development of SPM techniques and their
application to the study of polymer morphol
ogy. Early investigators found very simple
sample preparation methods could be used
because the material could be imaged on a
fairly large stage at room temperature with no
need for a vacuum chamber. As the techniques
have improved, especially for imaging soft
biological and polymer materials (recently re
viewed [48]), however, the crucial factor that
specimen preparation plays in high resolution
imaging has become apparent. As a result, tra
ditional preparation methods, including simple
dispersions, as noted above, continue to play
a role, but cryoultramicrotomy, staining, and
etching are also used for specimen preparation.
The early history of sample preparations and
the simpler methods will be described in this
section, and other methods will be found in the
appropriate sections to follow.

Scanning tunneling microscopy (STM) was
first used to image polymers using many of
the same preparation methods used for SEM
and TEM. Atomic force microscopy (AFM),
especially now using the tapping mode [49],
and termed either Tapping Mode" (trade
mark of Veeco Instruments, Woodbury, NY)
AFM (TMAFM) or intermittent contact AFM
(ICAFM), is more commonly used for poly
mers [50,51] although not without the need for
significant care in specimen preparation and
image interpretation. Atomic force microscopy
is used for imaging coarse and fine structures,
the latter by high resolution surface imaging,
and for compositional mapping, electric and
magnetic properties [50]. Scanning probe
microscopy techniques can be used in a variety
of environments, including at elevated temper
atures [52] and under various liquids. For
example, a study of polyamide membranes was
conducted by AFM, in a liquid cell under water,
and compared with TEM of stained, embed-
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ded, and sectioned membranes [53]. As with
more conventional techniques, the potential of
artifacts is ever present and from new and pos
sibly unexpected sources. A series of examples
of SPM on organic materials systems, with com
parison to other microscopy techniques, is
found, for example, in Tsukruk and Reneker
[54], Jandt [55], Magonov [50,56], and Bar and
Meyers [51].

Surfaces of many materials, such as coatings,
paints, films, and so forth, may be observed
without any preparation. Methods used for
SEM and TEM may be applied for SPM prepa
rations, including mounting on various sub
strates, dispersion, and casting of films by
methods, such as spin casting, melting on the
substrate, and melt drawing. Substrates that
are most often used for SPM are glass, poly
crystalline silicon, HOPG, freshly cleaved
mica, and indium-tin-oxide (ITO) coated glass,
many of which have been used for decades as
they are all flat and easy to prepare. Early work
in this field, reviewed by Leggett et al. [57], has
shown that a number of features of HOPG
surfaces, such as cracks and steps, can produce
image features through thin polymer and bio
polymer layers. Even worse, some graphite
features and artifacts resemble molecules and
are easily misinterpreted [57]. The recurrent
theme, the need to conduct complementary
imaging, especially when using relatively new
imaging techniques, thus continues to be of
utmost importance for the use of SPM tech
niques. Microtomy at room and cryogenic tem
peratures (see Section 4.3) is commonly used
to form a flat surface from a bulk material. In
addition, SPM can use the microtomed block
faces without the need to prepare thin sections
on substrates.

Coating with a conducting layer is usually
required for STM, unless the sample is very
thin, as is likely for Langmuir-Blodgett (LB)
films. Albrecht et al. [58] imaged molecular
scale orientation and morphology of LB films
using both STM and AFM on samples pre
pared in three ways. Films were prepared by
(a) raising a horizontally held graphite sub
strate from the bottom of the LB trough,
(b) by lowering the horizontally held graphite
to bring it into contact with the spread film,
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and (c) by dipping the graphite vertically into
the water and then lifting it vertically out. Fib
rillated liquid crystalline polymer (LCP) frag
ments were suspended in a water/ethanol
mixture and dropped onto HOPG and thin
peels and sections were also mounted on silicon
and HOPG for field emission SEM (FESEM),
STM [59, 60], and AFM [61], showing similar
structures by these complementary techniques.
Polystyrene films formed by spin coating solu
tions onto silicon were studied [62] after carbon
coating for STM, which showed isolated mole
cules. Suzuki et al. [63] also studied spin cast
films of polyimide precursors on ITO coated
glass, followed by imidization at elevated tem
peratures. The STM images of gold coated
films showed the details of the film surface
compared with images of the substrate.
Reneker et al. [64] studied PE samples pre
pared from solution as done for HREM [39]
(see Section 4.1.3.6). Once the solution of PE
was trapped between the mica sheets, the
device was removed from solution, cooled, the
solvent evaporated, and the sheets, separated
and shadowed, were imaged by STM; comple
mentary study showed the same lateral resolu
tion by both techniques but much better vertical
resolution by STM.

The feasibility of imaging polymer crystal
samples was shown by Piner et al. [65] who
conducted STM imaging of gold and chromium
coated PE lamellae. They found that thick
regions of crystals were more difficult to image
than thinner regions on edges. Magonov et al.
[66] used AFM to study cold extruded PE with
atomic resolution and reported a fibrillar struc
ture with highly oriented molecules was present.
Fritsche et al. [67] studied polyethersulfone
ultrafiltration membranes by drying the samples
by a solvent exchange procedure for SEM,
using isopropanol and hexane, and by observ
ing the wet membranes directly by AFM. They
were able to detect and measure pores by both
methods although neither technique could
resolve the surface pore structures, and the
porosity seen in AFM and SEM differs, as
expected, due to the drying and metal coating
for SEM versus observation of the virgin mem
brane via AFM. In AFM, vertical profile mea
surements yield the pore diameters, however
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the accuracy of such measurements will depend
on the sharpness of the tip.

Baldwin et al. [68] described a preparation
method for AFM of thermally sensitive starch
powder and fibrous samples by use of spin
casting cyanoacrylate glue onto a substrate, and
then sprinkling the powder or laying down the
fibers onto the wet glue surface for comparison
with SEM. In another study [69], coating for
mulations were prepared at 10wt. % solids and
cast on microscope slides by pulling the liquids
across the surface with Kimwipes EX-L Wipers
(Kimberly-Clark, Dallas TX). Other samples
were spin coated on silicon wafers in a class 100
clean room and then cured. Atomic force
microscopy characterization of these water
based, nonstick, hydrophobic polymeric coat
ings was used to relate wettability to surface
composition and adhesion. An electrospray
method was used for conversion of isolated
molecules of atactic polystyrene in solution to
solid, single molecule particles for SEM and
AFM [70].Solvent, concentration, and spraying
time are dependent on the polymer and particle
size. Solutions were sprayed onto freshly
cleaved graphite or mica, mounted with a small
strip of double sided tape applied at one edge
of the target; particle size distributions were
analyzed from the SEM and AFM images.

Bar et al. [71] characterized the morphology
of blends of poly(styrene)-block-poly(ethene
co-but -I-ene)-block-poly(styrene) with isotac
tic and atactic polypropylene block copolymers
by ICAFM. Samples deposited from solution
onto a glass substrate, dried, and annealed or
quenched from the melt and by samples cut by
an ultramicrotome were compared with earlier
TEM results. The polymer film on the side of
the film-glass interface was studied rather than
the free surfaces of the polymer.

The annealing behavior of long chain alkane
single crystals was observed by AFM in the
intermittent contact mode, using a heating and
cooling stage produced by Linkam Scientific
Instruments (Surrey UK) that permits in situ
evaluation [72]. Three preparation methods
were tested on reference compounds, including
a polysaccharide, which showed each had
potential artifacts, but when used in concert
the structure could be determined [73]. The
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preparation methods included drop deposition
directly onto a mica surface; ultracentrifugation
onto freshly cleaved mica sheets; and adsorp
tion, by placing mica vertically in the sample
solution, the latter being preferable. It has also
been found that annealing is required to ensure
solvent is removed even for ultrathin spin
coated films [74]. Chemical contrasting in single
polymer molecules has been studied [75] by
staining a thin film on a silicon or mica sub
strate with hexacyanoferrate (HCF) anions
acid solution bath for 3min, rinsing, and drying
the film for AFM. Atomic force microscopy
studies of latexes was reported earlier [76],
while a more recent study of poly(vinyl acetate)
(PVAC) prepared with poly(vinyl alcohol)
(PVOH) by applying 3 drops of latex on a glass
slide cleaned with chromic acid, dried for 3 days
in a desiccator, was imaged in the intermittent
contact mode [77].

4.2 POLISHING

Mechanical polishing of surfaces, often con
ducted for metals, ceramics, and rocks, also
finds use for polymers and polymer composites
containing hard materials. The methods work
remarkably well for complex composites that
are hard to section, such as glass, carbon, or
ceramic fiber composites, and tire cords and
large specimens have been polished for SEM
and x-ray microanalysis. Polished samples may
be etched with solvents or plasmas for exam
ination by SEM and for backscattered electron
imaging (BSI). Variations in the polishing
method are used to provide thick specimens
with a polished surface for reflected light, SEM,
or AFM, and thin specimens for transmitted
light. Micrographs of polished composites are
routinely used for quantitative image analysis
to compare the size, shape, and distribution of
the reinforcements with their mechanical and
physical properties. There is little published on
the polishing of polymers, although such
methods have been used since the early 1970s
in the Celanese laboratory [78].

A review [79] gives a description of the adap
tation of metallographic and petrographic
preparation techniques to the preparation of
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polymers for light microscopy, and Goodhew
[7] provides a general text on preparations in
materials science. Machined semicrystalline
polymer and short glass fiber composite sur
faces were shown by SEM to have artifacts pro
duced by machining [80], which showed the
need for polishing. Trempler [81, 82] reviewed
the topic of the preparation of plastics for
optical microscopy, covering the basic methods
and the potential artifacts, which are incorpor
ated below (Table 4.1). Anyone spending sig
nificant time polishing specimens is referred to
that work. Two recently published chapters
discuss polishing of polymers [83] and prepara
tion of hard materials [84], relevant to some
polymer composites. Finally, Samuels [85] has
a book on metallographic polishing that pro
vides comprehensive coverage of the topic but
does not include polymer materials.

4.2.1 Limiting Artifacts

As with all specimen preparation methods,
selection of the specimen is of utmost impor
tance, especially when a small sample is to be
prepared representing the material. Polishing
can produce artifacts at each stage of the prepa
ration (Table 4.1), especially cutting the speci
men and final polishing. The initial cutting,
generally with some type of saw, can cause the
formation of microcracks that can be misinter
preted as voids or cracks in the specimen. In
order to limit such cracking, the specimen
should be rough cut several inches from the
surface of interest and then cut more carefully.
Bates and Wang [86] studied the effect of
cutting moldings of nylon 66 using a band saw
to see the effects on mechanical properties and
surface morphologies, showing that high blade
speed and a high number of teeth per unit
length resulted in higher strength for glass fiber
reinforced specimens. Conditions of low feed
and blade speeds, however, appear best for
unreinforced nylon 66; polishing the cut surface
improves impact resistance.

Grinding should be done with gentle pres
sure on the mount and should never be done
dry. Each grit should be used only until the
scratches from the previous grit are removed.
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TABLE 4.1. Defectscausedduring grinding and polishing of polymerspecimens
Defect/cause of defect Effect on the specimen Suggestions for prevention
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Damage to ground surface due
to localized melting

Grains of grinding abrasive
embedded in the surface

Grains of polishing abrasive
embedded in the surface

Grinding/polishing scratches

Edge rounding

Surface exhibits a matte, rough
appearance without grinding marks

Block shaped inclusions visible

Small inclusions visible under
the microscope

Straight and/or irregularly curved fine
lines on the surface of the specimen

Differences in height between phases
of differing hardness or between
specimen and mountant

Use more coolant, use a metal disk substrate
and/or apply less pressure

Improve rinsing with more coolant, less
applied pressure, better quality abrasive
paper, rinse and clean ultrasonically

Generally due to softening of the specimen
surface. Ensure good cooling, low applied
pressure, final polish only with water. Do
not clean ultrasonically.

Use finest possible abrasives, clean carefully
between each stage. Do not use ultrasonic.
Finally, polish on very soft cloths.

Prepolish on cloth as hard as possible and
final polish only a short time with a soft
cloth

Cleaning of the specimen is also important as
larger grits or polishes on the specimen can
contaminate the fine polishing cloth. A 30s
ultrasonic rinse in water followed by drying off
with a can of Freon gas is adequate to remove
the grit. However, the gas can should not be
turned upside down as this will result in a frozen
and ruined specimen polish. Cleaning the speci
men surface for microanalysis is especially
important as contaminants can result in arti
facts, such as additional x-ray peaks. Finally,
undercutting of the specimen, that is preferen
tial polishing of the embedding resin compared
with the specimen, or a soft portion of the spec
imen itself, is another problem that must be
overcome when developing a polishing method.
An interesting paper by Howell and Boyde
[87], on specimens of human bone embedded
in poly(methyl methacrylate) (PMMA), com
pared polishing and milling using a reflection
confocal laser scanning microscopy (CLSM)
and SEM. Confocal laser scanning microscopy
provides topographic details showing that
milling (after polishing) created less relief than
polishing alone.

4.2.2 Polishing Specimen Surfaces

Standard metallographic methods [7, 82] are
used for grinding and polishing. Large samples
are precut with a saw to fit into 1 to 2 inch diam-

eter metal or rubber molds. Small samples are
mounted on a jig, such as a piece of cardboard,
to hold them in the proper orientation, and then
they are placed in the molds. Epoxy is mixed,
poured into the mold, and cured to provide
support. Curing can be done in a vacuum oven
to ensure removal of trapped air in complete
filling of voids. Epoxide resins and hardeners
are acceptable for most polymer and composite
materials. Fast cure resins are not recommended
as the exothermic reaction creates large bubbles
that hinder polishing. A water cooled diamond
saw is used to precut cured specimens, and wet
grinding is done with sandpapers ranging from
120 to 600 grit. As the specimen is ground on
each of the successively finer papers, it is turned
90° so that the new scratches are clearly visible
compared with the coarser scratches being
replaced. Water flowingover the grinding papers
keeps the specimen from heating up and also
carries the debris away. In special cases, glycer
ine may be used as a lubricant. For hygroscopic
materials, kerosene can be used as a lubricant
with proper attention to safe handling. A hard
cloth is used to prepolish and fine polish to 1usiv;
soft cloths are used for final polishing. Polishing
is conducted using graded alumina suspensions
in water (1, 0.3, and 0.05tIm), chromium oxide
slurries, or diamond paste suspended in oils.
Polishing is done on a rotating wheel with a
layer of fluid on the surface of the polishing
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cloth or using an automatic polisher. A bench
top ultrasonic cleaning unit is used with distilled
water to remove the polishing media from the
specimen, but care must be taken to keep the
sample from heating. The quality of the polish
can be checked in the optical microscope.

4.2.2.1 Polishing Surfaces

Figures 4.3 and 4.4 show two applications of
polishing polymer materials. A carbon fiber
composite, in an epoxy matrix, is shown in a
reflected light micrograph (Fig. 4.3A) in which
the small, round, white regions are fiber cross
sections, whereas the longer white regions are
fibers oriented parallel to the polished face.
The black regions are voids in the original com
posite. At a higher magnification, another com
posite (Fig. 4.3B) exhibits uniform packing of
the fibers in the polymer matrix. The flow
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pattern of the polymer is seen in a longitudinal
polished section of a polymer extrudate (Fig.
4.4A), and reflected differential interference
contrast (DIe) more clearly reveals the surface
detail (Fig. 4.4B).

Specimens for OM or SEM can be prepared
by polishing followed by etching, either chemi
cally or with plasma or ion beams (see Section
4.5) to bring out relief or detail. Bartosiewicz
and Mencik [88] polished nylon and polypro
pylene prior to etching to reveal the polymer
structure. The specimen surface was wet ground
with 320 and 400 grit silicon carbide paper and
600 grit aluminum oxide paper followed by pol
ishing using a 15pm aluminum oxide slurry on
medium high nap felt cloth followed by use of
1 and 0.5pm aluminum oxide slurries; final
polishing was with a 0.05pm chromium oxide
slurry. In a study of glass fiber composites [89],
samples cut perpendicular to the fiber direction

FIGURE 4.3. Reflected light micrographs of polished composite specimens show the carbon fibers (white)
and their orientation within the polymer matrix. Black regions are voids. In (A), various layers are oriented
normal to one another; in (B), two uniaxially oriented fiber tows are shown.
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FIGURE 4.4. Reflected light micrographs of polished longitudinal sections of a polymer extrudate show the
flow pattern at low magnification (A). Differential interference contrast (DIe) of a similar specimen (B)
shows this flow pattern in greater detail.

were mounted in cold mounting resin, ground,
and diamond polished, followed by etching in
hydrofluoric acid (40%) for 5-10s to reveal the
glass fibers more clearly. Summerscales et al.
[90] used polishing to prepare fiber reinforced
composites to study the effect of processing on
microstructure. Cut sections were polished on
"wet-and-dry" diamond papers of 200,320,400,
and 600 grades in turn until the surface appeared
flat, followed by polishing using an automatic
metallurgical machine with diamond pastes and
a specimen load of 1kg. Images were examined
in bright field light microscopy and the micro
structures analyzed in an automatic image
analyzer.

Fiber orientation was studied for different
thermoplastic polymers reinforced by short
glass fibers, using a special specimen prepara
tion treatment for reflected light microscopy
[91]. Preparation includes embedding, cutting,
and polishing of the specimens, which have
hard, brittle fibers embedded in a flexible, soft,
ductile matrix, at times with poor bonding.
These authors use automated polishing with
low pressure, ending with a 1Jim diamond
polishing suspension, followed by etching the
sample with oxygen ions in a vacuum at an
acceleration voltage of 1kV for 1h. Although
the fibers are above the surface, sputtering
with platinum is used to remove this effect.

In a follow up paper, Mlekusch [92] makes
quantitative measurements by image analysis
to determine the fiber orientations. In an edited
book on the microstructural characterization of
fiber reinforced composites [93], polishing was
used to determine yarn shape and for quantita
tive image analysis of the composite micro
structure using methods found in the earlier
editions of this text and by Hemsley [94].

4.2.2.2 Polishing Thin Sections

Thin sections (ca. 2--40Jim thick) provide ideal
specimens for study using optical microscopy,
especially polarized light microscopy to image
the crystalline structure. However, some mate
rials are too tough, brittle, or hard to be sec
tioned by microtomy. In geology, thin sections
of rocks are commonly made by polishing tech
niques, and this method also works well for
polymers that cannot be microtomed because
they are too hard at room temperature. Samples
are first cut, embedded in a support resin,
ground, and wet polished on one face. The
sample is glued, polished face down, to a well
cleaned glass microscope slide with fast cure
epoxy, cyanoacrylate glue, or Canadian Balsam
[82], being sure that the sample is not heated
during this process. The cured sample is cut,
ground, and polished on the opposite side until
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it is thin enough to transmit light. The thin sec
tioning method has an added problem in that
the thinner the specimen, the better the optical
image but also the greater likelihood of the
specimen pulling out of the mount. The sugges
tion here is caution; polish for short times, such
as 30-60s, clean and examine the specimen
before proceeding.

Applications of the polished thin sectioning
method [79] include extrudate cross sections,
glass fiber reinforced polycarbonate, and rub
ber toughened nylon. The fine structure of ther
motropic liquid crystalline polymers (see Sec
tion 5.6.2) has been observed in thin specimens
prepared by the polishing method [95]. This
method was required as microtomy was not
possible for these tough polymers. Gammon
and Ray [96]provide an in-depth instruction on
the metallographic preparation of ultrathin sec
tions of fiber reinforced polymeric materials.
Examples used are a thermoset; glass fiber
filled Ultem 2300; and a polyamide prepreg
(carbon fiber mixed with resin is termed a
prepreg). A description is provided of align
ment and embedding of multiple specimens,
grinding and then polishing the surfaces using
alumina slurries or automated polishing. A
wide range of transmitted optical microscopy
techniques are used for specimen evaluation.

4.3 MICROTOMY

Generally, microtomy refers to the preparation
of thin slices of material by sectioning for
observation in an optical microscope by trans
mitted light. Microtomed sections are cut with
steel or glass knives to about 1 to 40Jim thick
ness. Ultramicrotomy methods involve the
preparation of ultrathin sections of material
for observation in an electron microscope.
Ultramicrotome sections are cut with glass or
diamond knives to a thickness ca. 30-100 nm. If
imaging is to be done via many techniques, the
TEM preparation method can be utilized to
prepare thin sections for OM, TEM, and AFM,
and the flat block face is used for SEM and/or
SPM.

Ultramicrotomy is very commonly used in
the preparation of biological and polymer spec-
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imens for electron microscopy. Polymers must
be carefully embedded to provide sections with
visible fine structure that represents the origi
nal material. Stains (see Section 4.4) are used
to enhance contrast by increasing the electron
density in specific structures in the material.
Some polymers are too soft to be sectioned at
room temperature, and these must be hardened
either chemically or by cooling below room
temperature during microtomy. This latter
method, cryomicrotomy, or cryoultramicrot
omy, is an increasingly popular specimen prep
aration method for many materials for imaging
by TEM and SPM.

4.3.1 Peelback of FiberslFilms for SEM

Synthetic fibers were among the earliest poly
mers produced for commercial applications.
Morphology studies were undertaken in order
to understand structure-property relations and
to improve properties. During the 1950s, the
SEM was not available, and although microt
omy was already being used (e.g., by Scott and
Fergerson [97]), little could be seen by direct
observation of thin sections in the TEM, result
ing in a need for other preparation methods.
One of these methods is the peelback method,
or longitudinal splitting of fibers [98].The early
peelback technique was used to provide sur
faces for replication or thin films, both for the
TEM, whereas the method is now used to
prepare fibers and films for SEM or SPM study.
Scott [98] described the peelback method as a
split section or cleavage technique by what he
called orientation and cleavage plane splitting.
The idea is to open a fiber (or film) with minimal
disruption. Orientation splitting involves cutting
of a fiber with a razor blade, at an oblique angle,
halfway into the fiber, followed by a cut along
or parallel to the fiber axis. This second cut
below the first one is literally peeled back with
forceps to provide a thin section aligned with
the longitudinal axis. In cleavage plane split
ting, a razor is used to make an oblique cut
halfway through the fiber and then the polymer
is peeled back along the fiber axis with forceps.
The split works its way along the fiber to the
outer surface where it then continues along the
surface skin. Additional splitting of the same
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FIGURE 4.5. Scanning electron microscopy micro
graph of a polymer fiber prepared by the peelback
method reveals the internal fibrillar texture
(arrow).

fiber provides layers aligned along the molecu
lar fiber axis. An example of a peeled back PET
fiber, showing a fibrillar texture, is seen in an
SEM image in Fig. 4.5.
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and homemade forms of sectioning devices with
razor blades are commonly found in any textile
fiber laboratory. Stoves' book Fibre Microscopy
[99] describes several of these methods, includ
ing a handheld metal plate, the Hardy micro
tome, and other mechanical sectioning devices.
Such instruments for cutting sections for optical
microscopy were in use as early as the 18th
century [100]. A collection of different devices
for fibers, yarns, and composites has also been
shown by Annis and Quigley [101].

The simplest and most useful of these devices
for fibers, films, yarns, and fabrics is a modified
metal plate, as shown in Fig. 4.6. Sections cut
using such a plate tend to be ragged around the
edges, nonuniform in thickness, and often
damaged and distorted. The plate is 3 x 1 inch
in size, with slots from the edge to the center,
ending in small holes, about 1mm across. The
specimen is combined with a colored filler yarn
and forced into the slot. A single edged razor
blade is used to cut both top and bottom
surfaces, the plate is placed on a glass micro
scope slide, and a drop of immersion oil and a

4.3.2 Microtomy for OM

Specimens for transmitted light microscopy
must be transparent; as the practical resolution
of the optical microscope is about 0.5-1 pm,
specimens about 1-40pm thick must be pre
pared. Very simple handheld devices using a
razor blade may be sufficient or complex prepa
rations involving several steps prior to microt
omy may be required. For example, alignment
of fibers for sectioning involves mounting the
fibers in a specific orientation, placing them in
a capsule or mold, adding appropriate embed
ding resins, curing, and trimming before sec
tioning. Much of the preparation is common to
both optical and TEM sectioning so the reader
should be aware that both sections of this
chapter should be read for a complete discus
sion. Because fibers are among the most diffi
cult specimens to cut, they are used as an
example in the following sections.

lOmm

4.3.2.1 Microtomes

Sectioning is accomplished using several types of
manual and mechanical techniques. Handheld

FIGURE 4.6. A metal plate used to provide rapid
cross sections of fibers, yarns, and fabrics. The plate
is the same size as a 1 x 3 inch glass microscope
slide.
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coverslip are placed on the top surface before
viewing in transmitted light. Rotary and sledge
microtomes are used with steel knives to provide
sections for observation in the optical micro
scope. These mechanical systems provide consis
tent thin sections in the range 5-40 f.1m thickness.
Thinner sections are cut using glass knives that
provide good sections 1-4 f.1m thick.

4.3.2.2 Specimen Mounting

Specimens for microtomy must either be cut to
fit in the chuck of the microtome and be self
supporting or they must be embedded in a sup
porting medium. Pieces of molded or extruded
plastics are trimmed to fit the chuck using small
saws and razor blades. In the case of films and
fibers, however, the samples must be embedded
in a resin for both support and orientation. The
steps for mounting specimens will be described
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here for OM, and a more complete description
of mounting and embedding media for TEM
and SPM will be found in Section 4.3.4.

One method for mounting samples for sec
tioning is as follows.

1. A glass microscope slide is put on top of a
piece of graph paper to aid alignment. Fibers
are placed lengthwise on the glass slide and
secured at the ends with double sided tape.

2. Fibers can be consolidated by tying them at
intervals with a cord or yarn, preferably of a
different color than the specimen.

3. Samples are supported with cardboard
frames, cut in a C or oval donut shape, placed
under the fibers, and glued to the frame with
Elmer's white glue or Eastman 910 fast
drying glue.

4. Fibers are mounted for cross sections
as shown in Fig. 4.7A. For longitudinal

FIGURE 4.7. Fibers are shownmounted on a C-shapedframe (A), punched out of light cardboard, in order
to orient them for crosssections. For longitudinal sections, fibers are mountedperpendicularto the direction
shown but on two C-frames or they are mounted on a frame that fits into an embedding capsule (B).
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sections, two frames can be glued together
and slipped under the fibers so they are par
allel to the short axis of the frame, or they
are mounted across a donut shaped frame
(Fig. 4.7B, top) and placed in the top of the
capsule, face down (Fig. 4.7B, bottom).

5. The Elmer's glue is hardened in a 60°C to
70°C oven for about 15min and the frame
placed in a capsule or mold.

4.3.2.3 Specimen Embedding

Embedding media are chosen, mixed, added to
the capsule, and allowed to cure, according to
the details supplied by the manufacturer. One
or two embedding media are in general use
while a wider range is on the shelf, in case they
are needed. In this way, different types of mate
rials may be embedded at once, and the person
performing the microtomy can become familiar
with the sectioning characteristics of those spe
cific resins. Paraffin, long used for embedding
biological and polymer materials, will not be
described in any detail as its use is not reliable:
cutting is poor at room temperature, it is messy
to use, and maintaining the hot paraffin is time
consuming. There are specific studies, such as
embedding of experimental bone implant spec
imens, using polyethylene particles, that still
use paraffin for embedding [102]. In another
study [103], failure of Navy coating systems
were studied by SEM/energy dispersive x-ray
spectroscopy (EDS) of the cross sections and
chemical depth profiling of weathered high
solids aliphatic poly(ester-urethane) military
coatings, prepared by immersion in liquid
N2, and embedding in histological wax.
SEM imaging of the sections showed the
topcoat-primer interface and the EDS maps
depicted the spatial distribution of the
elements present.

Room temperature curing epoxies work well
for optical sectioning of most dry polymer
materials. Wet materials are more compatible
with water soluble resins as materials need not
be totally dehydrated prior to embedding. Pro
cessing is rapid, and high quality sections can
be obtained using a glass knife. Where optical
studies will be followed by TEM, the EM
embedding media are best used for both studies.
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Media used for TEM will be described in the
next section.

A variety of molds are available to encapsu
late samples for embedding. BEEM type cap
sules are useful for small pieces of materials that
can be placed in the tip, which then provides
pre trimmed specimen blocks. Gelatin capsules
are rounded in shape and thus must be trimmed,
but they have the advantage that they can be
removed by soaking in water. Other shapes are
good for specific sample forms. Flat embedding
molds are excellent for films and membranes,
especially when orientation of the specimen is
important. A range of these capsules and molds
should be kept in the laboratory.

4.3.2.4 Microtomy

For trimming, the bulk specimen, or the cured
block, is placed in a vise and cut with a jeweler's
saw. Fine trimming with a razor blade can be
done under a stereomicroscope to provide a
square or trapezoidal block face shape (Fig.
4.8). The trimmed sample is secured in the
chuck of the microtome and sectioned to the
desired thickness. A common problem is that
sections tend to curl due to distortions caused
by the sectioning process. Curled sections can
be flattened by manually uncoiling them under
a stereomicroscope using a small soft brush or
forceps and placing them in immersion oil
between a glass slide and a coverslip. The

FIGURE 4.8. The photograph shows the trapezoid
shaped face of a trimmed block ready to be sectioned.
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FIGURE 4.9. Two examples of microtomed sections viewed in the optical microscope are shown: (A) a section
of a nylon pellet, in polarized light, reveals a coarse spherulitic texture; and (B) a section from a black,
molded nylon part, in a bright field micrograph, shows the size and distribution of the carbon black filler.

sections can also be relaxed by heating with an
infrared lamp or by flotation on water, or hot
glycerol, if they are not sensitive to heating.

Typical polymer materials studied in optical
thin section include extrudates or molded parts,
such as semicrystalline polyoxymethylene; mul
tiphase polymers, such as rubber toughened
nylon; filled polymers, such as carbon black
filled nylon; fibers, such as polyester and rayon;
and films that are too thick to directly transmit
light. An example shown here is nylon, imaged
in polarized light (Fig. 4.9A), revealing its
spherulitic texture, and imaged in bright field
(Fig. 4.9B), revealing dispersed carbon black
particles.

4.3.3 Microtomy for SEM

The SEM is also used to study the surfaces of
polymer materials, such as plastics, fibers, yarns,
membranes, films, and composites. The outer
surfaces can be studied or bulk SEM studies
can be performed on samples that have been
fractured (see Section 4.8) or sectioned. The

flat surface remaining after sectioning can be
used as a sample for SEM, particularly for
x-ray microanalysis. A conductive coating (see
Section 4.7.3) is generally applied to the sur
faces of interest for SEM or carbon coating for
microanalysis. Rearle et a1. [6]described several
special holders that are modifications of the
metal plate method. Specimen holders that
have holes for packing materials such as fibers,
yarns, or fabrics for razor blade cutting are
useful methods that involve the insertion of a
looped thread through the hole and the place
ment of the material in the loop. This material
is then pulled through the hole and sectioned
with a razor blade. Modifications to the stubs
on any SEM can be made readily in a machine
shop. Many of the methods used to provide
cross sections for the SEM are modifications of
optical techniques.

4.3.4 Microtomy for TEM and SPM

Ultramicrotomy is an obvious example of a
preparation method developed by biologists and
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now in general use for polymers. In the early
1950s, Porter and Blum [104], Sjostrand [105],
and Haanstra [100] were constructing micro
tomes to provide sections, about 0.1pm thick (or
less), for TEM study. Today , ultramicrotomes
are available from many companies that permit
ultrathin sections of polymers to be obtained on
a routine basis. Microtomy permits the prepara
tion of polymers for observation of the actual
structure in a bulk material , which is not possible
by methods such as thin film casting or surface
replication. The first step in the process is to
determine the temperature to use for sectioning.
If the glass transition of the polymer is below
room temperature, then cryoultramicrotomy is
needed. Examples of polymers that can be sec
tioned at room temperature are polycarbonate
(PC), PMMA, HDPE, epoxies, nylons, and rigid
polyurethanes; and prestained and thus hard
ened high impact polystyrene (HIPS), polypro
pylene (PP), acrylonitrile-butadiene-styrene
(ABS) , and PClABS. Polymers that may need
to be sectioned at cryotemperatures are PP,
PE, rubber, polytetrafluoroethylene (PTFE),
poly(vinyl chloride) (PVC), ABS, HIPS, latexes,
paints, silicones, and so forth.

A general method will be described for the
preparation and sectioning of polymers, point
ing out those areas of difficulty and citing some
of the excellent references available. The aim
of the preparation is sections that truly repre
sent the original bulk structure and that are
thin, flat, and not deformed, have contrast, and
can be used for TEM images that can be easily
interpreted. The resulting block face is the
sample of interest for SPM imaging. The steps
involved in sample preparation for ultramicro
tomy include (1) fixation/staining (if needed),
(2) drying (if needed), (3) specimen mounting
(see Section 4.3.2), (4) embedding and curing,
(5) trimming and sectioning, and (6) carbon,
metal, or polymer coatings. Staining is often
required in order to increase the electron scat
tering of polymers selectively and , thus , aid
contrast and resolution of details. Staining is
performed either on small pieces of the mate
rial before embedding or by poststaining the
sections themselves, or both. This topic is so
vast and important to the polymer microscopist
that it is treated separately (see Section 4.4).
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4.3.4.1 Specimen Drying

Most polymer materials are dry or can be air
dried without structural change ,whereas others,
such as some membranes and emulsions , are
wet and require drying prior to embedding. Air
drying may destroy or distort structures due to
the deleterious effects of surface tension. A
method that has been used in the case of wet,
porous membranes [106] is to cut strips of the
membrane in a jar containing water and to
transfer the strips directly into the embedding
resin in a disposable weighing pan. This sample
is placed in vacuum for several hours at room
temperature to remove the water, which is
replaced by resin. After vacuum impregnation,
the membrane samples are placed in flat embed
ding molds in fresh resin. Other methods of
drying might include critical point drying, freeze
drying, or chemical drying (see Section 4.9).

4.3.4.2 Emb edding Media

There are many embedding media available,
almost too many for the novice to choose one
over another for a given specimen. Glauert
[107, 108] are excellent references that include
descriptions of the various media and the
reasons for their use. There are three media in
general use: epoxy, polyester, and acrylic resins.
The ease of sectioning and stability in the high
vacuum and the electron beam are important,
with the epoxy resins the most stable. A hard
ness match of the polymer and embedding
media is also important to good sectioning.
Variations can be made in the recipe for each
medium in order to change its hardness. Avail
ability and good results have been the general
experience with the epoxies and they are used
in most applications except where the greater
potential infiltration of low viscosity resins is
required. Epoxies can be reactive toward some
surfaces and thus distort morphology. In these
cases, the surface may be coated with a thin ,
conformal metal (such as chromium) prior to
embedding. The embedding media should be
handled using the safety information supplied
and cured using the times and temperatures
recommended by the supplier.

Recently, microwave techniques have been
used for more rapid embedding [109-113], and
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recipes have been developed for a reduction in
curing from 48h to 15min or less at a power of
700W in a 2540MHz microwave oven [110].
Only laboratory microwave ovens should be
used, and these with precautions taken, such as
the use in a hood [108]. Embedding media can
also be cured or polymerized by UV irradiation
instead of by heat [108]; special chambers are
available or can be constructed. This method
has the advantage of being used at lower tem
peratures, but this is not needed for epoxy
resins, which are cured at room temperature. A
specialized method of embedding, generally of
geological or biological specimens, for determi
nation of carbon content or distribution, is to
use sulfur embedding, although this has many
challenges as to safe use of this brittle material
[114].

4.3.4.3 Mounting Specimens and
Block Trimming

Specimen preparation methods, trimming
blocks, and sectioning were discussed (see
Section 4.3.2) and are covered in detail for bio
logical materials by Reid [115].A factor to con
sider for TEM sectioning is the orientation of
the specimen in the trimmed block, which is
important to section quality and structural
interpretation, especially of anisotropic speci
mens. Longitudinal sections of fibers and films
should generally be aligned so that the long axis
of the material is not parallel or perpendicular
to the knife edge. The specimen should be ori
ented at an oblique angle to the bottom of the
trapezoid or perpendicular to it for best sec
tioning. A simple method has been described
for orienting silk and other flexible fibers for
transverse or longitudinal sections [116]. Prior
to embedding in epoxy resin, the silk is wound
around a notched support made from polyester
film. After curing, the film can be peeled away
to reveal oriented silk or other fiber threads
that can be cut with a microtome. A glass knife
was used for initial cutting, followed by use of
a diamond knife. Compression molding thin
fibers and free standing polymer films into a
transparent thermoplastic that is easy to micro
tome is a viable procedure to obtain cross sec
tional specimens [117]. While the experimental

Specimen Preparation Methods

conditions may have to be modified for each
system, the procedure is easy and rapid for gen
erating samples that are ready for microtomy.
This procedure has been successfully applied to
obtain thin sections and block faces of encap
sulated poly(imide) films suitable for TEM and
AFM, respectively.

Trimming a block to a specific shape and size
is more critical for TEM and SPM than for OM.
The cured specimen block is cut close to the
specimen plane with a jeweler's saw or a razor
blade. The pretrimmed block in a microtome
chuck is placed in a holder built to fit in the
stage of a stereomicroscope. The top surface is
cut or faced and then the sides of the block are
cut at an oblique angle to provide a trapezoidal
shaped block face. Where possible, the epoxy
is all trimmed away; where this is not possible,
a minimum sized block face with little epoxy is
prepared. Smaller block faces are better for
TEM. The bottom of the section, the part that
will be cut by the knife first, should be the
longer side of the trapezoid. Block faces on the
order of 250J.lm or less help to minimize chatter
artifacts that are readily imaged by SPM.

4.3.4.4 Ultramicrotomy

Glass knives are used to face the block, up to
the specimen and for final trimming, either in
the ultramicrotome itself or in a microtome
made for that purpose. Ultrathin sections are
cut with either a glass or a diamond knife. Glass
knives have the advantage of being inexpen
sive, easy to make, and are sharper than razor
blades, however they do not remain sharp.
Glass knives provide good sections of samples
that are softer than glass, such as unfilled nylon,
polyoxymethylene (POM), and PE. In the case
of very hard materials that might crack a
diamond knife, such as polymer composites, or
very high modulus materials, it is better to use
an expendable glass knife. Diamond knives are
sharp, can be resharpened, and can cut very
thin sections, but they are very expensive and
can chip or crack. Old diamond knives are quite
useful for cutting hard materials that require
diamond but might chip or crack a good knife.
In practice, proficiency should be demonstrated
with a glass knife prior to attempting diamond
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FIGURE4.10. Ultrathin sections of polypropylene and polyethylene sectioned at room temperature using a
35° angle diamond knife (A) and sectioned at room temperature using an oscillating diamond knife (B).
(Fro m Vastenhout and Gnagi [119]; used with permission of Cambridge University Press, courte sy of the
Microscopy Society of America.)

knife sectioning. Finally, the nature of the
trough, and the trough fluid used to float
the sections so they can be picked up on grids,
must be considered. Diamond knives are sup
plied with a trough that is simply filled with
water during room temp erature sectioning.
Glass knives are made as they are used
and various sticky tapes may be used to
produce troughs.

Developments have been made to reduce the
compression of ultrathin sections by use of an
oscillating diamond knife [118]. A prototype of
this oscillating diamond knife was evaluated
and tested to prepare ultr athin sections for
comparison with the same sample prepared
with a 35° angle diamond knife [119], as shown
in Fig. 4.10 of a blend of polypropylene and
polyeth ylene. A block face from such section
ing should be flatter and be more useful for
AFM imaging as well.

4.3.4.5 Literature Review

Plummer [120] provided an excellent review in
his "reflections" on the use of microtomy for
materials science specimen preparation, with a
table of material classes, references, and com
ments .The review includes examples ofpolymer
compo sites, blends, membranes, elastomers,
and coatings. Kink bands and shear deforma
tion were shown in polybenzobisoxazole (PBO)
fibers microtom ed and studied by TEM [121].
Fibers treated to cause compressive deforma
tion were taped to sheet polycarbonate and
coated with spray acrylic to fix them to the
substrate. Small sections (<5 mm) att ached to
the polycarbonate were cut, trimmed, and
microtomed to a thickness of 40-80nm with a
new area of a diamond knife and picked up on
400 mesh grids. Ericson and Lindberg [122]
showed that when the sample holder of the
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ultramicrotome is instrumented with a force
transducer, it is possible to measure the very
small sectioning force and calculate the energy
dissipated. The method was demonstrated on
two amorphous polymers, PMMA and epoxy.
Potential applications are research on nanoscale
fracture, characterization of molecular anisot
ropy, and development of the ultramicrotome.
Pellets of PET were microtomed at room tem
perature, about 50nm thick, and covered by a
holey carbon film for EELS analysis [123].
Nanofoams [124]were prepared for microtomy
by partial submerging of the films in capsules
filled with embedding epoxy, with the ends of
the films held between two clean glass slides
above the submerged portion of the films while
the epoxy dried. The epoxy was a support and
the film was sectioned with no embedded epoxy
to prevent filling of the pores. Sections were
stained for TEM study. Polyethylene or any
other polymer film, coextruded films, fiber or
molded sample can be cryo-faced with a glass
or diamond knife, followed by staining in ruthe
nium tetroxide vapors, and cutting thin sections
<100nm using a diamond knife at ambient tem
perature [125].This method was initially devel
oped for the analysis of domain morphology of
stained polyolefin blends by LVSEM.

A method developed for biological tissue
might find use for polymers to examine materi
als in an x-ray microscope and by complemen
tary TEM, SEM, and SPM [126]. Glycol
methacrylate (GMA), a water soluble plastic,
was used as an embedding medium; blocks
were sectioned with glass knifes and the flat
tened sections were placed in a square silicon
wafer frame. Near surface plastic deformation
under surface scratches was shown in injection
molded isotactic polypropylene blends with
more than 20% ethylene-propylene-diene
monomer (EPDM) rubber modifier (thermo
plastic polyolefin, or TPO) [127] by polarized
light microscopy and x-ray photography of thin
sections, and TEM of ultrathin sections, after
staining the block with ruthenium tetroxide. A
thin layer of gold was evaporated to mark the
surface, the blocks were embedded in low vis
cosity epoxy resin, and ultrathin sections cut
with a diamond knife. Results obtained suggest
that a strong interfacial adhesion exists between
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the rubber phase and polypropylene. Plummer
et al. [128] studied the microdeformation in
heterogeneous polymers by TEM, SEM, and
AFM imaging. Notched specimens were used
by inserting a wedge between the crack faces,
embedding, staining, and sectioning around the
crack tip.

Ionomer powders were sectioned for imaging
by first compression molding them and then sec
tioning at room temperature, collecting the sec
tions with a wet method by floating them onto
deionized water in the knife boat [129]. Imaging
of the ethylene- and styrene-based ionomers was
conducted by bright field and high angle annular
dark field scanning transmission electron micros
copy (BF- and HAADF-STEM).

4.3.5 Cryomicrotomy for TEM and SPM

Cryomicrotomy and cryoultramicrotomy are
sectioning methods performed at low tempera
tures to produce thin or ultrathin sections,
respectively, of polymers too soft for room tem
perature sectioning. The methods are not
routine, but they have gained in popularity as
a direct result of the ease of use of new com
mercial instruments and the need for flat block
faces for SPM as well as for traditional OM and
TEM study. Sections for OM, especially for hot
stage work, may be cut about 2.5-5 usn thick
using the same sample as for TEM. Polymers
that have a glass transition temperature below
room temperature are soft and can be hard
ened by cooling. Sectioning in the -20°C to
-40°C range is fairly straightforward as liquids
may still be used to remove sections off the
knife. At lower temperatures (e.g., -120°e)
sectioning is more difficult as a dry knife must
be used.

The following hints and tips are from a
polymer microscopist [130]: Use a diamond
knife with an angle of 35° for polymer materi
als; section thickness of about 90nm is best to
start, with change to lower temperature if there
is severe compression and reduction of thick
ness to 60-70 nm once sections are uniform;
slow cutting speed, below 1mm/s, is preferred
for polymer specimens.

Dry sections are difficult to pick up without
damage. Ionizing antistatic devices are used to
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inhibit sections flying away due to static charge.
Special instrumentation is required to control
the temperature of the knife and the specimen
accurately, as the section thickness is affected
by thermal expansion and contraction. The
cryomicrotome must also limit frost buildup on
the specimen, as frost is a problem in sectioning
at low temperatures. Zierold [131] provides an
excellent discussion of the optimal conditions
for the preparation of ultrathin cryosections of
biological materials. The mean ice crystal size
was shown to be critical, and the section quality
was seen to increase as the ice crystal size
decreased. The theoretical and practical appli
cations of low temperature techniques, includ
ing cryoultramicrotomy, are found in a
comprehensive text by Echlin [132].

Complementary imaging by TEM and AFM
is useful for better understanding of the mor
phology of materials, especially blends and
copolymers. Intermittent Contact mode AFM
images of the block face of HIPS, obtained
using cryomicrotomy at -110°C, are shown in
the height image (Fig. 4.11A) and the phase
image (Fig. 4.11B) [133]. Comparison with a
TEM image (Fig. 4.11C) of a thin section
obtained by room temperature microtomy of a
block face exposed to OS04 vapor shows similar
microstructure [133].

4.3.5.1 Literature Review

Chappius and Robblee [134] used solid carbon
dioxide and alcohol as a coolant while many
others (e.g., [135, 136]) used liquid nitrogen to
cut about 50nm thick sections of rubber.
Andrews et al. [136] examined sections of
several semicrystalline polymers produced by
cryoultramicrotomy at -150°C using a modi
fied microtome. Ethylene glycol was used to
wet the knife edge, but no fluid was used to
pick up the sections. Dlugosz and Keller [137]
produced sections of spherulitic PE by cryoul
tramicrotomy and studied the beam induced
band structures. Early results with cryomicro
tomes were described [138] for polyurethane
elastomer, a blend of crystalline and noncrys
talline polymers, which showed spherulitic tex
tures after sectioning at about -70°e. Injection
molded PP was also sectioned at about -70°C,
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whereas PTFE was sectioned at much lower
temperatures. Extruded styrene-butadiene
styrene (SBS) copolymer was prepared by
cryosectioning with a diamond knife in liquid
air at -85°C to -115°C, followed by osmium
tetroxide (OS04) vapor staining for 1h [139],
revealing the alternating sequence of the PS
and polybutadiene lamellae. Odell et al. [140]
prepared extruded triblock copolymer by
first chemically hardening the polybutadiene,
with OS04, followed by cryoultramicrotomy to
produce 30nm thick sections: parallel PS rods
were observed in the SBS copolymer. Ultrami
crotomy and selective staining with OS04 was
also used in the preparation of a binary blend
of PP and thermoplastic rubber [141].

Fridman et al. [142] sectioned polyester
based polyurethanes using glass knives with a
45° cutting angle and propanol at -90°C as the
trough fluid for floating off the cryosections.
The trough was filled with water and allowed
to freeze, forming a shelf onto which a drop of
propanol or isopentane was placed. The alcohol
lubricates the knife edge permitting sections to
be brushed onto a TEM grid. The structure and
morphology of segmented polyurethanes was
also shown by TEM observation of samples
prepared by cryoultramicrotomy [143].

Transmission electron microscopy was used
to examine the morphology of extruded ther
moplastic starch/poly(ethylene-vinyl alcohol)
(EVOH) blends [144]. The samples were sec
tioned in a cryoultramicrotome at a sample tem
perature setting of -20°C to 15°C and a knife
temperature from -20°C to O°e. Changes in
temperature were made based on the blend,
with lower temperatures needed as the EVOH
level increased. As with many other materials,
the Tg of starch is a strong function of the rela
tive humidity. Samples were collected from the
knife with an eyelash tool and deposited onto a
droplet of ethanol on a TEM grid; the grids were
blotted with filter paper to remove any excess
ethanol. Some sections were exposed to iodine
vapor for staining the starch. The TEM was also
used to examine the morphology of nanocom
posites composed of an organoclay and PP by
cryoultramicrotomy using a diamond knife of
samples at -90GC, collecting the sections on
copper grids and imaging at 120kV [145].
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FIGURE 4.11. Intermittent contact mode AFM images of the block face of high impact polystyrene (HIPS),
obtained using cryomicrotomy at -110°C. Note that the surface imperfections due to knife marks are obvious
in the height image (A), whereas the phase image (B) provides contrast due to the material with less visible
artifacts [133]. Comparison with a TEM image (C) of a thin section obtained by room temperature microt
omy of a block face exposed to OS04 vapor shows detail of the HIPS structure and evidence of some com
pression in the section. (From Li et al. [133], © (2004) Taylor & Francis; used with permission.)
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The application of fracture mechanics to
polymer systems is an emerging field [146]. The
investigation of a ductilefbrittle temperature
transition based on Izod tests in toughened nylon
blends was conducted by characterizing both
fracture toughness and yield strength and the
morphology of the cryouitramicrotomed blend
by TEM. Deformed regions from the center of
test specimens were sectioned at -90°C to about
90nrn thick using a diamond knife and the
sections stained in either phosphotungstic acid
solution or ruthenium tetroxide vapor. Energy
filtering transmission electron microscopy
(EFTEM) was applied to investigate interfaces
betweenapolymerandanadhesive.Poly(butylene
tercphthalate) (PBT) sheets laminated with an
epoxy adhesive were heat aged at 180°C in air for
>9h, then were cut into small pieces and sec
tioned to 100nm, cutting parallel to the interface
with a diamond knife at -80°C. Evaluation using
EELS and EFfEM showed the heat aging
decreases the adhesion strength drastically due
to formation of a weak boundary interface.
Microfibrillar reinforced polymer composites
were also studied by means of TEM of ultrathin
sections prepared at -60°C [147] and compared
with SEM of cryogenic fracture surfaces. Sec
tions for TEM were either stained with ruthe
nium tetroxide vapor for lOmin or the bulk
sample was stained overnight prior to sectioning.
Honeker and Thomas [148] assessed the orienta
tion of a poly(styrene-block-isoprene-block
styrene) (SIS) triblock copolymer with a PS
cylinder morphology that was globally oriented
via roll casting. Transmission electron micros
copy was conducted on sections that were micro
tomed at temperatures of -90°C (knife) and
-110°C (sample) of about 70nm thick and stained
with OS04 vapors for 1-2h and carbon coated.
Transmission electron microscopy of sections
viewed parallel and perpendicular to the cylinder
axis provided real space information on the
deformed morphology. Microphase separation
was characterized in ABA triblock copolymers
containing polyhedral oligomeric silsesquioxane
pendant groups by cryoultramicrotomy at -80°C,
followed by transfer of sections into a glassjar for
staining with ruthenium tetroxide vapor [149].

A polycarbonate/styrene-co-acrylonitrile blend
was examined as a representative of blends
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with all components well under Tg at room tem
perature by low voltage TEM and AFM [150,
151]. Ultrathin sections were prepared using
a diamond knife with edge angle of 45° at
room temperature or low temperature cutting
at -130°C with a knife edge angle of 35°, held
at -60°C. Cut surfaces and the surfaces
of ultrathin sections on freshly cleaved mica
were observed by AFM to have rough sample
relief. A rougher surface relief was found on
the ultrathin sections than on the remaining cut
surfaces . The surface relief was assumed to
occur in the course of the cutting when exten
sive shearing occurs. Correspondence of the
surface relief with the phase structure proves
the influence of different mechanical behavior
of individual blend components on the result
ing morphology. Modified cryomicrotomy
methods for viewing morphologies of latexes
containing rubbery polymers was reported
[152] . In the first method, a drop of latex is
frozen in liquid nitrogen, sectioned with a
diamond knife, and vapor stained with OS04
for TEM. A chemical fixation method is
described for imaging the morphology of such
rubbery latex particles by adding glutaralde
hyde to the latex, followed by OS04. The sample
is then dehydrated in ethanol, epoxy resin
added, and the sample cured , uitramicrotomed,
and imaged with TEM.

4.3.5.2 Summary

Cryouitramicrotomy is not a routine method of
specimen preparation for polymer specimens,
however, new instruments are now available
that permit better control of the operating vari
ables. Cryosectioning has several advantages:
specimen embedding is not required, which
limits the potential of chemical reaction; soft
polymers can be sectioned, which may not be
possible at room temperature; and hardening is
not performed by a chemical reaction. Disad
vantages are: it is time consuming; special
equipment is required to control knife and
specimen temperature; static charge affects
picking up of sections; and frost buildup limits
the method. This method is used more often in
polymer microscopy than in the past , as it is
valuable for materials science studies.



158

4.3.6 Microtomy for SPM

Some SPM techniques require a very flat speci
men, which is best produced by microtomy.
The quality of information from an ultramicro
tomed surface provides a specimen with no
smearing and minimum surface roughness.
Microtome manufacturers, such as Leica, have
produced special AFM sample holders to aid
preparation of specimen faces free from arti
facts. These holders allow clamping of the spec-
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imen, preparation of the block face, and then
direct examination in the AFM without releas
ing the specimen from the insert. A new sample
holder that allows combined microtomy for
AFM and TEM was described [153] that has a
small central part that is used directly for the
AFM measurements after the TEM ultrathin
sections are made (Fig. 4.12A). Figure 4.12B, C
shows an AFM phase image and TEM images
of a syndiotactic polypropylene/ethylene butyl
ene copolymer blend prepared by precipitating

FIGURE 4.12. A sample holder for combined AFM and TEM microtomy is shown (A) with a central inner
part that can be used for AFM . Micrographs taken of an s-PP/PEB blend in a phase AFM image (B) is
compared with a TEM image of a RU04 stained section from the same sample (C) . (From Thomann et al.
[153], © (1999) Blackwell Publisher; used with permission.)
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the respective polymers from a hot xylene solu
tion, drying, annealing, and crystallizing, fol
lowed by cryomicrotomy using the sample
holder described here.

A paper that provides details on this method
is one in which heterophasic PP copolymers
were prepared by ultrami crot omy at cryogenic
tempera tures of epoxy embedded samples to
supply a smooth surface for AFM [154]. A
small handsaw was emplo yed to cut the sample,
and sample trimming was performed with a
water cooled grinding device. A minimum of
force was applied to avoid cracks, stress whiten
ing, heating with melting of low crystalline
regions, and orientation of structures within the
samples. The samples were embedded in epoxy
and mounted in the cryomicrotome. The tem
peratu re applied during cutt ing was below the
Tg or other transitions of the sample. The effect
of cutting speed has not been thoroughly
stud ied, however, a low cutting speed (below
0.5mm/s) gave more uniform section thickness
and the surface was bett er preserved than if a
higher cutt ing speed was employed.

4.3.6.1 Literature Review

Bar et al. [71] characterized the morphology of
blends of poly(styrene)-block-poly(ethene-co
but -l-ene)-block -poly( styre ne) with isotactic
and atactic polypropylene block copolymers by
ICAFM. Samples deposited from solution onto
a glass substrate, dried and annealed or
quenched from the melt , and samples cut by an
ultramicrotome were comp ared with earlier
TEM results. The polymer film on the side of
the film-glass interface was studied rather than
the free surfaces of the polymer. Li et al. [155]
observe d the crystallization process directly
under ICAFM phase imaging of a thin film of
abo ut 300nm, prepared by spin coa ting the
polymer solution ont o a silicon chip. Tra nsmis
sion electron microscopy and AFM were used
to study multiphase polymers, using cryomi
crotomy [156]. Chlorine containing polyethyl
ene was characterized by AFM after melting
the film, in an uncovered pan under nitrogen
in a DSC instrument, holding at elevated tem
perature and cooling [1 57]. The film was cry
oultramicro tomed at - 75°C, and etched for
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30 min with a 2: 1: 0.07 sulfur ic acid/o
phosphoric acid/potassium permanganate solu
tion to remove the surface marks caused by
microt omy. Comparative AFM and TEM study
of nylon 6 rubber blends was conducted using
micro tomy, which did not affect the morphol
ogy of the rubb er part icles [158]. Samples were
stained by either ruthenium tetroxide vapor or
phosphotun gstic acid and cryoultramicrotomed
parallel and perpendi cular to the flow direction
with a diamond knife at -45°C. Surfaces were
analyzed by AFM using phase contrast imaging
and sections were imaged by TEM. Digital
analysis was used to measure part icle sizes.
Self-assembled diblock copolymers were also
ultramicrotomed , at-50°C, followed by immer
sion in methanol for 20min to extract the
diblock copolymer for imaging by AFM [159].
Multilayered PC/PET composites were also
prepared for AFM by cryoultramicrotomy and
compared with similar sections stained, using
ruthenium tet roxide vapor for several hours at
room temperature, to selectively stain the less
dense PC component for study by TEM
[160]. Freshly brok en glass knives were used
for cryoultramicrot omy of ethylene/l-octene
copolymers and their blends with high density
polyeth ylene to form 40.um thin films [1 61].
The films, between two freshly cleaved mica
shee ts, were then melted and cooled using a
special miniaturized heat ing device.

The ultr a-low-angle microtomy (U LAM)
technique has been developed to form a cross
sectional, ultra-low-angle taper thr ough poly
meric materials such as coatings and paints
[162]. Ultra-low-angle microtomy employs a
conventional rotary microtome in combination
with high precision, angled sectioning blocks to
fabricate ultra-low-angle tapers. Scanning elec
tron microscopy and AFM were used to inves
tigate the morphology and topograph y of the
polymer surface . X-ray photoelect ron spec
troscopy (XPS) or time-of-flight secondary
ion mass spectrometry (ToF-SIMS) was used
for compositional depth profiling or "buried"
interface analysis. Apparently, correctly
mounted polymeric samples, sectioned with a
sharp microtome knife, display litt le perturba
tion or smea ring of the resulting polymer ic
surface.
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TABLE 4.2. Causes and potential remedyof sectioning problems
Problem Potential cause

Specimen PreparationMethods

Potential remedy

Striations or lines in the
section

Section thickness is not
uniform

Sections compressed or
wrinkled

Sections do not form
ribbons

Curved ribbons

Chatter marks, generally
at right angles to the
sections

Cryosectioning: sections
smear

Cryosectioning: sections
crack

Sections not flattened

Nicks in knife edge; hard particles or
contaminants

Knife angle too low; block hard;
temperature not correct for specimen

Knife not sharp or clean; knife angle
not correct; sectioning speed too fast

Specimen block may be too cold;
inclination angle too large; too thick;
or knife blunt

Edge of block not parallel; alignment
incorrect with knife edge

Knife clearance angle incorrect;
material too hard for knife used;
vibration during cryosectioning

Specimen may not be cold enough
so they thaw

Specimen too cold

Specimen may not be cold enough or
the surface too large

Change knife or knife edge used for
cutting

Adjust knife angle; choose correct
temperature; retrim to improve shape

Exchange knife or change cutting
zone; cool block; thin sections require
slow cutting speed

Increase temperature of block, expose
it to light; adjust knife angle; select
thinner sections; exchange knife or
cutting zone

Trim block edges to be parallel; align
block to knife edge

Adjust knife angle; use softer
embedding media; for hard specimens
choose greater angle; if cryosectioning,
freeze on specimen disk

Select lower temperature and wait
until cold enough

Select higher temperature

Select lower temperature; trim
specimen or increase section thickness

4.3.7 Limiting Artifacts in Microtomy

Sectioning problems, collection, and trouble
shooting are all described by Reid [115]. For
example, artifacts have been observed in ultra
microtomy of liquid crystal polymers, when
compared with x-ray diffraction, due to com
pression that modified the structure of the
polymer [163]. The oscillating diamond knife,
discussed earlier, is also intended to reduce
compression of ultrathin sections [118].The list
in Table 4.2 is not complete but is intended to
provide insight into the cause and potential
remedy of sectioning problems [164].

4.4 STAINING

4.4.1 Introduction

Image contrast in TEM is the result of varia
tions in electron density among the structures
present. Unfortunately, most polymers in

common with biological materials are com
posed of low atomic number elements, and
thus they exhibit little variation in electron
density. In addition, the production of very
thin specimens, for example, by microtomy
(see Section 4.3), is difficult. Transmission
electron microscopy micrographs of multi
phase polymers often do not provide enough
contrast to image the phases clearly. The
primary methods that have proved useful in
contrast enhancement are staining, generally
by the addition of heavy atoms to specific
structures. Staining involves the incorporation
of electron dense atoms into the polymer, in
order to increase the density and thus enhance
contrast for TEM, or to add color for light micro
scopy. The term staining refers to either the
chemical or the physical incorporation of the
heavy atom. This section provides the methods
and references for staining specific polymers.
Several authors [45, 165, 166] have provided
reviews that include some of the stains actively
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used for polymers, many of which have been
adapted from biological methods [167-169].

Many of the stains applied to polymers are
positive stains. In positive staining, the region
of interest is stained dark by either a chemical
interaction or by selective physical absorption.
Chemical reactions are preferred as stains that
are only physically absorbed (such as iodine)
may be removed in the vacuum of an electron
microscope. In microstructural work, staining
may occur chemically after the staining agent
penetrates some regions because of a higher
diffusion rate. In negative staining, the shape of
small particles mounted on smooth substrates
is shown by staining the regions surrounding
the particles rather than the particles them
selves. Such staining methods are often applied
to latex or emulsion materials.

Development of high resolution TEM, SEM,
and SPM techniques has raised questions about
the need for staining. Correa and Hage [170]
used energy filtering transmission electron
microscopy (EFfEM) for studying the polymer
morphology of unstained samples to produce
conventional bright field unscattered images
and inelastic filtered images of high impact PS
ultramicrotomed samples compared with
samples stained with osmium tetroxide. Correa
et al. [171] compared backscattered imaging
and chemical element mapping with energy dis
persive spectroscopy with EFfEM of unstained
chlorine-modified polycarbonate, in which the
contrast was achieved by filtering out electron
inelastic scattering from the bright field images.
Review of the literature continues to show
staining as an important preparation method
for microscopy study of polymers. Most of the
chemicals used as stains are hazardous and/or
toxic; specific methods of handling are left to
the researcher to carefully review the material
safety data sheet (MSDS) supplied with these
chemicals.

4.4.1.1 Literature Review

Dyes and dye mixtures are used for identifica
tion of textile fibers, and their distinctive cross
sectional shapes aid identification by light
microscopy [172]. Water soluble dyes have
been used with PS films imaged by energy loss
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spectroscopy imaging (ESI-TEM) [173]. The
two step procedure includes dye adsorption in
latex particles, followed by polymer plasticiza
tion with a suitable solvent. Sudan Black B,
usually used for lipids, was found to be an
excellent stain for water-loaded polyurethane
grafts when diluted with ethanol [174]. The
staining procedure was coupled with a comput
erized image analysis system to evaluate void
sizes and structure.

Boylston and Rollins [175] reviewed the use
of osmium tetroxide, iodine, phosphotungstic
acid, and uranium salts, stains that were ini
tially used by biologists. Staining of textile
fibers with high atomic number elements
has been employed since the mid-1950s. Maer
tens et al. [176] used OS04 and silver nitrate to
stain cellulose , and Hess et al. [177] deposited
iodine in natural cellulose fibers. Phosphotung
stic acid was used as a negative stain [178] for
cellulose . Iodine was described [175] as a stain
for nylon 6 fibers; phosphotungstic acid was
proposed as a stain for nylon, polypropylene,
and Terylene; and OS04 was advocated as a
stain for polyester and polybutadiene. Hagege
et al. [179] described an interesting method of
inclusion of stainable unsaturated polymers
within the fibrillar framework of cellulosic
fibers. Walters and Keyte [180] first observed
dispersed particles in blends of rubber poly
mers by phase contrast optical microscopy.
Marsh et al. [181] studied elastomer blends by
both optical phase contrast and TEM. Electron
microscopy was applied to study blends of
natural rubber, styrene-butadiene rubber
(SBR), cis-polybutadiene (PB), and chioro
butyl rubber [182]. It became obvious that
both hardening of the rubber and staining
were necessary for producing sections with
contrast for TEM.

Today, the most common methods of observ
ing multiphase polymers are by phase contrast
OM of thin sections , TEM of stained ultrathin
sections , SEM of etched or fractured surfaces,
and SPM of microtomed or etched surfaces.
Osmium and ruthenium tetroxide are the most
commonly used stains for observation of the
dispersed phases in multiphase blends, whereas
other stains have more limited application.
Detailed fine structure of polymers is also made
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metal in the rubber compared with the
unstained matrix. The reaction is very impor
tant as it both fixes and stains the polymer
(Scheme 4.1). This fixation, as it is termed in
biology, is a chemical cross linking , or bridging ,
of the rubber, which causes hardening and
increased density. Staining is also known to
take place by selective absorption in both
semicrystalline and amorphous polymers. The
reaction is slow, often taking days to weeks ,
when staining a block of material in an aqueous
solution. Solvents are often added in order to
increase diffusion of the stain. The high vapor
pressure of OS04 is beneficial , making vapor
staining of sections viable; however, this vapor
pressure, combined with the toxicity of the
stain and its low exposure limit [108], makes it
very dangerous to use, and appropriate care
must be taken to handle this material in a hood
with good ventilation (see suppliers for MSDS
and safe handling of all stains) .

Some examples of OS04 staining are worth
while to discuss as they describe staining
methods for specific polymers. Vapor staining
with osmium is a general method for thin , melt
crystallized polymer films. OS04 staining and
ultrathin cryosectioning [140] of SBS copoly
mers showed structures that contain the styrene
phase in cylindrical form arranged in a regular
hexagonal macrolattice. A combination of
prestaining, cooling with liquid air to harden the
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visible by staining. For example, chlorosulfonic
acid staining enhances the lamellar texture of
PE [183]. There are cases where a stain has
been associated with a specific functional group
of polymers. A specific stain for nylon [184]
showed the sizes of the macrofibrils and micro
fibrils. Fibers were immersed in 10% aqueous
solution of SnCh for lOmin at 100°C, rinsed,
placed in NH40H solution to convert the tin
chloride to insoluble SnO, and then embedded
for ultrathin sectioning.

Staining of polymers can be conducted either
before or after sectioning. The sample is cut
into small blocks, about 1-3 mm across, and
immersed in the stain solution or exposed to
the vapor. Materials can be embedded and the
blocks faced and then stained, especially when
the stain diffuses into the polymer slowly. This
method permits the sectioning and collection
of the near surface material, which is the most
thoroughly stained. If sections can be cut prior
to staining, then they are stained either in the
vapor, immersed in the solution, or placed on
the surface of a stain droplet.

4.4.2 Osmium Tetroxide

Forty years after its first application, the method
of OS04 staining is still widely and successfully
applied to unsaturated rubbers and latexes,
toughened epoxy adhesives, and many other
polymers for imaging by TEM, SEM, and now
by SPM as well, although phase imaging is gen
erally used to enhance contrast in the latter.
The staining and hardening of rubber phases
with OS04 was introduced by Andrews and
Stubbs [135] and Andrews [185], who stained
unsaturated synthetic rubbers, and then further
developed by Kato [186-188], to show the mor
phology of rubber modified plastics and unsatu
rated latex particles, which flatten and aggregate
upon drying. The polybutadienc in ABS poly
mers is not apparent in unstained cross sections
in the TEM, but staining results in contrast
enhancement due to increa sed density of the
unsaturated phase.

Osmium tetroxide reacts with the carbon
carbon double bonds in unsaturated rubber
phases enhancing the contrast in TEM by the
increased electron scattering of the heavy
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polymer , and subsequent vapor staining of the
sections with OS04(24h) revealed the now clas
sical structure. Early work by Molair and
Keskkula [189], Kato [188] , and Matsuo et al.
[190] showed staining of HIPS.

4.4.2.1 Preferential Absorption

Preferential absorption of OS04has been shown
[191] to reveal spherulites in semicrystalline
PET. Contrast in ABS/polycarbonate blends
wasshown byselective absorption as the styrene
acrylonitrile copolymer (SAN) polymer con
tains the osmium stained rubber particles
whereas the polycarbonate was not stained
[192] . Niimoni et al. [193] found that there is
often enough phase contrast in stained copoly
mers, which have different degrees of unsatura
tion or functional groups like -OH, -0-, or
-NHz, as they each vary in reactivity with the
stain. Fridman and Thomas [194] used OS04 to
reveal the structure of crystalline polyurethanes
in which the unsaturated, hard segment was
preferentially stained.
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An example of the staining of semicrystalline
PET is shown in Fig. 4.13. Unoriented polyester
chip was melt crystallized at 235°C for 2-3 h
and subsequently stained by immersion in 4%
aqueous OS0 4' The amorphous regions in the
spherulites appear to have enhanced electron
density , due to the stain . The polarized light
micrograph (Fig. 4.13A) shows the overall
texture of the spherulites, whereas the higher
magnification TEM micrograph of an ultrathin
section (Fig. 4.13B) shows the detailed spheru
litic texture where the amorphous regions
exhibit enhanced electron densit y.

4.4.2.2 Two Step Reactions

Several two step reactions have extended the
range of OS04 staining to materials that cannot
be stained directly. Riew and Smith [195]
exposed rubber modified epoxy resins to OS04
dissolved in tetrahydrofuran (THF), which dif
fuses into the epoxy, speeding the reaction with
the rubber. Aqueous formaldehyde was used in
the staining of polyamides [196]. Thin films of

FIGURE 4.13. Unoriented, melt crysta llized polyester stained for 7 days by immersion in 4% osmium tetrox
ide exhibits a spheru1itic texture in polar ized light (A) and TEM (B).
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melt crystallized polyamide samples were
placed in a mixture of equal parts of 30%
aqueous formaldehyde and 1% OS04 for 3
days. The osmium tetroxide is reduced by the
formaldehyde and reacts selectively, resulting
in better definition of the polyamide structure.
Kanig [197] developed a stain for butyl acrylate
rubber by treatment with hydrazine or hydrox
ylamine and poststaining with OS04, which
works for polymers containing acid and ester
groups. The best known staining methods for
polyesters are two stage procedures; one of
which is based on the reduction of the ester
bonds by borane, followed by oxidation with
OS04 or RU04' Bulk samples of the polyesters
were trimmed and exposed at 30°C to 35°C for
0.5 to 10h to the vapor phase of a borane
dimethyl sulfide complex; this was followed by
several hours at room temperature in an OS04
solution, washing, drying, and microtoming
[198]. Hutchins [199] used solvent-assisted
osmium staining to characterize butylacrylate
and ethylene propylenediene in a SAN matrix.
Faced microtomy specimens were soaked in
1,7-octadiene, to introduce C=C sites and then
stained in 1% aqueous OS04 at 60°C for microt
omy and TEM.

Vesely [200] provided a review of the micro
structural characterization of polymer blends
by a wide range of microscopy techniques, as
has been done in this text, and they introduced
another two step method for STEM imaging.
This method involves the sectioning of blends,
such as PMMA/PS/PC, irradiation of the blend
in the electron beam, using 200keV electrons
to cause changes in the chemistry prior to stain
ing with OS04. In this case, the PMMA is
imaged as a white phase, PS as a gray phase,
and the PC as a black phase clearly differentiat
ing the various phases as was also shown for a
blend of PVc/SAN. The advantage of the
method is to enhance the contrast and show
miscibility at the boundaries of the particles,
and the obvious disadvantage is the multiple
steps required as seen in Scheme 4.2.

4.4.2.3 General Method

Osmium tetroxide is available in small ampoules
either as crystals, ready to dissolve in water, or as
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premixed solutions. The ampoules are generally
prescored and require scoring to cut open and
pour into glass containers. Staining prior to
embedding can enhance contrast and harden the
material. Penetration is rather poor, and days to
weeks may be needed to stain a specimen by
immersion in a 1% to 2% aqueous solution.
Embedded and faced specimen blocks can also
be stained by immersion. Crystals can be placed
in the bottom of a tube and the specimens or
sections on grids placed above them for vapor
staining. To speed the reaction, the tube used for
vapor staining is placed in a beaker of water on a
hot plate. Vapor staining at 50°C requires about
8h for a bulk specimen or 1-2h for sections.
Some authors have reported vapor staining in
20min for thin films of SBS triblock copolymer
cast from solution [201]. Diluted emulsion or
latex particles are dropped onto coated grids and
stained over 1% aqueous OS04 in a closed vessel
for about 30min. Stain times are dependent upon
the form of the specimen, the mechanism of reac
tion, the degree of unsaturation, and the tem
perature used.

4.4.2.4 Inclusion Methods

Polymers containing unsaturated rubber and
semicrystalline polymers are often effectively
stained using OS04. What about materials that
do not show such differential staining? Two
examples will be described where reactive
(unsaturated) materials are included into the
polymer to provide reaction sites. Inclusion of a
stainable unsaturated polymer was shown for
cellulosics [179] and synthetic fibers [202]. The
initial work focused on improvement of the
properties of cellulosics by inclusion of an elas
tomer between the microfibrils. OS04 staining
revealed that a lamellar sheet structure was
present. Marfels and Kassenbeck [202] used a
similar method with polyester and nylon fibers.
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An outline of the isoprene inclusion method
is as follows :

1. Treat the fiber s overnight in a 1% solution
of benzoyl peroxide catalyst , in freshly dis
tilled isoprene.

2. Rin se the fibers in fresh isoprene.
3. Susp end the fiber s in a metal autoclave filled

with 5-20 ml distilled isoprene. Seal and heat
to 90°C for 6-8 h at about 2-3 kg/ern"
pressure.

4. Dry and embed the fibers for ultrathin
sectioning.

5. Stain sections in OS04 vapor for 1h at
50°C.

Application of this method to polyester fibers
[203] is shown in the TEM micrographs in Fig.
4.14 of longitudinal sections of a PET fiber
befor e (A) and after (B) inclusion with iso
pren e and staining with OS04. Dense, stained
isoprene regions are observed in teardrop
shaped voids adjacent to delustrant particles.
This method is useful for observ ation of void
sizes and shapes, which relate to factors such as
dyeability.

Th e second reactive inclusion method was
developed [204] for microporous membranes.
Stretched polypropylene , Celgard 2500 (trade
mark , Ce lgard LLC, Charlotte NC) , shows little
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fine structure after ultrathin sectioning and
examination in the TEM (Fig. 4.15A), although
SEM study clearly reveals a surface pore struc
ture. In order to enhance contrast, the mem
brane was treated with an unsaturated sur factant
followed by OS04 staining and ultrathin sec
tioning. A 1% to 2% solution of polyoxyethyl
ene allyl ether, Brij 97 (available from ICI
Americas Inc. , Bridgewater NJ) , in 50/50 meth
anol/water solution was used to treat th e mem
brane for about 10min. Strips of the treated
membrane were placed in a test tube contain
ing OS04 crystals, the tube was sealed with a
cork and placed in a beaker of water at 50°C
for about 8 h in a well ventilated hood. Figure
4.15B shows that the pores in the membrane
have been coated with the surfactant and
stained, reve aling the microporous structure.
Higher magnification micrographs of similar
membranes are shown in Section 5.2. This
method has general utility for revealing the
structure of porous polymer materials.

4.4.2.5 Staining fo r SEM and SPM

Rubber particle morphology has also been
shown [205] by removal of the rubber from
impact polystyrene (IPS) and ABS polymers
and examination in the SEM. The method

FI GURE 4.14. Transmissi on electron microscopy micrographs of longitudinally sectioned PET fibers taken
before (A) and after (B) isoprene inclusion and staining reveal major differences. The untreated fiber exhib
its no structural detail and aggregated particles and holes within the aggregates. After treatment , dense
regions of stained isoprene are observed adjacent to the part icle aggregates, confirming that these regions
were originally holes in the fi ber, about 10nm wide.
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FIGURE 4.15. Transmission electron microscopy micrographs of a sectioned microporous membrane show
little detail of the structure due to the lowelectron scattering of the polymer (A). Treatment with an unsatu
rated surfactant followed by osmium staining results in sections with enhanced contrast, which permits
assessment of the microporous structure (B).

involved reaction of a small piece of polymer
with 1% OS04 solution in cyclohexane on a
steam bath and separation of the PS from the
hardened particles by washing with isopropa
nol. Comparison with other methods shows this
to be interesting for the study of particle size,
shape, and deformation. Some caution is in
order, however, as comparison of diameter
measurements made by electron microscopy of
stained diblock copolymers of polybutadiene
spheres in a PS matrix and small angle neutron
scattering have shown some discrepancy [206].
Scanning electron microscopy imaging of unvul
canized natural rubber/high density polyethyl
ene (HDPE) blends was investigated by quick
quenching samples after mixing, cutting sur
faces using a cryomicrotome set at -140°C, and
then OS04 vapor staining for 15 min followed
by carbon coating [207].

Cryosectioning and staining is often used for
preparation of specimens for AFM. In an early

study of cross-linkable epoxy thermoplastics
with 5% grafted rubber concentrate, contact
AFM was used to image sections before (Fig.
4.16A) and after (Fig. 4.16B) OS04vapor stain
ing [208]. The study showed that the OS04
reacts, swells, and hardens the rubber, which
allowed imaging. Without staining, the rubber
was compressed during scanning making it dif
ficult to conclusively confirm that rubber was
there. The development of phase contrast
imaging in ICAFM now allows for stain-free
contrast in these impact modified systems.

4.4.3 Ruthenium Tetroxide

Ruthenium tetroxide is known to be a stronger
oxidizing agent than osmium tetroxide and sup
posedly superior for staining rubber [209]. This
chemical oxidizes aromatic rings yielding either
mono- or dicarboxylic acids [210]. Although
osmium tetroxide was the more predominant
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FIGURE 4.16. Contact AFM of cryosections before (A) and after (B) OS04 vapor staining. The OS04 reacts,
swells, and hardens the rubber, which confirmed the presence of residual rubber phase. (From Meyers et al.
[208,602]; used with permission.)

stain in the 1990s,RU04 appears to have become
more popular for polymers, likely due to its
ability to stain latex and resin materials by cross
linking ester groups. Aqueous solutions (1%)
or vapor staining can be conducted for ether,
alcohol, aromatic or amine moieties. Combined
use of OS04 and RU04 reveals interesting
details in some multiphase polymers.

Two groups independently introduced the
use of RU04 as a staining agent. Vitali and
Montani [209] showed the staining of latex and
resin materials. Polybutadiene latexes, treated
with OS04 and RU04 vapor, for comparison,
showed no significant differences. Acryloni
trile-butadiene-styrene resins were treated by
both reagents, and the TEM thin sections
showed they both reacted with the unsaturated
rubber. Treatment of a saturated acrylonitrile
styrene-acrylate (ASA) resin resulted in no
staining with OS04, whereas the saturated
rubber phase was hardened and stained by 1%
RU04 treatment. The reaction is attributed to a
cross linking mechanism on the ester groups of
the acrylate phase. Trent et al. [211-213] intro
duced RU04 stain for the electron microscopy
of polystyrene/poly(methyl methacrylate) (PSI
PMMA), ABS, and nylon 11. Films were cast
from toluene onto glass slides and sections were

picked up on TEM grids. Staining was con
ducted by mounting the grids on a glass slide
suspended over a 0.3% aqueous solution of
RU04 (30min) at room temperature.

4.4.3.1 Literature Review

RU04 stains polymers containing ether, alcohol,
aromatic or amine moieties [212], and no reac
tion was observed for PMMA, PVC, and PAN,
whereas HDPE, isotactic PP, and atactic PP
were said to be lightly stained. Thin films cast
from 1% solutions were stained in RU04 vapor
for 120min. High impact polystyrene was cast
from toluene; ABS was cast from ethyl acetate;
nylon 11 was cast from 50/50 phenol/formic
acid; and PS was cast from toluene. The com
bined use of OS04 and RU04 staining revealed
interesting detail in ABS. The spherulitic
texture of nylon 11 was observed after a thin
film was exposed to RU04 vapor. Morel and
Grubb [214]conducted staining experiments on
amorphous and spherulitic films of isotactic PS
by vapor staining from a 1% solution for 5min,
revealing the lamellar morphology of melt crys
tallized PS with the added benefit of stability
against radiation damage. In contrast with
OS04, RU04 appears to stain surface layers and
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react more with the lamellar surfaces than the
amorphous regions. The method has also been
used to stain crazes [214,215]. Combination of
OS04 and RU04 was used to image crazes and
the rubbery phase in modified PMMA [216];
these authors recently reviewed the prepara
tion and imaging of rubber modified amorphous
thermoplastic polymers.

Frochling and Pijpers [217] used 0.5%
aqueous solution of RU04 for 30min and 2%
aqueous solution of OS04 for 10min to stain the
amorphous rubber phase in impact modified
polyamide containing poly(propylene glycol).
The OS04 staining did not reveal contrast but
the RU04 clearly stained the polyether. Ohlsson
and Tornell [218] used RU04 vapor to stain
blends of PP and SBS. The solid polymers were
cooled in liquid nitrogen, cut in a microtome,
and vapor stained for 3 to 24h for backseat
tered electron imaging in an SEM and for sec
tioning for TEM. Selective etching with xylene
for 24h dissolved the thermoplastic elastomer
for comparison by SEM. Ruthenium in hypo
chlorite was used as a stain for TEM of ternary
blends of PP, EPDM, and HDPE prepared by
two different methods [219]. Samples were
trimmed for microtomy, treated for 16h with a
2% solution of ruthenium trichloride (see
below), sectioned, and examined by TEM. This
method worked very well and showed the
lamellar structure of the PP matrix and the dis
persed HDPE phase as the amorphous regions
were stained.

Hobbs et al. [220, 221] studied the morphol
ogy and toughening mechanisms of blends of
poly(butylene terephthalate) (PBT) and bisphe
nol A (BPA) polycarbonate using a combina
tion of staining and etching to prepare samples
for SEM and TEM. The impact modifier reacted
with OS04, as it oxidizes double bonds; immer
sion in a 1% solution in hexane for 30min was
sufficient. The PC absorbed RU04 and the PBT
did not. Copper grids with thin sections on
them were glued to a glass slide and suspended
above the RU04 solution in a stoppered bottle
for 30min. The RU04 solution was prepared by
the first method described in the next section
[222]. Scanning electron microscopy was con
ducted on samples crystallized in a hot stage
and on cross sections faced with an ultramicro-
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tome after etching the PC with diethylene tri
amine (DETA), which had little effect on the
PBT. This thorough work [220, 221] showed
that the various combinations of stains and
etching were effective in revealing blend mor
phology. The PBT was seen to be the continu
ous phase, with the core-shell impact modifier
isolated in islands in the Pc. The toughening
mechanisms were determined by correlation of
morphology and physical properties.

The study of core-shell morphologies is very
important to the field of emulsion polymers and
also to toughened polymer blends. Shaffer et al.
[223-225] are well known for their work in this
field and have developed many methods for
analyzing morphology. Methods used include
negative staining with phosphotungstic acid
[223](see Section 4.4.5), OS04 [223](see Section
4.4.2) and RU04 [224]. A few drops of the latex
mixture are combined with a few drops of 2%
aqueous solution of uranyl acetate, which acts
as a negative stain. A drop of this mixture is
deposited on a formvar-coated stainless steel
grid. The grid is then exposed to RU04 vapors
to differentiate the phases in the core and
shell in SAN, HIPS, ABS, ASA, and nylon 11;
HDPE and PP are only lightly stained by this
method.

Injection molded syndiotactic polystyrene (s
PS) was studied by polarized light microscopy
(2/lm thick sections) and TEM to evaluate mor
phology as a function of mold temperature [226].
Various etching and staining procedures were
used for TEM, including chlorosulfonation and
post-treatment with 1% aqueous uranyl acetate;
etching with potassium permanganate in sulfuric
acid; etching with concentrated nitric acid; and
staining with RU04' both commercial and fresh
solutions. The latter was prepared by reaction of
ruthenium trichloride hydrate with 5ml of 5.5%
sodium hypochlorite aqueous solution at room
temperature. Pieces were stained both prior to
microtomy and after by exposure to RU04vapor.
Staining was the most effective method for
increasing contrast and showing the skin-core
effect and shish kebab morphologies. A modi
fied in situ method of formation of RU04' by
oxidation of ruthenium dioxide in a saturated
aqueous solution of sodium periodate, was used
to vapor stain and reveal the spherulites in poly-



4.4.3.2 General Method and Discussion

The general method for ruthenium tetroxide
staining is to stain sections over a fresh 1%
solution for about 5-30min. This is a problem
as RU04 solutions are quite unstable, though
Trent et al. [212]have frozen solutions in sealed
glass containers for periods up to 6 months and
report that ruthenium tetroxide can be ~re

pared by oxidation of hydrated ruthenium
dioxide using sodium periodate (available from

fibers stained before embedding [235]. Chou
et al. [236] used transmission EELS to study the
effect of RU04 staining on PS, showing there is
alteration of aromatic character. Samples on
grids were stained in vapor from a solution of
0.5% RU04 in water. Imaging and selected area
electron diffraction show that a layer of RuOz
nanocrystals, about 2-5 nm in size, forms on the
surface of bulk PS specimens exposed to RU04,
independent of the chemical nature of the spec
imen, limiting resolution at nanometer length
scales. This group [237] also uses phase contrast
TEM imaging as an alternative to staining for
study of morphology in nanoscale objects such
as globular polymer particles. Specific details of
the moieties stained by ruthenium tetroxide
continue to be a potential source of artifacts,
and care must be taken in image interpretation
of complex materials. Debolt and Robertson
[238] used TEM of a RU04 stained ternary
blend of nylon 66 and polystyrene in a poly
propylene matrix with and without compati
bilization by an ionomer resin (for nylon
66) and a styrene-block-ethylene-co-butylene
block-styrene (SEBS) copolymer (for polysty
rene). Samples were prepared by diamond
knife cryoultramicrotomy at -120°C with a
cutting speed of 0.4mmls, followed by exposure
of the sections to RU04 vapors for 30min. This
resulted in staining the PS dark, the nylon
medium gray, and the PP light gray with the
ionomer remaining unstained.
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oxymethylene by a two stage method of prestain
ing the sample and then the sections for TEM
[227]. Loo et al. [228] directly i~aged P~ crys:al
lites within block copolymer microdomains using
RU04 staining of ultrathin sections. The mor
phology of semicrystalline block co~olymers ~as

observed by TEM of stained sections; a thick
slice was cut in a cryomicrotome using a glass
knife at -110°C, RU04 stained for 3h at room
temperature and then microtomed with a
diamond knife for TEM [229].

High resolution EM was used to chara~terize

the displacement fields near edge disloca
tions in ordered polymers [230]. Samples of
ABC triblock copolymer polystyrene-block
poly(ethylene-co-butylene )-block-poly(Me
methacrylate) (SEBM) were microtomed and
stained with RU04' This analysis makes it pos
sible to predict and explain the variation in tilt
of different lattice planes in the vicinity of dis
locations in isotropic solids, anisotropic crys
tals, and liquid crystals in terms of their elasticity
constants. The low drawability of syndiotactic
polypropylene (sPP) was studied by TEM of
samples embedded in epoxy, trimmed, stained
at 60°C for 3 h by RU04 vapor, and ultrathin
sectioned [231]. The same method was used to
investigate the mechanism of isothermal crys
tallization from the melt for sPP [232]. Melt
grown PBT crystals were prepared based on an
optimized staining method at 25°C for 8hand
then sectioned, revealing formation of fringed
micellar crystal nuclei in the early stage and
folded chain fringed micellar crystals in the
later stage of isothermal crystallization at 40°C
from the melt [233]. These authors prepared
samples by staining before and after sectioning
and at various temperatures and found that
higher temperature staining resulted in struc
tural change not observed at the lower
temperatures.

A study of PET by Haubruge et al. [234] was
conducted in the vapor phase, on both spin
coated thin films and sections exposed at room
temperature to vapors of the freshly made solu
tion for 5min to 1h. The 13% active chlorine
aqueous sodium hypochlorite used is stro?ger
than shown in Scheme 4.3. A study of micro
and nanostructured surface morphology on
electrospun polymer fibers was conducted on

2Na104+ RU02

49 0.6g
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H20 at
o I 2Na103+ RU04
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100ml

SCHEME 4.3.
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8NaCI + 2Ru0 4+ 3Clz + 3HzO

4.4.3.3 Staining for SEM and STEM

Brown and Butler [125] developed a modified
method of formation of RU04 for the analysis
of domain morphology of stained polyolefin
blends. Sodium hypochlorite solution (1ml of
10wlv %) is added to 0.02 g of RuCI3·3Hz) in a
5 ml glass vial, mixed , and capped for vapor
staining. Blocks of the sample were cut in a
cryomicrotome and stained in RU04 vapor for
2.5h for LVSEM imaging, and sections were
collected for TEM. The stained block was recut
to remove the overstained skin. Scanning trans
mission electron microscopy was conducted on

SCHEME 4.5.

blends of PP and cycloolefin copolymers
(COe), stained using the RU04 preparation
just described, for 100min. Scanning transmis
sion electron microscopy micrographs showed
light PP matrix with dark COC particles that
compared well with SEM images of fractured
samples [242]. A practical method for high
resolution imaging by LVSEM was described
using RU04 stained films of core-shell latexes
embedded in a PMMA matrix [243]. Three
preparation methods were used: staining of a
?iamond knife smoothed block face, directly
Imaged; ultrathin sections (50nm thick) from a
stained specimen using a diamond knife for
TEM imaging, picked up on copper TEM grids;
and the same stained sections placed on a thin
metal film on an SEM stub. The use of a stained
thin section on a thin metal film of high conduc
tivity (e.g., Cu or AI) and/or low atomic number
(e.g., Al or Ti) eliminated the need for a con
ductive coating for LVSEM.

+ RuO z

4.4.3.4 Examples for TEM

Microwave methods have been used for fixa
tion and staining of biological samples [112,
113, 244] and for polymers by Wood [244]
who showed the benefit of microwave stimu
lated heavy metal staining with RU04 of con
ventional and ultrahigh molecular weight
polyethylene, segmented block copolymers,
ethylene-propylene copolymers, and PS. The
staining agent used was RU04 vapor generated
from ruthenium trichloride [240] in an indus
trial microwave oven installed in a chemical
fume hood . A staining vessel with section s on
grids suspended over the solution was trans
ferred to an oven operated at 17% power for
10 to 30min. Changes in staining were attrib-

r-CH=CH-/ + RU04

100 ml0.29

8NaCIO + 2RuCI3. 3HzO

10m15%aq

Morton Thiokol, Inc., Alfa Products, Chicago
IL). Literature with currently available solu
tions should be used to determine stability. The
reaction, shown in Scheme 4.3 [239] , is com
plete in 3--4h [222].

Trent [222] and Montezinos et al. [240]
reported this instability and suggested alterna
tive reactions for preparation. Montezinos et al.
[240]discussed the preparation of RU04by oxi
dizing ruthenium dioxide or trichloride with
sodium metaperiodate and extracting the
tetroxide with chloroform. However, it seems
this is not simple or fast, whereas oxidation of
ruthenium trichloride with sodium hypochlo
rite [241] is a viable alternative (Scheme 4.4).
This latter, one step procedure was applied
[240] to PE films and blends of PE and PP with
elastomers. Treatment times of 30min to 3 h
were followed by drying and embedding in
Spurr epoxy resin for ultramicrotomy. Care
must be taken as ruthenium tetroxide is volatile
and toxic although little is known regarding
health hazards. The use of MSDS supplied with
these chemicals is recommended. The expected
reaction of unsaturated chains with ruthenium
tetroxide is given by Scheme 4.5.
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uted to heating the aqueous mixture, enhanced
reaction rate, and improved interactions of the
water and polymers. Wood [244] showed inter
facial staining at the boundary of polyethylene
domains dispersed in HIPS was enhanced rela
tive to room temperature staining (Fig. 4.17).
The polyethylene-rich regions also contain
small unstained domains of cross-linked PE
as well as two other ethylene copolymers
(Fig. 4.17A). A comparison of TEM images of
occluded PS particles in the HIPS prepared
using microwave (Fig. 4.17B) versus conven
tional staining (Fig. 4.17C) shows greater con-
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trast at the HIPS/rubber interface, which may
contain some grafted polymer, in the case
of microwave staining. The effect of two
different stains in a pigmented Noryl blend of
poly(phenylene oxide) (PPO) and HIPS [245]
is shown: the pigment particles are best seen in
an unstained section (Fig. 4.17D); OS04 reveals
the butadiene-rich structure in HIPS (Fig.
4.17E), and regions rich in PS are seen best by
RU04 (Fig. 4.17F).

Transmission electron microscopy images of
latex particles prepared by staining with OS04,
RU04' and phosphotungstic acid [225]are found

FIGURE 4.17. Transmission electron microscopy images [244] of microtomed section of HIPS/PE/ethylene
copolymer blend stained with RU04 in a microwave oven, showing selective staining at the HIPS/PE inter
face (A). Higher magnification of HIPS region of material (B); HIPS prepared by conventional RU04 stain
ing (C); rubber phase appears white.
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in Fig. 4.18. A latex with a core of
poly(butylacrylate-butadiene) (PBA-PB) and
PMMA shell was diluted in distilled water and
stained by adding three drops of 2% aqueous
OS04 to the diluted dispersion. This dispersion
was then diluted in 2% aqueous phosphotung
stic acid (PTA) and a drop placed on a carbon
coated formvar stainless steel TEM grid. The
grid was then placed on a glass slide and stained
in RU04 vapor for 10-20min and air dried.
Figure 4.18A shows latex particles with dark
phases, the core of PBA-PB stained with OS04
and RU04, and negative staining due to the
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FIGURE 4.17 continued. The effect of two
different stains in a pigmented blend of
PPO and HIPS is shown [244]: the
pigment particles are best seen in an
unstained section (D), whereas OS04
reveals the butadiene-rich structure in
HIPS (E), and regions rich in PS are
seen best by RU04 (F). (From Wood
[244,245], used with permission.)

PTA [225]. "Lumps" of PMMA can be seen on
the core. Figure 4.18B is of a core-shell latex of
PS with a PBA shell, prepared by the same
method without the OS04. The RU04 stained
the PS core, and this is seen against a lighter
PBA incomplete shell [225].

In summary, RU04 is an oxidizing agent that
appears somewhat similar to OS04 in the stain
ing of unsaturated phases. Some saturated
polymers may be stained with this reagent by
vapor phase reaction of sections for short times
(30min). Although the reactive moieties appear
to include ethers, alcohols, aromatics, and
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FIGURE 4.18. Transmission electron microscopy images of latex particles prepared by staining with OS04,
RU04' and phosphotungstic acid [225]. Transmission electron microscopy image (A) shows latex particles
with dark phases , the core of PBA-PB stained with OS04 and RU04' and negative staining due to the PTA.
"Lumps" of PMMA can be seen on the core . Transmission electron microscopy image (B) shows a core-shell
latex of PS with a PBA shell, prepared by the same method without the OS04; the RU04 stained the PS
core , and this is seen against a lighter PBA incomplete shell. (From O.L. Shaffer , unpublished [225].)

amines , it must be remembered that RU04 is
known to oxidize aromatic rings and cleave
double bonds or rings rather than bonding to
them.

4.4.4 Chlorosulfonic Acid and
Uranyl Acetate

An important staining technique was devel
oped by Kanig [246] for the enhanced contrast
of PE, a material that has been a model com
pound for fundamental polymer studies. Poly
ethylene crystals cannot be sectioned, nor are
they stable in the electron beam, due to radia
tion damage. The chlorosulfonation procedure
cross links, stabilizes, and stains the amorphous
material in crystalline polyolefins, permitting
ultrathin sectioning and stable EM observation.
Chlorosulfonic acid diffuses selectively into
the amorphous material in the semicrystalline
polymer, increasing the density of the amor
phous zone compared with the crystalline mate
rial. The treatment stains the surfaces of the

lamellae primarily due to incorporation of chlo
rine and sulfur. Treatment with a salt solution
results in a reaction with the polar groups , and
metal ions are deposited resulting in increased
electron density. Poststaining with uranyl
acetate intensifies and stabilizes the contrast
due to the high electron density of the uranyl
group. Lamellar structures are revealed in PE
that are now known to be typical of semi
crystalline polymers.

4.4.4.1 Literature Review

Chlorosulfonic acid was used to show the
lamellar structure in both linear and branched
PE and to study the effects of drawing and
annealing [197,247,248]. Dlugosz et al. [249]
examined cryosections of drawn , rolled and
annealed, bulk oriented PE that clearly showed
a lamellar texture. Lamellae were shown to
have two preferred orientations and to be
arranged in stacks perpendicular to the draw
direction. Experiments using chlorosulfona
tion on other olefins and polyesters were shown
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to result in their dissolving in the acid rather
than staining. Hodge and Bassett [250] pre
pared and observed the lamellar texture in
bulk PE documenting an evaluation of the
staining method, mechanism, application, and
limitations using PE in the chain extended
form. The reaction time was shown to vary
depending on the diffusion channels open.
Voigt-Martin et al. [251] prepared chlorosul
fonic acid stained cryosections [252] of melt
crystallized linear PE and compared the mor
phology with TEM of replicas and light scat
tering. Results showed lamellar crystallites in
the entire molecular weight range studied.
Kanig [253] described the lamellar crystalliza
tion of PP from the melt using this method.
Staining was also applied (120°C) to the crys
tallization of PE [253, 254]. The chlorosulfona
tion method has been applied to bulk polymers
and high modulus fibers [255-257]. Smook
et al. [257] studied the fracture process of ultra
high strength PE fibers and used the method in
a unique application to show the nature of the
kink bands present. Highly oriented ultrahigh
molecular weight PE fibers were shown to be
preferentially attacked at these kink bands
when exposed to the acid for 45 min at 80°C.

Schaper et al. [258] developed structure
property relations for surface grown PE fibers
before and after zone drawing by studying
ultrathin sections stained with chlorosulfonic
acid. Computer processing was used to reveal
detail in HREM imaging, which showed the
microfibrillar superstructure. Additionally,
shish kebab structures were shown by three
methods, chlorosulfonic acid staining, gold dec
oration (see Section 4.7.5). and after perman
ganate etching (Section 4.5.3). Scanning electron
microscopy showed fiber buckling and kinking,
which is another effect of the highly oriented
fibrillar structure [258].

4.4.4.2 General Method and Examples

A general method for staining PE with chioro
sulfonic acid is as follows:

1. Treat the sample with chlorosulfonic acid for
6-9 h at 60°C.

2. Wash the stained sample in concentrated
sulfuric acid and then in water.

Specimen Preparation Methods

3. Dry and embed the sample in epoxy resin.
4. Cut ultrathin sections with a diamond

knife.
5. Poststain the sections in 0.5% to 1% aqueous

uranyl acetate (3 h) [108].

The stained lamellar texture is shown (Fig.
4.19) to result from the chlorosulfonation of
linear PE crystallized isothermally from the
melt [183]. Although large parts of the section
show no detail, some regions do contain the
parallel dark lines shown in this figure. These
lines are a few tens of nanometers apart, and
they appear and disappear as the section is
tilted in the microscope. The interlamellar sur
faces are electron dense, showing that they are
stained. It should be remembered that uranyl
acetate alone can also be used for staining poly
mers, although it is generally used as a second
ary or tertiary stain. Roberts [259] used a 5%
solution of uranyl acetate in isobutanol satu
rated water for aiding stain intensity in biologi
cal tissue. As with all the stains mentioned, care
must be taken in handling and disposal of
uranyl acetate due to its radioactivity and
toxicity.

FIGURE 4.19. Transmission electron microscopy
micrograph of a chlorosulfonic acid stained linear
polyethylene crystallized isothermally from the melt
reveals the electron dense interlamellar surfaces
typical of polyethylene.
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Ultrahigh molecular weight PE (UHMWPE),
used as an implant material in artificial joints,
was examined by in an early study done by
SEM, AFM , and TEM [260] using chlorosul
fonic acid to attack the crystal/amorphous
interface leaving behind atoms that react to
heavy metal stains. Pieces of polymer were
trimmed, exposed to the chlorosulfonic acid for
1h, and cryoultramicrotomed at - 90°C using a
diamond knife to cut sections about 90 nm
thick, stained overnight in PTA . Permanganate
etching was used to remove the amorphous
material, and carbon/platinum replicas were
prepared for TEM. Samples for AFM and SEM
were prepared by trimming with a razor blade,
fracturing after immersion in liquid nitrogen,
and cleaning with trichloroethylene. The block
face resulting from cryomicr otomy at -170°C
was also used for AFM imaging. Chemically
etched surfaces required less preparation for
AFM imaging than cryomicro tomy. Ultrahigh
molecular weight PE was also evaluated for
wear by TEM [261] using the general method
of staining with chlorosulfonic acid and post
staining in 2% uran yl acetate for 2.5-3 h. A
represent ative TEM image is shown in Fig.
4.20, of chemically cross linked compression
molded UHMWPE showing short and numer
ous lamellae.

FIGURE 4.20. A representat ive TEM image of a
chemically cross linked UH MWPE, used as an
implant materi al in artificial joints, prepared by
sta ining with chlorosulfonic acid and poststaining in
2% uranyl acetate [261], shows numerous lamellae .
(From Kurtz [261]; used with permission .)

175

4.4.5 Phosphotungstic Acid

Phosphotungstic acid was first used for biologi
cal staining of structures about 1945. Hayat
[262] described that early work and what is
known about the mechanism of staining. Phos
photungstic acid is an anionic stain with a high
molecular weight (3313.5 g/mol), which imparts
high density to the stained material, generally
acting as a negative stain. There is no agree
ment , apparently, among biologists as to the
interaction of this stain with organic mater ials,
although it is known to stain pro teins. Two
interpretations are the formation of a complex
in aqueous solution and ionic precipitation. In
any case, the specificity of staining, at least in
biological tissue, appears related to the pH of
the solut ion, due to the fact that the PTA mol
ecule is unstable and degrades when the pH is
higher than 1.5.

4.4.5.1 Literature Review

Phosphotungstic acid staining was used to show
the fine structure in nylon 6fibers [263]bysoaking
the fibers in 9% to 11% aqueous salt solutions
and staining with 1.5% and 4.8% PTA. Longitu
dinal periodicities were shown for the stained
fibers byTEM, but the lamellae showed a change
in size, depending on the concentration. At 4.8%
PTA , the lamellae were about 7nm. These
authors reported [264] that 9% to 11% HCl
treatment bound 15% of the weight of PTA in
the unoriented or amorphous regions of nylon.
Transmission electron microscopy and electron
diffraction showed a range of periodicities in
nylon from the ordered, oriented, and unori
ented regions. Spit [265, 266] showed detailed
spherulitic structures in solvent cast nylon 6 and
nylon 6,6 films cast from formic acid onto water
and stained with 2% PTA. According to Boylston
and Rollins [175], PTA was used to reveal the
fine structure of polyesters [267, 268]; polyoxy
methylene was also stained with PTA [269].

The staining of polyprop ylene was not as
straightforward as that of the polyamides and
polyesters. Hock [270] developed a meth od for
staining melt crystallized PP and showed it to
be composed of spherulites containing lamel
lae. The melt crystallized polymer was boiled
for 4 h in 70% HN03 at 120°C, and then chips
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of the oxidized polymer were reacted in 5%
aqueous PTA for 3 days at room temperature.
Functional groups that polyamides have in
common with proteins might be the reason why
they can be stained with PTA. However, the
direct staining of olefins by PTA would not be
expected. In the case of oxidized PP, staining
apparently occurred where the folded chains
had been cut by the acid and the -N02 and
-COOH groups were attached to the remaining
short molecules. Staining clearly revealed the
interlamellar regions adjacent to the unstained
crystalline lamellae, and lamellar thicknesses
were measured as a function of the crystalliza
tion temperature.

4.4.5.2 General Method and Examples

Phosphotungstic acid is known to react with
monomer epoxy resins, which extract the stain
[167], precluding its use prior to epoxy embed
ding. Therefore, PTA stained material is usually
either embedded in glycol methacrylate or
polyester resins, or sections are poststained in
cured epoxies. Phosphotungstic acid penetra
tion is slow and about 100/lm penetration into
a block of material can be expected. Sections
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on grids are immersed into the solution or
placed on a droplet. Pretreatment in absolute
ethanol increases exposure to the stain. Marti
nez-Salazar and Cannon [271]reported staining
of nylon 6 and nylon 6,6 using 2% PTA and 2%
benzyl alcohol; thin films on a specimen grid
were floated on a drop of the solution for 10min
and then washed in water several times.

Phosphotungstic acid reacts with surface
functional groups such as hydroxyl, carboxyl,
and amines [272] as a positive stain. Shaffer
et al. [273] used PTA for negative and positive
staining to enhance the contrast in TEM
imaging of latexes, such as poly(butyl acrylate)
and poly(ethyl acrylate). One drop of latex was
added to 1ml fresh 2% PTA to stain deform
able or low glass transition temperature mate
rial. A drop of the stained latex was placed on
a carbon-formvar coated, stainless steel grid.
After removing excess fluid with filter paper,
the specimen was placed in a TEM cold stage
and frozen. Figure 4.21 shows TEM micro
graphs of a latex, observed using a cold stage,
with and without staining [274]. The unstained
latex shows (Fig. 4.21A) discrete particles that
are somewhat aggregated, whereas after PTA
staining the particles could be imaged more

FIGURE 4.21. Transmission electron microscopy micrographs of latex particles are shown: images taken in a
microscope with a cold stage (A) and after both staining with PTA and using the cold stage (B). (From
Shaffer [274]; unpublished.)
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clearly (Fig. 4.21B) [225]. Core-shell latex par
ticles, such as electron dense PS, can be
observed by this method. Sections can also be
stained; for example, poly(vinyl acetate) sec
tions were stained with 5% PTA for 30min
[273]. In a more recent work [275], TEM
imaging of several different polymers using
negative staining with PTA was demonstrated
in wate r and organic solvents (e.g., dimethyl
formamide(DMF),dimethylsulfoxide(DMSO) ,
and tetrahydrofuran (THF)). Polymer particle
size, size distribution, and shape seen in nega
tive staining were shown to correlate with those
of unsta ined materials. Polymer solutions
examined included block copolymers, micro
gels, and polymer brushes. Solutions of uranyl
acetate and PTA 2% were used in water and
several solvents. A series of nylon 6 blends with
maleated rubbers were analyzed for morphol
ogy and fracture analysis by cryogenic microt
omy at -50°C and then treated with a 2%
solution of PTA for 30 min at room tempera
ture [276]. Rubber particl e sizes were deter
mined with a semiautomated digital analysis
technique. TEM images (see Fig. 4.18) of latex
particl es prepared by staining with OS04, RU04
and phosphotungstic acid [225] were described
earlier (see Section 4.4.3.4).

4.4.6 Ebonite

The study of phase size and compatibility
requires that the different phases be observed,
distinct from one another, and that there is
minimum distortion in the polymers. However,
mult iphase polymers often cannot be stained
or sectioned uniformly. There are composite
structures that are combinations of soft rubbers,
coatings, and oriented fibers that cannot be
stained with a single stain ing agent and the sec
tions may be deformed or distorted, limiting
observation , measurement, and interpretation.
The ebonite method developed by Smith and
Andries [277] is used to sta in and uniforml y
harden composite polymers.

4.4.6.1 General Method and Examples

The recommended method [277] uses molten
sulfur to transform rubber to ebonite that can
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be polished for surface examination. A control
method was to cryosection with subsequent
OS04 staining. Blends of styrene-butadiene
rubber (SBR) with chlorobutyl rubber (CB) or
cis-PB , prepared by the two methods revealed
that the overall structures were the same, but
the ebonite method was the simpler of the two.
With ebonite, both phases stained, but the
SBR appeared to have more contrast. With
newer and easier to use cryomicrotomes, it
may be that the ebonite method has less current
utility. It is certainly not as popular as OS04
even though the materials are less toxic to use.
Three diblock copolymers of 1,4-polybutadi
ene and cis-l, 4-polyisoprene and blends of
these copolymers with the corresponding
homopolymers were prepared by the ebonite
method [278], providing useful observations of
the dispersed phases.

A modified ebonite method [279] was used
to study the interfaces associated with polymer
tire cord s. Tire cords composed of PET, rayon
or nylon fibers are generally bonded to rubber
with a resorcinol-formaldehyde-latex (RFL)
adhesive. The nature of the interfaces is of
major interest. OS04 may be used to stain and
harden the RFL, but the soft rubber is not
affected by this treatment, and, in fact, it forms
a barrier to stain penetration. The ebonite reac
tion hardens the rubber and hardens and stains
the RFL while maintaining the geometrical
integrity of the composite.

The react ion medium consists of molten
sulfur/accelerator (N,N-dicyclohexyl-2-benzo
thiazolyl sulfenamide)/zinc stearate in the
weight rat io 90/5/5. Small pieces of the cord are
cut from the tire carefully trimming some of
the rubber but leaving a thin , undi sturbed
surface layer. Eight hours are required for the
reaction at 120°e. Samples are removed ,
scrap ed off, and placed in a 120°C oven to
remo ve the excess ebonite. The tre ated cord s
are embedded and sectioned to 50-60 nm thick
with a diamond knife. The fiber-RFL-rubber
interfaces are all observed in the tire cord cross
section (Fig. 4.22). The ebonite method can be
used routinely for polymer blend s or compos
ite specimens, such as tire cord s, where hard
ening, penetration, and staining are required .
Although sulfur is a poison that must be used
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FIGURE 4.22. Transmission electron microscopy
micrographs of sectioned industrial tire cords are
prep ared by the ebonite method to enhance the con
trast of the various structures and to harden the
adhesive and the rubber for sectioning. Fiber cross
sections, two adhesive layers (RFL), and the rubber
(R) are shown by TEM.

in a hood, it is easier to use and less toxic than
OS04and less time consuming. The resolution
possible with the ebonite method is quite good,
enabling the imaging of the fine structure of
the latex adhesive.

4.4.7 Silver Sulfide

Microporous structures in biological and
polymer materials are often difficult to observe,
even in the TEM, as there is limited differential
electron scattering and thus limited contrast
between the embedding resin and the speci
men. The electron contrast can be increased by
the addition of a high atomic number element,
such as silver, atomic number 47, to porous
regions. This was shown earlier for osmium
tetroxide (see Section 4.4.2.3).The silver sulfide
method has been described for use in both
natural and synthetic fibers. Sotton [280]studied
wool, regenerated cellulose , poly(vinyl alcohol) ,
acrylics, and polyesters. Hydrogen sulfide was
liquefied and the samples treated in an auto
clave under pressure prior to treatment with
a silver nitrate (0.1 N) solution, which precipi
tated silver sulfide in the pores. Silver nitrate
can be used with water, acetone, or ethylene
glycol as solvents.

Specimen Preparation Methods

Hagege et aI. [281]used a similar silver sulfide
insertion technique in the study of aramid
fibers. The fibers were treated according to the
method described above and also by a method
[179] using isoprene but excluding the staining.
Sections examined in the TEM showed details
of the void microstructure. The Leeds group
(e.g., [282, 283]) used the silver sulfide method
to prepare new aramid fibers for TEM in order
to evaluate the nature of the microvoids and to
determine their influence on the tensile and
compressive behavior of the fibers:

Polymers that may be stained include esters
and aromatic polyamides.

1. Treat the specimen with gaseous hydrogen
sulfide at a pressure of 1,380kPa at 20De for
16h; wash in alcohol (see suppliers for safe
handling methods).

2. Immerse the specimen in a 5% aqueous
solution of silver nitrate, at 20De for 3-4 h
[284].

3. Embed the specimen in a low viscosity resin
(e.g., Spurr resin).

4. Ultrathin section with a diamond knife.

4.4.8 Mercuric Trifluoroacetate

The structural elucidation of multi phase poly
mers is a continuing problem as, at times ,
the commonly used staining reagents are
not satisfactory. Mercuric trifluoroacetate has
been described for the staining of several
polymers [285]: PS, poly(2,6-dimethyl-1,4
phenylene oxide), and saturated styrene
butadiene-styrene block copolymers. The
reaction of mercuric trifluoroacetate is said to
take place by electrophilic substitution and is
activated by electron donating groups, such as
oxygen, which are attached to the ring. Appar
ently, bisphenol A polycarbonate/polyethylene
blends can also be stained with this reagent but
must be diluted with water and used for shorter
times (20min) to prevent crumbling of the
sample [285].This staining reagent is very toxic
and it must be handled in a hood, with proper
protective clothing, although little is known
about this specific substance. The slow rate of
diffusion limits penetration of the reagent into
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the polymer. Long exposure times are limited
by acid attack, which result s in swelling and
disruption of the specimen surface [286]. In
addition , the major disadvant age of the method
is that there is no hardening of the polymers,
making room temperature ultramicrotomy
difficul t.

4.4.8.1 General Method

Trimmed and faced blocks are stained by
imm ersion in a 10% solution of HgO in trifluo
roacet ic acid for 10-60 min . Sampl es are washed
in a dilute solution of triflu oroacetic acid
followed by distilled wat er. Poly(phenylene
oxide) appears to have a high er mercury uptake
than PS in a bonded laminate of the two films
[8]. Blends made by coextrusion of SBS
block copolymers and PPO show dispersed
particles in a matrix with PPO taking up more
sta in. In summary, mercuric triflu oroacetate
sta ining has been sho wn for seve ra l polymers
where the disp ersed phase particles are differ
entia ted by this stain. Th e method has limited
applicati on.

4.4.9 Iodine and Bromine

Early treatment of materi als with iodine
revealed structures in nylon 6 filaments [287,
288] and the longitudinal periodicity of nylon
was shown by th e differential abso rption of the
iodine in the crystalline and noncrystalline
regions. Hess and Mahl [177] treated poly(vinyl
alcohol) fibers with 5% iodine, which revealed
a long period (16 nm) that rel at es to the absorp
tion of iodine in the noncrystallin e or amor
phous regions. Hess et al. [289] detected
structures of the order tens of nan om eters in
cellulose treated with 12% iod ine. Iodi ne dis
sipa tes upon standing in air and is known to
vaporize in the vacuum of the electron micro
scope so it is no longer used for staining of
PE and has been replaced by the chlorosul
foni c acid method. Th e struc ture of PET
fibers was described [290] using the iodine
sorption method. Oil-based finishes on fiber
or yarn surfaces, such as PET, have been
sta ined with iodine [291] by placing the yarn
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overn ight in an airtight glass chamber contain
ing iodine crystal s. The treated yarns were
assessed by using low magnificati on (250x) on
an ordinary research microscope and using a
ste reo binocul ar microscope for finish unifor
mity highlight ed by the adsorption of iodine.
Overall, ther e appears to be simple physical
adsorption of the iodine, preferentially in the
amorphous region s of semicrystallin e pol y
mers. Th er e are few cur rent applications of
the iod ine staining or sorption meth od found
in the liter ature , and most are using optical
micro scop y.

Th e surface morphology of bromine treated
Kevlar fiber was shown by SEM to have a
rougher texture than the untreated fiber , and
the tensile strength decreases with th e increase
of bromine treating time [292]. The fibers were
immersed in saturated bromine water , taken
out and neutralized, and then rin sed and dr ied.
Polymer stabilized liquid crystal s or anisotro
pic gels were studied using three sta ins for
compari son [293]. In order to obse rve a cross
section through the network, it was embedded
in a resin and then sectioned using an ultrami
crotome. Reagents used for netw ork sta ining
were OsO. vapor for up to 48 h; chlorosulfonic
acid vap or sta ining for 18 h; and the success ful
method - bromine vapor for 1 h or 24 h. Thus,
there is no one sta in useful for all polymers,
and eve n iodine and bromine have some
utili ty.

4.4.10 Summary

Staining of polymers is an important part of
sample prepar ation for microscopy as it pro
vides the enhanced contrast required to image
the structures. Th ere are a few staining tech
niqu es th at work for a range of polymers and
others with limit ed applicability. For many
polymers, there is no proven stain, and thus
preparative treatments must be found by
experimentat ion. Thi s section is summarized in
Tables 4.3 to 4.5 listing those polymer s th at
have been shown to be stained by the various
reagents describ ed in this sectio n. In addition,
sever al stains that are applicable for on ly a few
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TABLE 4.3. Polymer functional groups and stains

Polymers

Unsaturated hydrocarbons, alcohols, ethers, amines

Acids or esters

Unsaturated rubber (resorcinol-formaldehyde-latex)

Saturated hydrocarbons (PE and PP)

Amides, esters, and PP

Ethers, alcohols, aromatics, amines, rubber, bisphenol
A, and styrene

Esters, aromatic polyamides

Acids, esters

TABLE 4.4. Specific functional groups, examples, and stains

Functional group Examples

Specimen Preparation Methods

Stains

Osmium tetroxide

(a) Hydrazine
(b) Osmium tetroxide

Ebonite

Chlorosulfonic acid/
uranyl acetate

Phosphotungstic acid

Ruthenium tetroxide

Silver sulfide

Uranyl acetate

Stains

-CH-CH-

-c=C-

-OH,
-COH

-0-

-COOH

-COOR

-CONHz
-CONH-

Aromatics

Bisphenol A
based epoxies

Saturated hydrocarbons
(PE, PP) (HDPE)

Unsaturated hydrocarbons
(polybutadiene, rubber)

Alcohols, aldehydes
(polyvinyl alcohol)

Ethers

Amines

Acids

Esters (butyl acrylate)
(polyesters)
(ethylene-vinyl acetate)

Amides (nylon)

Aromatics
Aromatic polyamides
Polyphenylene oxide

Epoxy resin

Chlorosulfonic acid
Phosphotungstic acid
Ruthenium tetroxide

Osmium tetroxide
Ebonite
Ruthenium tetroxide

Osmium tetroxide
Ruthenium tetroxide
Silver sulfide

Osmium tetroxide
Ruthenium tetroxide

Osmium tetroxide
Ruthenium tetroxide

Hydrazine. then osmium tetroxide

Hydrazine, then osmium tetroxide
Phosphotungstic acid
Silver sulfide
Methanolic NaOH

Phosphotungstic acid
Tin chloride

Ruthenium tetroxide
Silver sulfide
Mercury trifluoroacetate

Ruthenium tetroxide
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(a) Multiphase polymers stained by 050,

(b) Polym ers requiring pretreatment prior to OsO,

T ABL E 4.5. Osmium tetroxide staini ng

polymers are also listed here, eve n though the y
wer e not fully described.

can result from swelling or reprecipitat ion . In
chemical etching, there is a chem ical attack
and removal of fra gments from the specimen.
Acid treatm ent that selectively oxidizes one
phase present in a multiphase materi al, aiding
contrast bet ween the various phases, is a form
of chem ical etching. A special case of acid
etching, with permanganate, is still the most
widely used etchant and will be discussed in
detail. Charged spec ies activated by high volt
ages (ion etching) or in a radiofrequ enc y
plasma [295] are used to modi fy the chemistry
of a surface or etch away surface material
differentially. Plasmas and ion beams are
empl oyed to bombard or sputter and remove
surface atoms and molecules. Just as specimen
preparation methods first used for biological
materials are used for polymers (e.g ., microt
omy) , ion and plasma etching were first used
for metal s and ceramics and are now applied
to polymers. Focused ion beam (FIB) etching,
well esta blished for the semiconductor indus
try, is now finding use for polymers and will be
discussed . Etching will be considered in five
sections: (1) solvent and chem ical etching,
(2) acid etching, (3) etching with potass ium
permanganate, (4) plasma and ion etching, and
(5) focused ion beam etching.

Pretreatment

Bicyclic amine

Allyl amine

Hydrazine

Tetrahydrofuran

Alkaline saponifica tion

Acids. este rs

Polyesters

Polymer

Epoxy thermose ts

Ethylene-vinyl acetate
copolymers

Chlorina ted PE

Acry lonitrile-butadiene-styrene

Acry lonitrile-styrene -acry late

Styrene-butadiene-styrene

High impact po lystyre ne

Impact poly(vinyl chloride)

Copolymers of L4-poly butadiene and cis-l A-polyiso prene

Blen ds with unsaturated rubber . isoprene. or isopre ne
included in fibers. e.g.. PET or nylon

Polyoxyethylene allyl included in mem branes

4.5 ETCHING

Etching is another preparation method that
potenti ally enhances the inform ation available
by microscopy while at the same time providing
opportunity to introduce many artifacts.
Sampl es are etched and then generally used
directly by AFM, or replicas made for TEM, or
a conductive coating is appl ied to the etched
surface for imaging by SEM .

There are two general categor ies of etching:
chemical atta ck or bombardment with charged
particles as in plasma and ion beam etching.
Chemica l att ack can be further divided into
severa l categories. including dissolution , which
impli es the removal of whole molecules of a
material as it dissolves acids and ot he r chemi
cals. Solvent extraction with xylene was used
for the study of PE [294]; however. dissolution
is not recommended due to the artifacts that

4.5.1 Solvent and Chemical Etching

Solvent and chemical etching is a compl emen
tary techn ique in the determination of micro 
structure. Chemical etching has been arbitrarily
divided into two sections for the purpose of this
discussion , and acid etching will be dealt with
separately. Early studies involved etching to
reveal the interior of polymers for replica for
mation (see Section 4.6).

4.5.1.1 Literature Review

Peck and Kaye [296] immersed cellulose acetate
specimens in acetone, at - 50°C, and then
flooded the surfaces with cold absolute alcohol,
followed by replication, which showed the skin,
orientation, voids, and pigment. Red ing and
Walter [29] etched PE with hot carb on te tra 
chlorid e (high density PE), benzene (low
dens ity PE ), or toluene, which removed the
amorphous mater ial. Bailey [297] used a rapid
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xylene etch to reveal spherulites in PE and PP,
while Li and Kargin [298] etched with benzene.
Ohlsson and Tornell [218] used Ru04vapor to
stain blends of PP and SBS for TEM and also
did selective etching with xylene for 24 h to dis
solve the thermoplastic elastomer for compari
son by SEM. More recently, hot xylene was
used to remove PE from blends with LCPs to
reveal the dimensions and shapes of the LCP
particles [299]. Samples were punched from
molded circular disks, freeze polished (see
Section 4.2), and treated in three steps at suc
cessively higher temperatures (105°C, 120°C,
130°e) for 1 week each to release layers of LCP
free of PE (revealed by IR). Scanning electron
microscopy showed the LCP lamellar structure
and correlated the morphology with permeabil
ity measurements.

Isopropanol vapor was used to dissolve the
matrix in polymer blends [300]. Williams and
Hudson [301] etched microtomed blocks of
HIPS so that the rubber particles protruded
from the matrix. Later, Kesskula and Traylor
[205] removed rubber particles from HIPS and
ABS polymers by dissolving the matrix in a
cyclohexane solution of osmium tetroxide and
extracting the dispersed phase for SEM. Amine
etching was used to reveal the structure of PET
as early as 1959 [98] when fibers were etched
with n-propylamine for replica formation.
Methylamine was also used [302], although the
selectivity of the reagent was questioned. Tucker
and Murray [303] etched PET filaments with
42% aqueous solutions of n-propylamine at
30°C. Warwicker [304] showed disk forms in
PET swollen in dichloroacetic acid. If aminoly
sis is to be used to study PET, then the excellent
review of the reagents, reactions , and earliest
studies by Sweet and Bell [305] should be evalu
ated. These authors used primary amines to
degrade PET selectively by removing the less
ordered regions. In some cases, the aminolysis
was shown to degrade and crystallize PET,
which limits the use of the method.

An etching technique was developed to study
the structure of crystalline polymers, such as
nylon 6, nylon 6,6, and PP [88]. Aromatic and
chlorinated hydrocarbons were used to etch
surfaces of ground and polished plastic parts,
which removed the surface detail with a series
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of polishing media down to a 0.05pm alumina
slurry. Choice of specific etchant was made so
that it would be a poor solvent for the plastic
so as to suppress swelling and dissolution of the
crystalline phase. Results were evaluated using
reflected light and Nomarski differential inter
ference contrast optical microscopy.

Another etching method was developed for
the observation of the internal crystalline struc
ture of water-soluble poly(ethylene oxide)
using sodium ethoxide in ethanol. Bu et al.
[306] found the optimal etching condition is to
use 21wt.% NaCzHs in ethanol for 10min at ca.
298 K with frequent agitation. The sample must
be washed in absolute ethanol for 10min and
then dried prior to making one stage replicas
by shadowing with heavy metal, backing with
carbon, and then removing the polymer with
water. Blends of thermoplastic polyurethane
elastomer and ABS resin were observed by
SEM for the morphology of the blends after
etching with methyl ethyl ketone (MEK) [307].
Samples showed variations in structures
depending on the etch time with 3 h adequate
to etch these blends , whereas serious artifacts
were observed at 4 h. This points to the need
for carefully controlled experiments.

Hobbs et al. [220, 308] determined the mor
phology and deformation behavior for tough
ened blends of PBT, PC, and PPE using
complementary staining and TEM as well as
etching for SEM. Samples for SEM were faced
with an ultramicrotome and etched by brief
immersion in diethylene triamine, a selective
etchant for PC. This method was said to be pref
erable to solvent or plasma etchants that attack
both components to various degrees and can
obscure fine details. Zeronian et al. [309, 310]
studied the surface modification of polyester by
alkali-metal hydroxides and amines to change
the properties of polyester fabrics, such as drape
and hydrophilicity. Weight loss occurs rapidly
with time in methanolic sodium hydroxide at
21°C, whereas it is much slower for treatment
with 10% aqueous sodium hydroxide at 60°C.
The reaction is thought to occur at the surface
of PET fibers with chain scission products
removed into the solution. In the SEM, surface
pitting is obvious as is a decrease in the fiber
diameter, with larger pits being observed for
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fibers with titanium dioxide delustrant or other
inert material [309,310]. The reader interested
in the use of these techniques to modify the
properti es of the polyester fibers is referred to
a review of this topic [309]. Th e morphology of
PMMA, poly(ethylene oxide) (PEO) blend,
and the grafted copolymer poly(meth yl methac
rylate-g-eth ylene oxide ) was observed by SEM
afte r etching the PEO phase out of the blend
[311]. The PEO phase of the copolymer was
stained with OS04 and examined using a back
scattering image; the blend was also etched with
meth anol for 4 h, the time chosen based on
achieving constant weight.

Wallheinke et al. [312] studi ed the location
of different compatibilizers at the interface in
blends of thermoplastic polyurethane (TPU)
and polypropylene (PP) by SEM and TEM.
Selective dissolution of the TPU matrix in
dimeth ylformamide with 1% dibutylamine
result ed in a solution of the TP U with PP/EC
particles that was filtered , dried, and the mem
brane with particles imaged by low voltag e
SEM . In the uncompatibilized blend , the sur
faces of the PP particles are very smooth.
Therefore. the surface coverage by the com
patibili zers can be detected easily. Compared
with TEM. using SEM on separa ted particles
has the advant age of a fast and easy prepara
tion without microtoming and sta ining.

Shahin and Olley [313] studied poly-3
hydrox y but yrate (PHB) that forms large
banded spherulites by SEM and TEM by
etching techniques, acknowl edging the need for
a reagent that gives a true and easily interpreted
view of the morphology. They found potassium
permanganate did not work well with PHB,
although it did with other polymers (see Section
4.5.3). but potassium hydroxide in ethanol, pro
panol, or methanol did work at roo m tempera
ture for about 1h. Samples were coated with
gold for SEM and direct replicas made for TEM
using tant alum/tungsten alloy at an angle of
30°.

Hu et al. [314] studied the solid state
structure and oxygen tran sport properti es of
smectic poly(diethylene glycol 4,4'-bibenzoate)
(PDEGBB) by AFM. Samples were sandwiched
between glass cover slides, melted, pressed to
spread the sample, cooled , and one slide was
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removed and the sample was vacuum dried and
remelted. Free surfaces were etched with 40wt. %
aqueous methylamine solution for 48h and then
examined by AFM , providing insight into the
structure related to oxygen perm eability.

4.5.2 Acid Etching: Overview

Oxidi zing acids have been used to etch chemi
cally resistant semicrystalline polymers, such as
polyolefins, as the acid preferentially diffuses
into and atta cks the amorphous regions. After
slight etching, the crystalline lamellae remain
proud of the surface, and details of the mor
phology may be seen in the SEM after metal
coating or in the TEM after shadowing and
replication. Large scale features, such as spher
ulites, may be visible by reflected light micro s
copy. Perm anganate acid etching is the major
etchant used toda y to study polymer mat erials,
and thus it will be described separately after the
historical overview below .

4.5.2.1 Literature Review

The general historical trend has been to start
with very severe etchants and move to weaker
ones, which more reliably show fine scale struc
tures. The progression of acids with time has
been as follows: nitric, chromic, permanganate,
permanganate/sulfuric, permanganate/sulfuric/
phosphoric acids. Palmer and Cobbold [315]
first etched bulk samples of melt crystallized
PE with fuming nitric acid (95%) at 80°C and
observed the lamellar morphology, and Hock
[316] used boiling nitric acid (70%) to reveal
the microstructure of PP. Hock [317] saw
spherulites in the oxidized polymer and, upon
sonication, also observed lamellar fragments.
Kusumoto and Haga [318] treated nylon 6,6
with 18% nitric acid at 60°C and showed it was
more easily oxidized than PE .

A major problem with nitric acid etching is
that it is too strong, etching not only the amor
phoussurface regions but also the bulk . Chromic
acid etching was employed to alleviate this
problem. Armond and Atkinson [319] treated
PP with fuming nitric acid and then with chromic
acid to reveal the cracks and fractures of bulk
annea led PP. Bucknall et al. [320] studied
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polymer blends after etching with chromic and
phosphoric acids. Bucknall and Drinkwater
[321] developed a method for ABS blends by
fracturing in liquid nitrogen and etching, at
40°C for 5 min, in concentrated aqueous chromic
acid solution. Briggs et a1. [322] used chromic
acid etching on blends with polyolefins, and
Bubeck and Baker [323] applied this method to
etching PE. Epoxy resins have also been etched
with chromic acid [324] and sulfuric acid [325].
Sheng et a1. [326] used chromic acid etching
of three propylene polymers and conducted
contact angle measurement, x-ray photoelec
tron spectroscopy (XPS), attenuated total
reflection infrared (ATR-IR), SEM, and an
adhesion test, showing that etching with such
an oxidative acid has a significant effect on the
surface roughness.

To understand the mechanism of common
surface defect formation in the injection
molding process, Edwards et a1. [327] investi
gated the effect of processing parameters on
the morphological features of a polycarbonate/
acrylonitrile-styrene-acrylate rubber modified
thermoplastic blend using acid and alkaline
etching and SEM characterization. Chromic
acid etching revealed that the process had a
large influence on the morphology of the ther
moplastic, particularly on the surface skin layer.
The degree of molecular orientation on the sur
faces of molded parts had a significant effect on
the efficiency of both the acid and alkaline
etching techniques. Thus, methods have not
been in general use during the past decade,
whereas potassium permanganate is still used
in many laboratories.

4.5.3 Permanganate Etching

4.5.3.1 Introduction

Permanganic acid, a weaker acid than nitric acid,
has been found to selectively remove the amor
phous regions of polyolefins and many other
crystalline polymers to reveal their internal
lamellar organization. It was developed and has
been applied by Olley and Bassett [328-330]
and others [251, 252, 331] as a complementary
method to chlorosulfonation. The original per
manganate etching method involved the use of
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7% potassium permanganate (KMn04) in con
centrated sulfuric acid; treatment for 15min at
60°C, or for 15-60min at room temperature
[330]. This method has been used to reveal
lamellar detail in surfaces of PE, isotactic PP,
and isotactic poly(4-methylpentene-l). Addition
of ortho-phosphoric acid to the reagent decreases
the presence of artifacts in drawn linear PE and
in blends. Figure 4.23 [332,333] shows the types
of structures observed by permanganate etching
followed by replication and TEM. Naylor and
Phillips [332] developed a method, used in the
production of the micrograph in Fig. 4.23, with
2% w/w KMn04 in concentrated sulfuric acid.

FIGURE 4.23. Portion of a banded spherulite of linear
polyethylene, also showing a spherulite boundary, as
revealed by etching for 1h in 2% w/w KMn04 in
concentrated sulfuric acid, as described by Naylor
and Phillips [332]. The micrograph is of a chromium
shadowed carbon replica studied in the TEM where
each disk-like object in the bands is composed of
lamellae nucleated at that point by a screw disloca
tion. Scale bar is 2.0 f.1m. (From Phillips and Philpot
[333]; used with permission.)
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This method shows details of the structure with
minimum artifacts. These authors also adapted
the permanganate acid etching method for SEM
evaluation by a study of etching as a function of
time, temperature, and concentration for a series
of polyethylenes. They identified artifacts that
limit study but that can be minimized by treat
ment in an ultrasonic bath. Bassett and Olley
[334] studied the lamellar morphology of isotac
tic PP, which involves treatment of a glass knife
microtomed specimen with 0.7% w/v solution of
KMn04 in 2: 1 concentrated sulfuric acid/dry
phosphoric acid for 15min. Nomarski differen
tial interference contrast optics were used to
judge the etched surfaces. Two stage replicas
were prepared for TEM by metal shadowing at
the first stage.

4.5.3.2 General Method

It has been known for more than 20 years that
a wide array of polymers can be etched using
potassium permanganate [331], although care
must be taken to limit the effect of artifacts. The
list includes linear and branched PE, PP, PS,
poly(4-methylpentene-1), poly(butene-l), PVF2,

PEEK, PET, and various copolymers such as
EPDM terpolymers, and LCPs. The past decade
has seen refinement of the method by many of
the same researchers:

1. 1% w/v KMn04 dissolved by continuous
stirring in an acidic mixture of 10 volumes
concentrated sulfuric acid, 4 volumes 85%
ortho-phosphoric acid, 1 volume water,
respectively, with the sample shaken for 2 h.
(10: 4: 1 sulfuric acid, orthophosphoric acid,
water.)

2. Recovery of the etched specimens is typi
cally by adding a small quantity of hydrogen
peroxide to the chilled acid mixture.

The standard two stage replica process was
used with cellulose acetate, shadowed with
tantalum/tungsten, followed by deposition of a
carbon film and extraction of the replica (see
Section 4.6.2).

4.5.3.3 Literature Review

As predicted in the past two editions, there has
continued to be further development and utili-
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zation of the permanganate method for a variety
of polymers. It is important to understand that
the correct "recipe" for etching is very depen
dent on the specific composition of the polymer,
its history and morphology. Care must be taken
to identify the appropriate reference and then
do controlled experiments on your own mate
rials. Key references that discuss specimen
preparation methods developed during the past
20 years will be summarized here, but they only
represent some of the important studies that
have been conducted.

Bashir et al. [335] for instance conducted a
comparative study of preparation methods for
microscopy of a melt processed extrudate of PE
using KMn04 and chlorosulfonic acid treat
ment. They found the permanganic acid etch
required 2 h at 60°C compared with 15min for
spherulitic PE, whereas the chlorosulfonic
treatment took 1 day at 70°C. The etched
samples were replicated and compared with
thin sections of the chlorosulfonic acid treated
samples by TEM and both showed interlocked
shish kebab structures. A modification of the
procedure was developed for PEEK that
revealed the spherulitic structure [336]; this
required 2% w/v solution of KMn04 in a
mixture of 4: 1 by volume of ortho-phosphoric
acid/water, with no sulfuric acid as it is a solvent
for the polymer. Samples were etched at room
temperature for 50min, then etching was
stopped by adding the reagent to twice the
volume of hydrogen peroxide solution followed
by washing and replication.

Lemmon et al. [337] appear to be among the
first to use KMn04 to etch thermotropic liquid
crystalline polymers (TLCPs) (see Section 5.6).
Thin films formed from the melt on glass sub
strates were etched for a few minutes in a solu
tion of potassium permanganate in sulfuric and
phosphoric acids. Discrete entities correspond
ing with the "non-periodic layer crystallites"
are observed in the SEM of an etched film of a
very low molecular weight polymer. Ford et al.
[338] also claim to be among the first to report
on the application of permanganic etching to
TLCPs. In this work, the etchant was prepared
by dissolving potassium permanganate (lOmg
to 1ml) in a 2: 1: 1 mixture of ortho-phosphoric
acid, sulfuric acid, and water for 45min at



186

ambient temperature, followed by washing as
ment ioned earlier in this section . These authors
dried the specimens and coated them with gold
for examination by OM and SEM. The use of
gold coating implies tha t the work was not con
ducted at very high resolut ion. Bedford and
Windle [339] studied shear-induced textures in
thermotropic LCPs also using the method of
Bassett and coworkers [329]. Hanna et a1. [340]
from the same laboratory further discussed the
dimensions of crystallites in the TLCPs, using
two specimen preparation methods. A melt
shearing process was used to prepare thin films
for TEM (see Section 5.6) and samples for SEM
were prepared by treating thin films on glass
substrates with 2wt.% KMn04 in ortho-phos
phoric acid, followed by washing and metal
coating. Anwer and Windle [341]used the same
meth od for study of TLCPs after magnetic
alignment, and fracturing for imaging in the
SEM. The etching revealed crystallites that lie
normal to the local chain axis. Hudson and
Lovinger [342] used a similar technique [329] to
investigate the morphology of a TLCP using
0.5% KMn04 with a solvent ratio of 2 :2 :1
of water , phosphoric acid, and sulfuric acid
for about 2 h at 30°C. They used a two stage
replica process to prepare samples for TEM,
which showed the fine fibrillar structure of
these polymers.

Sutton and Vaughan [343] described a
method of preparation using permanganic
etching of specimens that are difficult to handle
for geometrical reasons. Polypyrrole p-toluene
sulfonate films embedded in acrylic or epoxy
resins were etched with a number of different
reagents and etching rates. Procedures were
developed to etch the polymer and also to
attack the embedding media. The method has
the advantage for handling thin films and fibers,
but caution must be used when using a range of
etchants in the interpretation of the resulting
images. In a later study [344], SEM was used
to assess transverse fractur e, and TEM was
conducted after perm anganic etching of
microtomed cross sections [343]. Polyeth ylene
samples, crystallized from the melt both by
quenching and by isothermal crystallization at
each of five different temp eratures, have been
characterized by small angle x-ray scatte ring
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(SAXS) to monitor the lamellar separation
[345]. The same materials were prepared for
TEM using fixation with chlorosulfonic acid,
followed by sectioning, and perm anganic
etching, for 2h in an ultrasonic, followed by
replication. Comparison with SAXS spacings,
showed too Iowa value for lamellar separation
when samples were fixed for insufficient time in
chlorosulfonic acid, and too high a value for
lamellar separation when samples were shad
owed at too Iow an angle, after permanganic
etching. The time for chlorosulfonic acid
treatment is dependent on the material and
temperature; the shadowing angle used for
replication should be as high as possible to get
correct measurements.

Hosier et al. [346] studied PE blends and the
effect of morphology on electrical breakdown
strength by treating microtomed samples as
shown above.Samples for SEM were gold coated
and shadowed carbon replicas were made for
TEM. White and Bassett [347] studied isotactic
polypropylene using this same KMn04mixture,
for 2 h at room temperature, followed by making
two stage carbon replicas showing the row struc
tures. Two step etching methods have been
developed for binary polymer blends of linear
low density polyethylene (LLDPE) with high
density polyethylene (HDPE), and for blends of
atactic and syndiotactic PS [348]. For both cases,
two different etchants have been ident ified for
the compon ent neat polymers;sequentialetching
has been employed to reveal the distribut ion of
the component polymers within the blend. The
polyolefin blend component was etched in
1wt.% KMn04 in sulfuric acid for 2h and exam
ined by SEM, AFM, and TEM. Morgan et a1.
[349] studied co-crystallization in polyethylene
blends using two methods of sample preparation
for TEM, permanganic etching/replication [345]
and chlorosulfonic fixation/sectioning [197], and
found the latter method better for revealing
detailed morphological features between large
lamellae.

Sue et al. [350] studied the morph ologies of
various diglycidyl ethers of 4,4'-dihydroxy-a
methylstilbene-based liquid crystalline epoxy
(LCE) formul ations used as matrices for high
performance composites by polishing, to 0.3pm
finish, followed by etching with KMn04 in a
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mixture of 1:2 :2 volumes of sulfuric acid, ort ho
phosph oric acid, and water for 75 min at 60°C.
Th ey eval ua ted the composi tes by reflected
light microscopy, micro-Raman spec troscopy,
TE M of replicas, and se lected area electron
diffraction.

Shah in et al. [351] refined the perm anganic
reagents (2 h) to charac terize a specia l fea ture
of po lyethylene spherulites , namely the S
profile of dom inant lamellae seen as grow ing
toward the observer. Direct and two stage rep
licas were used for TEM. The mor pho logy of
woven polypropylene cloth compactions has
been exa mined by electron microscop y after
etc hing as above for 1 h [352]. Samples were
exa mine d by SEM after gold coa ting, and two
stage replicas were produced for TEM . With
increasing temperature, the inte rior structure
of the fibers undergoes progressively grea ter
melting and recrys ta llization in the form of
shish kebab structures while the volume of melt
surrounding the fibers increases. Jo nes and
Lesser [353] used the method described above
[345] to etch alipha tic po lyket ones using an
ultraso nic bath for 2 h. They washed the etched
material in three consecutive ba ths of (1) 30%
aqueous hydrogen peroxide, (2) distilled water,
and (3) ace tone, and made Clplatinum/palla
dium rep licas for TEM.

The inte rnal mo rphology of high modulus
PE fibers, both mel t and gel-spun and PP fibers,
have also bee n revealed by permanganic
etc hing [354]. Fibe rs were embedded between
two sheets of pol ystyren e-et hylene-propylene
block copolymer. Kraton (trademark, Kraton
Polymers US LLC) cut with a diamond knife
to produce transverse secti ons, and then etched
for SE M examination. Longitudinal sections
were made afte r embedding fibers in the copo
lymer, etching, and making two stage replicas
for TEM. The "d ry etc ha nt" mixture for trans
verse sections was 1wt.% KMn0 4in a mixture
of 2 : 1 of sulfuric acid and ortho-phos pho ric
acid (prepared by boiling off the water) for
75 min. The "wet etchan t" was as in the me thod
above, for 2 h for lon gitudinal sections and
45 min for transverse sections. Hosier and
Bassett [355] used a similar mixtu re to this wet
etcha nt for mon odisperse n-a lka nes, que nch
ing the etc h using a 1:4 mixture of hydrogen
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peroxide in a 2 :7 mixture of sulfuric acid in
water, precooled ove r dr y ice for at least 10min.
Methanol was used to remove the etcha nt
before replicas of tun gsten/t an talum metal
were evaporated at 35° to the horizonta l, fol
lowe d by vertical carbon coating. Highly drawn
sheets of PE [356] were embedded in a block
copo lymer as above, microt om ed at -70°C
with a glass knife , and then etched at room
tem peratu re for 1h in the mixture as in the
method above. Standa rd two stage carbon rep
licas were studied by TE M, and gold coating
was used for SE M. Etchin g revealed that in
transverse sections of the unannealed speci 
men s, the legacy of the banded spheru litic
morphology is seen at draw ratio lOx but
appears to have been overwritten by subse
qu ent developments at higher draw rat ios.
However, after annealing, the speci me ns show
recrysta llized regions that follow the pattern
of the origi nal banded spherulites drawn
affinely.

Th e spheru litic and lamellar morphologies of
melt crysta llized isotactic polypropylene (iPP)
studied earlier [357] have bee n investiga ted by
SEM for various crysta llization temperatures
and times [358]. The optimum etchant formula
tion found was 3wt. % KMn04with 2 :1 sulfur ic
and phosphoric acids for 7 h at room temper a
ture. Samples were washed with water, hydro 
gen peroxide, and ace tone sonication, sputtered
with a thin layer of gold, and examined by
SEM. The morphologies after etc hing revealed
the microstructure of iPP. Shahin and Olley
[313] set out to etch poly(3-hydroxy butyra te)
(PHB) and poly(oxymethylene) (PO M) with
permangan ic acid but found only the latter
was amenab le to that etchant while the
PHB was stained by potassium hydroxide.
Poly(oxymethylene) was etched for 1h with a
reagent similar to that used for PE EK [336].
Etched samples were image d by SEM after
gold coating and TEM of replicas. Shahin [359]
also etched two highly orie nted poly(p-phenyl
ene terephtha lamide) (PPT) fibers, Kevlar and
Twaron. The fibers were stretched over a copo
lymer, buried in a thin layer of molten trans
polyisoprene at 60°C, etched for 1 h in 1%
KMn0 4in 4: 1 ort hophosp horic acid and water
[336]. Etc hed fibers were investigated under a
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Nomarski differential interference contrast
microscope in the extinction position between
crossed polars, which showed bright and dark
interference fringes and a periodic pleat struc
ture for the fibers. Weng et al. [360] studied the
changes in the melting behavior with the radial
distance in iPP using permanganate etching
[351] for 0.5h. Standard two stage process was
used to form a replica for TEM. The wear
mechanisms of untreated and gamma irradi
ated UHMWPE for total joint replacement was
also etched [351] for study by TEM and SEM
[361]. The study showed a relation between the
microstructure and wear leading to insight into
the wear mechanisms.

4.5.3.4 Literature Review: AFM

Schoenherr et al. [362] studied the spherulitic
morphology of iPP by a combination of optical
and atomic force microscopes. Thin films were
prepared in situ by using a hot stage and then
KMn04 etched; AFM revealed details of the
structure such as mother/daughter lamellae,
cross hatching, and thickness and orientation of
the lamellae. Figure 4.24A is an AFM image of
a rapidly quenched iPP spherulite [362].
Hedrites, superstructures that consist of more
or less parallel, centrally connected lamellar
crystals with a polygonal appearance, have
been imaged by AFM in the height and deflec
tion modes after 1% permanganic etching
showing their three dimensional structure [363].
Atomic force microscopy images showing views
observed from the y axis and the z axis near the
center of an iPP hedrite crystallized at 140°C is
seen in the deflection images in Fig. 4.24B and
Fig. 4.24C, respectively [363].

Permanganate etching was used to prepare
polyethylene spherulites for both TEM and
AFM [364]. Both techniques showed the band
spacing and its relationship with molecular
weight. Atomic force microscopy imaging of
permanganically etched, metallocene catalyzed,
high density PE has been done by melt crystal
lizing the samples in a hot stage, cooling to
room temperature, and etching for 3h in 1%
w/v KMn04 in 2: 1 sulfuric and dry orthophos
phoric acids. Markey et al. followed develop
ments [365] with the optical microscope and
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observations done directly using ICAFM,
revealed three dimensional information without
the need for replicas and staining. A mathemat
ical model of the etching process was devel
oped to demonstrate that band asymmetry can
stem from differential etching and to fully sim
ulate the entire resultant relief. The model not
only explains the slope asymmetry but also
gives a good simulation of band height and its
radial variation, etching depth, and apparent
band period. Further refinement of the model
ing work on other semicrystalline polymers
amenable to permanganic etching is also a
possibility.

Propylene based random copolymers with
co-units of ethylene, l-butene, 1-hexene, and
I-octene were studied after rapid and isother
mal crystallization by AFM of etched film sur
faces and ultramicrotomed plaques. To enhance
contrast, the surfaces were permanganate
etched by the method described above, using
1% w/v KMn04 for lOmin. Comparison of the
structures were made by OM, AFM, and SAXS
[366].

4.5.4 Plasma and Ion Etching

Etching is commonly used today to thin, or ion
mill, metals and ceramics for TEM and to
produce SEM specimens. Barber [367] applied
ion bombardment to prepare thin foils of non
metals for TEM. The theory and practice of
sputtering metal specimens has been described
[368-374]. Artifact or cone formation has been
commonly observed in metals [370, 375] and a
roughening of the surface and the production of
conical protrusions has been observed [376,
377] as have "ripples" and dune structures [378,
379]. Barnet and Norr [380] used an oxidizing
plasma to etch embedded carbon fibers for SEM
by a method that has been applied to polymer
fibers. With polymers, artifacts may be formed,
and the factors affecting the etching process
must be understood before etching studies can
be successful. Of all the methods of specimen
preparation, etching is the most prone to such
artifacts and thus image interpretation is very
difficult. Etching preparations are useful for
comparison with structures formed during other
specimen preparation processes, especially
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FIGURE 4.24. Atomic force microscopy of a rapidly quenched spherulite of iPP formed on a hot stage,
quenched with KMn04 (A). Atomic force microscopy images of iPP show deflection image views observed
from the y axis (B) and the z axis (C) near the center of a hedrite crystallized at 140°C. (Figure 4.24A from
Vancso et al. [362], © (1993) Springer; used with permission. Figure 4.24B, C from Vancso et al. [363],
© (2000) Wiley-Interscience; used with permission.)

microtomy. Such complementary studies are
essential to the determination of the true
polymer structure.

4.5.4.1 Literature Review

Etching has been used to reveal structures in
polymer fibers [381, 382], polymer blends [383,

384], and in bulk polymers, such as PET [385]
and PE [386]. Periodic structures were seen to
develop on argon plasma etched, oriented
materials, such as nylon and PET, and fine scale
structures were observed for etched polyamide
[387], PET [27, 388], and aramid fibers [387],
which showed ripple structures transverse to
the fiber axis. Goodhew [389-392] discussed the
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formation of large scale structures (O.I-I,um)
perpendicular to the drawn fiber axis upon ion
etching carbon fibers; such structures were not
formed on glass fibers which were used as an
unoriented, amorphous control. Optimization
of the ion etching method was achieved [393]
by first acid etching the carbon fibers to remove
the surface striations. In general, authors using
controls and optimum conditions for both
plasma and ion etching are able to relate the
structures observed to the original crystalline
structure of the material.

Blakey and Alfy [394] used oxygen plasma
etching (5-30 min) to reveal the nature of delus
trant particles in polymer fibers. Friedrich et al.
[395] applied plasma etching to HDPE where
differential etching resulted from greater
etching of the amorphous regions compared
with the crystalline regions , and Friedrich et al.
[396] used oxygen plasma etching to reveal the
nature of polymers blended with glass fibers.
Poly(butylene terephthalate) and poly(vinyl
acetate) with glass fibers were ion etched (5 kV,
5-30min) [8] to degrade polymer blocks selec
tively after sectioning. Kojima and Satake [397]
ion etched PP, HDPE, and propylene-ethylene
block copolymers and revealed lateral struc
tures resulting from preferential etching of the
amorphous regions. Woods and Ward [398]
studied the oxygen gas plasma treatment of
high modulus PE fibers in order to determine
possible mechanisms that result in improve
ments in fiber-resin adhesion. The mechanisms
are surface oxidation, cross linking, and surface
etching that could be related to improvement
in interlaminar shear strength of the composites.
Scanning electron microscopy of the plasma
treated fibers showed the presence of micro
surface cracks after relatively short plasma
treatment times. A comparison of ion beam
and radiofrequency plasma etching for biologi
cal ultrastructure is quite useful [399]. Clearly,
artifacts may be formed during the etching
process , and such effects must be correctly
interpreted for the method to have any utility.
Mijovic and Koutsky [400] and Hemsley [401]
have reviewed polymer etching .

Mechanical strength of cold plasma treated
PET fibers were shown to degrade (SEM) after
cold plasma treatment [402]. Single fibers were
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treated with oxygen and a mixture of oxygen
and tetrafluoroethylene in a cold plasma reactor
for 30, 100, and 200s. The single fibers were
then tested in tensile mode and the mechanical
strength was analyzed by using the Weibull
distribution function. Plasma treatment of
fracture surfaces from particulate calcium car
bonate/polypropylene composites has been
shown to expose filler particles in the fracture
surface for easier SEM image interpretation
than for composites etched with permanganate
acid [403]. Fracture surfaces were prepared by
breaking test specimens in a Charpy impact
tester after cooling in dry ice and alcohol fol
lowed by treatment in cold oxygen plasma for
between 3 and 15min.

A low voltage, high resolution SEM was used
to examine the morphology of poly(styrene)
poly(butadiene) diblock copolymer films
exposed by using a nonselective fluorine based
reactive ion etching (RIE) technique [404]. By
controlling the depth of the RIE etch, surface
layers of poly(butadiene) were exposed to
assess the microstructures as a function of depth
with a 4 nm lateral resolution and a 10nm depth
resolution. Experiments suggest this method
could be used to supplement microtomy of
block copolymers on substrates. A series of PE
films [405]with different degrees of crystallinity
were treated with a radiofrequency tetratluoro
methane (CF4 ) gas plasma (48-49W, 0.06
0.07rnbar,and continuous vs. pulsed treatment).
The etching behavior and surface chemical and
structural changes of the PE films were studied
by weight measurements, x-ray photoelectron
spectroscopy (XPS), static and dynamic water
contact angle measurements, SEM, and AFM.
With increasing crystallinity (14% to 59%) of
PE, a significant and almost linear decrease of
the etching rate was found. Gas plasma etching
of poly(ethylene oxide)/poly(butylene tere
phthalate) (PEO/PBT) segmented block
copolymer films with a radiofrequency carbon
dioxide (C02) or with argon (Ar) plasma
showed preferential etching on surface struc
ture, topography, chemistry, and wettability, as
studied by SEM, AFM , and x-ray photoelec
tron spectroscopy [406]. The wettability
increased after plasma treatment inducing
enhanced cell adhesion and/or growth com-
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pared with untreated biomaterials, suggesting
that plasma treated PEO/PBT copolymers
have a high potential as scaffolds for bone
tissue regeneration. The ozone etching of a
poly(styrene)/poly(isoprene) (PS/PI) block
copolymer was studied by AFM as these mate
rials have potential for nanotechnology appli
cations [407]. Etching by ozone showed no
degradation of polymer at low doses, but
extended ozone treatment resulted in more
obvious but nonselective degradation.

The effect of plasma treatment on surface
characteristics of PET films was investigated
using helium and oxygenated-helium atmo
spheric plasmas [408]. Sample exposure to
plasma was conducted in a closed ventilation
test cell inside the main plasma chamber
with variable exposure times. The percent
weight loss of the samples showed an initial
increase followed by decrease with extended
exposure time, indicating a combined mecha
nism of etching and redeposition. AFM revealed
increased surface roughness, as well as evidence
of redeposition of etched volatiles. There are
industrial applications that require deposition
of thin metallic films to provide functional
properties to a polymer surface, such as wear
protection, electromagnetic shielding, and for
decorative purposes such as painting automo
biles. Kupfer and Wolf [409] applied plasma
and ion beam assisted metallization to a variety
of high temperature polymer materials to
control the adhesion of these coatings and
investigated the surface detail produced by
SEM and AFM. The plasma etch attacks the
polymers leaving behind mineral particles,
which provide mechanical adhesion sites for
the metal layers.

Buck and Fuhrmann [410] modified the spin
casting film procedure by dropping the solution
of a diblock copolymer onto an already rotating
substrate, precleaned with an air plasma at
100W for 1min. They used air plasma for selec
tive etching of the PMMA microphase in the
PS/PMMA film, at a power of 40W in steps of
5s, keeping the sample in vacuum for 15min
after each etch period. Blend morphology and
clay dispersion has been successfully studied by
AFM of samples polished and physically and
chemically etched, the latter by immersion in
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formic acid, for 2 h at room temperature, to
dissolve the nylon phase in nylon/polypropyl
ene/clay systems [411]. The polished surface
was physically etched by argon ion bombard
ment at 500eV [412].

4.5.4.2 General Method and Examples

There is no one general method that is appli
cable for either ion or plasma etching polymers.
Etch times are generally short, on the order of
5-30 min, as it is important not to leave a residue
on the sample surface. Rotation of the speci
men and the target and cooling of the ion guns
are factors that minimize potential artifact for
mation. In addition, the smoother the original
surface texture, the fewer artifacts are expected.
In our experience, plasma etching is much less
complicated and there is less chance of artifacts
than in ion etching.

Controlled etching experiments were de
signed, keeping in mind that etching could pro
vide some insights into polymer fine structure if
great care was taken. Etching, as conducted in a
low temperature radio frequency (RF) plasma
asher (LTA), is generally used to oxidize organic
matter and thus such devices provide a non
directional plasma that minimizes artifact for
mation. Oxygen and argon were used in these
experiments, at 162°C, from 5 to 30min. Tem
peratures below the crystalline melting tempera
ture should be used. Etching time is affected by
the surface area of the specimen. Ion etching was
conducted using the Ion Tech microsputter gun
(see Section 4.5.4) with two water cooled ion
guns, at 7kV, for 10-30 min. The guns are
directed at the region of interest as the speci
mens are rotated. A major benefit of the system
used was the diffusion pumped vacuum system
that permitted slow etching with a fast pump
rate. This results in reduced ash deposition and
limits the formation of coarse structures that
result from restructuring of the material.

The etching study was conducted to comple
ment ultrathin sectioning of high modulus ori
ented fibers [413]. Representative results of the
plasma etching experiment are shown in the
secondary electron images (SEI) (Fig. 4.25).
Glass fibers and amorphous polyester film were
used as controls. Oriented PET and aramid
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FIGURE 4.25. Secondary electron images show the result of plasma etching with argon: (A) a glass fiber
surface shows no ordered det ails; (B) amorphous PET film with particles but no orde r; (C) an oriented
crystalline PET fiber surface with lateral striations; and (D) an aramid surface also with lateral striations.
The effect of plasma etchin g with oxygen is shown for (E) a glass fiber surface, which reveals no detail , and
(F) an aramid fiber, which exhibits a lateral striated texture.
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fibers were etched for 15 min in argon in order
to evaluate the effect of the treatment on ori 
ented crystalline and liquid crysta lline materi
als, respectively. Glass fiber surfaces (Fig.
4.25A) show a very fine, disordered texture,
whereas amorphous PET shows that delustrant
part icles are present, but no det ailed surface
textures are revealed (Fig.4.25B). Poly(ethylene
terephthalate) fibers (Fig. 4.25C) show delus
trant part icles. and a striated texture is observed
norm al to the fiber axis as it is in the etched
aramid (Fig. 4.25D ) where a large part icle of
unkn own origin is see n. Oxygen etching is
shown for a glass fiber sur face (Fig. 4.25E) and
an aramid fiber (Fig. 4.25F) for comparison with
argon etching.The glass fiber surface is mottled,
but it has no structure, whereas the aramid fiber
has a striated texture normal to the fiber axis.
Th is striated texture, observed in semicrystal
line and liqu id crystalline materials [414], is
similar for both argon and oxyge n etching. An
aramid fiber etched with the Ion Tec h ion beam
microsputter gun is shown in a rep resentat ive
seco ndary electrons (SE) image in Fig. 4.26.
The structures observed are similar to those
formed by plasma etching but ther e is a ten
dency to some directionality in the structures
depending upon sample orie ntation with respect
to the ion guns.

FIGURE 4.26. Seco ndary elect ron imaging shows the
effect of argon ion etching on an aramid fiber sur face
where lateral stria tions are obse rved norm al to the
fiber axis.
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4.5.4.3 Summary

Factors known to limit artifacts in etched poly
mers are as follows: plasma etching appea rs less
directional than ion etching; argo n gene rally
results in cleaner surfaces than oxygen; slow
etching and fast pump rat es provide cleaner
surfaces; specimen rot ation and cool ing limit
heatin g effects; ion gun cooling and low curre nt
also limit heating effects; and low angle of inci
dence of two ion guns minimizes artifacts.

In most etched, oriented semicrystalline poly
mers. striated, or lateral, structures are obse rved
norm al to the draw direction. These structures,
term ed ripples, striations, or corrugations. appear
to fall into two size ranges: 5-20nm and lOOnm
or greater. The fine textures often correspond
with the SAXS fold period (the lamellar crystal
periodicity); these are most likely related to the
mate rial microstructure. The larger textures are
more likely to be artifacts of the method. Experi
ments have shown that the striations are observe d
in oriented, semicrystalline mater ials, strongly
suggesting that there is preferent ial etching of
the amorphous regions resulting in a texture
associated with the original microstructure of the
polymer. There is no consensus on interpreta tion
of the striations or just what these textures imply
regardin g liquid crystalline polymers. These
examples of the etching method were used spe
cifically because the textures are obvious and
have been observed in many laboratories: as yet,
there is a range of opinion regardin g their
interpretation .

Different specimen types yield a range of
results upon ion or plasma etching. Mult iphase
polymers generally etch differentially, enhanc
ing the cont rast. Melt crystallized polymers can
be etch ed to reveal the spherulites. Surface pro
tuber ances and particulate fillers can and do
form cones or ridges when etched. Oriented
semicrystalline polymers, on the other hand ,
appear to be the most controve rsial with respect
to the resulting surface textur es. Clearly, in
such cases the specimen should be prepared by
ot her methods for comparison , and contro l
experiments are essential. There are problems
in the industri al laboratory that can be solved,
in part. by microscopy of surfaces prep ared
by etching techn iques: however , these are far
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fewer than those addressed by other specimen
preparation methods.

4.5.5 Focused Ion Beam Etching

The past decade has seen the growing develop
ment of focused ion beams for the preparation
of semiconductor specimens for TEM evalua
tion; for example, as compiled by Anderson
and Walck [415], in an introductory book on
the techniques and practice by Giannuzzi and
Stevie [416], and in a paper describing the rela
tion between ion beams and material interac
tions and FIB specimen preparation [417]. Only
recently has the method been used in other
materials sciences, such as metallurgy, and very
little has been published on polymers. It is
worthwhile to explore work done in this excit
ing area, especially in conjunction with TEM,
AFM, and SEM imaging.

FIB is a physical process that permits prepa
ration of surfaces with a finely focused ion
beam (<lOnm probe size). The liquid-metal ion
source generally generates positive gallium ions
with a typical energy between 10 and 50keV.
The samples are coated with a conductive pro
tective metal layer prior to etching or milling to
dissipate the charge. In much the same way as
an electron beam scans a sample in the SEM,
the ion beam scans and gradually etches the
surfaces away. Control of the beam current and
energy, the scanning speed and time are used
to produce flat surfaces. Samples for FIB prep
aration for TEM are generally polished or sec
tioned to form a thin film less than 100J1m thick
and then FIB removes the remaining material,
leaving a thin film less than 100nm thick. Alter
natively, the FIB can mill two adjoining craters
into the surface of a monolithic specimen where
the wall between the craters can be thinned to
100nm. The thinned wall becomes a TEM foil
that can be cut out and removed using a lift-out
technique. In the case of AFM or SEM, only
one side of the specimen needs to be etched.
As with all specimen preparation methods,
there is the potential for artifacts to form, in
this case due to the high energy ion beam , espe
cially with polymer materials. Polymer changes
can include, but are not limited to, chain scis
sion and/or cross linking , chain shrinkage,

Specimen Preparation Methods

changes to the surface chemistry and crystallin
ity, among many others (see Chapter 3). It can
be confusing, but should be noted, that FIB is
used for both sample preparation and for
imaging, such as in an SEM; a dual-beam FIB
has electron and ion beam columns on one
instrument.

4.5.5.1 Literature Review and Examples

White et a!. [418] used focused ion beam/lift
out to prepare block copolymer films spin cast
on silicon substrates for TEM and AFM. This
is a particularly difficult cross section to prepare
as the silicon is hard and cannot be microtomed.
The samples were sputter coated with gold/pal
ladium to protect the surface from damage and
then cross sectioned in less than 1h to 20nm
thickness using a finely focused Ga-- ion beam
operating at 30kV. The thin transparent
samples were lifted out and placed on a carbon
coated copper mesh grid for TEM, as has been
described [415]. Although there was some
minor damage at the free surface, this method
was apparently an improvement over KOH
etching, which destroyed the interface. Loos et
al. [419] used FIB to prepare cross sections of
polymer solar cells deposited on glass, in about
3h, another specimen that cannot be prepared
by microtomy due to the soft nature of the
polymer and hard glass. Applying the lift-out
method, no pretreatment of the sample was
required; the electron transparent membrane
was removed from the bulk and analyzed by
TEM. The technique for preparation of wafer
cross sections and applications in electron beam
lithography of PMMA resists was also shown
by the FIB method for cross sectional SEM
[420]. Another complex composite specimen, a
nanowire polymer based nanocomposite for a
prototype thermoelectric device , was also pre
pared by FIB for SEM characterization of the
cross sections [421]. A FIB/SEM system was
also used for imaging polymer films by ion and
electron beams. This work involved imaging of
PET polymer films rather than specimen prepa
ration and thus uses much lower beam currents
with a claim of 5 to 7 nm resolution. Atomic
force microscopy has also been used to charac
terize materials with nanoscale filler particles
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prepared by FIB milling after mechanical pol
ishing [422].

Virgilio et al. [423] reviewed FIB preparation
of polymers for study by AFM and described a
method of preparation and compared ternary
blends by AFM and SEM. The method was
used to prepare and analyze model interphase
thicknesses in HDPE/PS/PMMA ternary
polymer blends as this blend exhibits a dis
persed phase composed of a well segregated
PMMA core and a PS shell. The samples were
cryomicrotomed at -160°C, and plasma coated
with gold/palladium under pulse for 20min (to
dissipate the heat). FIB preparation was con
ducted using a finely focused 30kV Ga+ ion
beam to remove a layer of the blend sample.
Specimens were fixed on a metallic support
using silver glue or graphite tape for AFM.
Samples for SEM were cryomicrotomed, the PS
was selectively dissolved with cyclohexane (at
room temperature for 1 day), and then plasma
coated. Intermittent contact mode AFM images
of the composite droplets were used to measure
their mean diameter and PS shell thickness.
The work showed that the three polymer com
ponents have different ion beam etching rates,
which results in topologic contrast between the
phases of the blends when viewed by ICAFM.
In this case, PMMA has the highest etching
rate, whereas PS has the lowest and HDPE is
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intermediate. This high level of contrast
between the phases allows for clear identifica
tion of the PS interphase. Comparison was
made with SEM measurements to check on the
dispersed phase size data. The benefit of FIB
preparation is to limit the artifacts of microt
omy, such as deformation of the polymers and
debonding at the interphase, and also to limit
the need for extraction with solvents and stain
ing to improve contrast for SEM or TEM.

As with any specimen preparation method,
care must be taken to use complementary prepa
ration methods and microscopy techniques as
high energy ion bombardment induces physical
and chemical modifications on polymers [423].
Other potential disadvantages include electro
static discharge, radiation damage, surface
ripples, and damage from heating effects [424],
but all methods of formation of thin films have
some associated artifacts. Some general artifacts
arising from FIB milling have been discussed for
metal matrix composites, some of which are rel
evant to polymers [425].

4.5.6 Summary

Table 4.6 includes functional groups and poly
mers and their respective etchants. Chemical
etching, such as with solvents and acids, and ion
and plasma etching are conducted in order to

TABLE 4.6. Etchants for polymers and multiphase polymers
(a) Polymers

Polymer

PE

PE,PP

Melt crystallized PE

PE, isotactic PP

PET

Nylon 6, or 6,6

Cellulose acetate

Polycarbonate

Polyoxymethylene

Etchant

Hot carbon tetrachloride, benzene, or toluene

Xylene or benzene

95% fuming nitric acid (80°C)

1% permanganate/in mixture of 10:4: 1 sulfuric acid, 85%
ortho-phosphoric acid, and water, for 15 min at 60°C or 1-2h at room
temperature

42% n-propylamine, 1 h, room temperature, or a-chlorophenol or
methylamine

Aromatic and chlorinated hydrocarbons

Acetone at -50°C, then cold ethanol

Triethylamine, chloroform vapor

Iodobenzene and HFIP
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TABLE 4.6. (Continued)

(b) Multiphase polymers

Polymer Etchant

Specimen Preparation Methods

Matrix in HIPS Cyclohexane in osmium tetroxide

HIPS 100ml sulfuric acid, 30m! phosphoric acid, 30ml water, 5g chromic
acid

ABS-rubber phase 10M chromic acid, 5min, 40°C

ABS-rubber phase slower on SAN matrix Sulfuric, chromic acids and water for 5min at 70°C

PU/ABS or PU/SAN (polyester based) 2% aqueous osmium tetroxide for 24h, liquid nitrogen fracture, then use
the following:

SAN Methyl ethyl ketone, 4 h

Polyurethane Tetrahydrofuran vapor, 1h or dimethylformamide

PMMA in SANI PMMA Chain scission in electron beam

Poly(vinyl methyl ether) Chain scission in electron beam

reveal selectively structures in polymers that
may not be observed directly. In all these
methods, interpretation of the structures formed
can be more difficult than specimen prepara
tion. Accordingly, the etching methods are best
used to complement other methods, such as
microtomy, fractography, and staining. Controls
and complementary microscopy are essential to
ensure that the experimentalist is not led astray
imaging artifacts, hills, and valleys, or missing
fine structure, lost in the wash baths or repre
cipitated using any etchants. Controls are essen
tial to any experiment of this type, but, with
care, the structures of semicrystalline polymers
and polymer blends may be observed.

4.6 REPLICATION

Replication is one of the oldest methods used for
the production of thin TEM specimens and it is
also used for specimen preparation for optical
microscopy and SEM. The procedure was first
introduced by Bradley [426,427], and it is well
documented in texts on specimen preparation
[428,429]. Replicas have the surface character
istics or topography of the original specimen
without the need to directly image beam sensi
tive materials. Reflected light microscopy of
polymer surfaces is often difficult because glare
from the surface limits visible detail, although

metal coatings reduce the glare. Replicas have
been used for SEM samples too large (e.g.,
orthopedic implants), too volatile (e.g., light oils
on sample surfaces), or beam sensitive materials.
High resolution secondary electron imaging and
FESEM, which has matched the resolution avail
able by TEM replication, and the increased use
of SPM techniques all have resulted in limiting
the need for replicas, especially in the industrial
research laboratory.

Replica methods most often used for TEM
imaging include single or direct replicas, double
or two stage replicas, and extraction replicas.
Direct replicas have the highest resolution but
are the most difficult to prepare. Double or two
stage replicas are easiest to prepare, but it is
quite time consuming. Extraction replicas
provide a thin layer of the specimen attached to
the replica, permitting analytical study. Appli
cation of conductive coatings and shadowing,
an integral aspect of the replication process, will
be described in the next section. Specimens for
replication are often pretreated in order to
reveal the internal or bulk structures by such
methods as etching with solvents, chemicals,
ions, or plasmas (see Section 4.5). The overrid
ing disadvantages of replication are that they
are time consuming to prepare, and the inter
pretation of the resulting images is difficult, at
best. Woodward and Zasadzinski [430] studied
the thermodynamic limitations on the resolu-



Replication

tion obtainable with metal replicas of Pt/Pd, Pt,
and Pd by scanning tunneling microscopy (STM)
showing the grain sizes and structure.

4.6.1 Simple Replicas

4.6.1.1 Replication for OM

Hemsley [401] described two methods for pre
paring replicas: application of a 5% PS solution
in benzene (or xylene) or a solution of gelatin
in water. These are dried, stripped from the
surface, and metal shadowed or coated to
enhance the detail. A silastic replica method is
used for replication of internal surfaces where
either surface topography or critical size mea
surements are required. Dow Corning Silastic,
such as RTV silicone rubber, with Silastic E
curing agent (Dow Corning, Midland, MI), can
be used as the replicating medium by dropping
or brushing it onto the specimen. If the part has
a fine opening, the part itself can be attached
to the stopper of a vacuum flask and a vacuum
applied while adding the Silastic mixture. The
replica is allowed to cure overnight and the
Silastic is carefully removed and metal coated
to enhance surface detail. Examination is gen
erally by reflected optical microscopy.

4.6.1.2 Replication for SEM

Several methods have been specifically devel
oped for the preparation of replicas for the SEM.
Peck [431] developed a method to determine the
nature and location of volatile and nonvolatile
smoke deposits on cigarette filters. Eastman 910
adhesive, methyl-2-cyanoacrylate monomer
liquid, was heated and vaporized adjacent to the
specimen as the in situ replicating materia~.

Eastman 910 apparently works well because It
polymerizes rapidly in a water environment.
However, as a result of the reaction in water,
best results are obtained when producing the
replica in a dry nitrogen atmosphere.

Oliver and Mason [432] used replica methods
to assess the effect of surface roughness on the
spreading of liquids and to measure contact
angles. For stationary studies, small beads of
PMMA were melted and the molten droplets
spread and solidified on the surfaces. Dynamic
studies involved polymer melts mounted on a
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remotely controlled hot stage stub in the SEM
and the experiments were video recorded.
Plastic and silicone replicas for the SEM were
compared in a study of large specimens (ortho
pedic implants made of HDPE) which could not
be destroyed [433].Negative replicas were made
using collodion (2% to 4%), in amyl acetate or
a silicone replication medium, Xantopren Blue
(a silicone substance manufactured by Unitek
for dental impressions, Monrovia CA).

4.6.1.3 Methods and Examples

The replication methods described have a basic
limitation in that they are all negative impres
sions of the specimen, which is a major factor in
image interpretation. Wood [434] developed a
method to provide positive replicas of polymer
fiber surfaces. Polymer fibers often have surface
coatings, such as finishes in textile fibers, that aid
handling but may be volatile in the SEM.
However, reflected light microscopy, at high
magnifications, reveals only a portion of the
curved surface at anyone level of focus. There
fore, the depth of focus of the SEM is required.

The general replica method for SEM of fibers
or other polymers is as follows:

1. Place the specimen onto and into thick tape
to permit removal after replication.

2. Pour a mixture of a silicone and a cure agent
over the fibers, permit it to cure, and peel it
off. The replicating mixture can be Dow
Corning RTV 3112 Encapsulant and Cata
lyst F (fast cure) [434], or Dow Corning
RTV silicone rubber with Silastic curing
agent, or Xantopren (Unitek) [433].

3. Clean the specimen in an ultrasonic bath.
4. Drop a low viscosity embedding resin, such

as Epotek 301 (Epoxy Technology Inc.,
Billerica, MA) into the molded silicone
(negative) replica. Turn the mold over onto
an SEM stub and allow to cure overnight.

5. Remove the silicone from the resin replica,
and metal coat the positive replica for the
SEM.

An SEM image of such a fiber replica is
shown in Fig. 4.27. The rough fiber surface
texture is associated with the finish. Gordon
[435] reviewed the artifacts associated with
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FIGURE 4.27. Scanning electron microscopy of a fiber
surface replica shows details of the surface finish,
which is not possible in cases where the finish vapor
izes in the vacuum of the SEM . (From Wood [434];
unpublished.)

silicone elastomer surface replicas , especially
bubbling, and suggests that these methods must
be used with great care.

4.6.2 Replication for TEM

4.6.2.1 Direct Replicas

Direct or single stage replicas have the best
possible resolution, are the fastest, but, unfor
tunately, are the most difficult to prepare. The
method involves the deposition of the replicat
ing media and its removal or dissolution of the
polymer. Materials used for direct replication
include polymers, evaporated carbon films, or
metal oxides. Carbon is widely used for replica
tion, especially if the polymer specimen to be
replicated can be readily removed or
dissolved.

Carbon replicas [427] are formed by the
evaporation of a thin layer of carbon in a
vacuum evaporator. Metal shadowing, at an
angle of 20° to 45° to the specimen surface is
performed while the specimen is in the evapo
rator. The highest resolution direct replica
material is carbon/platinum (ClPt) . After evap-
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oration, the thin replica is stripped from the
substrate by etching, dissolving, or some other
method. In some cases, the carbon replica film
can be scored and floated off onto a water
surface and then picked up onto TEM grids.
Carbon replicas do not usually just simply float
off the substrate, and treatment is required for
their removal. Evaporation of a wetting release
agent , such as Victawet, prior to carbon evapo
ration aids replica stripping although it can
affect resolution.

The removal of direct carbon replicas is
dependent upon the polymer. Boiling xylene
vapor was used to remove drawn PE from rep
licas [436] in work on drawn polymer morphol
ogy. A direct carbon replica method for a PBT
impact fracture surface was described by evap
oration of platinum at 20° and PBT removal in
hexafluoroisopropanol (HFIP) [437]. Latex
film coalescence in poly(vinyl acrylate) homo
polymer and vinyl acrylic copolymer latexes
was studied using direct replicas [438]. As the
latex films have a low glass transition tempera
ture, they were cooled by liquid nitrogen to
about -150°C in the vacuum evaporator and
shadowed with Pt/Pd at 45° followed by depo
sition of a carbon support film at 90° to the
specimen surface. The latex films were dis
solved in methyl acetate/methanol. Transmis
sion electron microscopy micrographs of the
latex films show the difference between films
aged for various times (see Section 5.5.2).

Polymers are used to aid removal of thin
replicas when the specimen cannot be dis
solved. Polymers that are used include
poly(acrylic acid) (PAA) [439, 440], gelatin,
formvar, and collodion. In the former work,
ClPt replicas of drawn PE were backed by a
5% aqueous solution of PAA dried and
stripped off the specimen and the PAA was
dissolved in water. The advantage of using
PAA or gelatin is that the replicas are left
floating on the water surface and they can be
readily picked up on a TEM grid. A variety
of methods [441] are used to wash away the
backing plastic . Carbon replicas, with the
plastic film, are placed on the TEM grid, on
filter paper in a dish, and a volatile solvent is
introduced onto the paper. The addition of
solvent into the covered dish is often successful
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in dissolving the plastic while the carbon replica
se tt les onto the grid. Alternati vely, the so lvent
can be allowe d to dri p ove r the grid on a mesh
screen, or a sophisticated extractio n appa ra tus
can be used to permit the so lvent vapo r to
ex tract the plastic mat eri al.

Hosier and Bassett [355] used a permanga 
nate etc h for monodisperse n-alkanes , using
methanol to remove the etchan t before replicas
of tungsten/tant alum metal were eva pora ted at
35° to the horizontal , followed by ver tical carbo n
coa ting, directly on the etched grids. Shahin and
O lley [313] studied poly-3-hydroxy butyrate
(PHB), which forms large banded spheru lites,
by SEM and TEM using etching methods , fol
lowed by replication. Direct replicas were made
for TEM using tantalum/tun gsten alloy at an
angle of 30° for PHB [313] and at an angle of
35° for PE [442].

An exa mple of direct , or single stage, carbon
replicas is show n in Fig. 4.28 of a grooved poly
carbona te disk [443]. Th e po lycarbona te disk
was shadowed with Au/Pd at a sha llow angle
(ca. 30°) and then a th in carbon layer was
deposited in a vacuum eva po ra tor. The disk
was dissolved using methylene chloride and the
repl icas were placed on copper grids for TEM
eva lua tio n. In this particular case, the rep licas
were made by shadow ing fro m opposite direc
tions, normal to the grooves to illustrate the
asymme try of the groove structure (Fig. 4.28),
as one side has a stee per slope tha n the other.
Th e TEM study was comp lementary (see
Sectio n 5.3.2) to other studies of thin sectioned
substra tes, cut perpendicular to the gro oves,
viewed in TEM. Scanning electro n microscopy
of an ion beam sputtering (mS) coated (see
Sect ion 4.7.3) disk show ed det ails, and these
were compared with FESEM images of
uncoated disks.

4.6.2.2 Two Stage Replicas

Two stage . or double, repl icas provide positive
impressions of the speci me n sur face, although
they require mor e time to prepare. The steps
involved in forma tion of a two stage replica are
as follows: form the re plica; strip the replica
fro m the specime n; shadow cas t with met al in
a vacuum eva po ra to r; carbon coa t in a vacuum
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land groove la nd, , ,

FIGURE 4.28. Transmission electron microscopy
micrographs of replicas from a polycarbonate disk.
made by shadowing from opposite directions normal
to the grooves to illustrate the asymmetry of the
grooves. In the top photo, the shadowing direction is
radially inward, whereas for the bottom photo the
shadowing direction is radially outward [443]. The
inner edge (arrowhead in top photo) was found to
have a much steeper slope than the outer edge
(arrowhead in bottom photo). (From Baro et al.
[443]; used with permission.)

evaporator; place the replica on grids and dis
solve or extract the plastic .

Repl icating films or solutions may be used to
form a first stage replica. Th e repli ca is stripped
from the specimen, using tweezers or double
sided sticky tape. Breathing on the replica is
another method to get it to release, gene ra lly
followe d by floating it off onto a wate r surface.
In some cases , a seco nd thick laye r of the same
plastic is applied in order to provide a backing.
U nfo rtuna te ly, the th icker films aid stripping at
the expense of longer drying times . Exampl es
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of replicating plastics (along with their
solvents) are cellulose acetate (acetone), gelatin
(water or dilute sodium hydroxide), acrylic
resin (acetone) and poly(vinyl alcohol) (water).
Solutions of 2% formvar in chloroform or
dioxane and 1% to 4% collodion in amyl acetate
are appropriate for rough surfaces where tapes
and films are not easily removed. Washing and
extractions are similar to those described above
for one stage replicas. A major problem can be
the incomplete dissolution of the plastic replica,
which interferes with TEM imaging.

Replicas of fibers and yarns are difficult to
strip off due to their size and shape. Fibers can
be prepared for replication by semiembedding
them first in a resin or gelatin [444-446]. The
fibers are replicated with metal and carbon and
then stripped. Scott [98] used the peelback
method to prepare fibers for internal or bulk
study by coating the peeled fibers with 10nm of
chromium at a 30° angle to the specimen. Fibers
were placed, chromium side down, onto a 3%
solution of PAA in water and allowed to dry
before removing the fiber and leaving the replica
on the PAA. The replica was coated with PS in
CC~, the PAA removed with water and the
styrene with CC~.

A commonly employed method for the prep
aration of positive, two stage replicas, uses
PAA as the first stage replica:

1. Place the fiber or film on a slide and shadow
with a metal (such as chromium) at 30° to
the specimen.

2. Place 2-3 drops of 3% PAA in water on the
shadowed specimen and allow to dry over
night, or place the specimen onto a drop of
the PAA [447].

3. Peel the PAAICr replica from the specimen
and turn the PAA side down on the glass for
carbon evaporation onto the Cr.

4. Float the replica onto distilled water for 4
6h to dissolve the PAA and then pick up on
TEM grids.

In the modified method [447], the specimen is
peeled away leaving the Cr face up on the PAA
ready for carbon evaporation. After carbon
coating, the entire slide is placed in water to sur
round the PAA, leaving the Cr/C replica to float.
Hudson and Lovinger [342] used a concentrated

Specimen Preparation Methods

aqueous solution of PAA, cast on the polymer,
dried, detached, shadowed with Pt, and coated
with carbon. Olley et al. [448] made an impres
sion of etched PE fibers in softened cellulose
acetate, shadowed with tantalum/tungsten, fol
lowed by deposition of carbon and extraction of
the replica. Figure 4.29 is a TEM micrograph of
a replicated experimental, stretched polypropyl
ene film made by this method with chromium as
the shadowing metal [332, 333]. The replica
shows the elliptically shaped pores formed by
stretching the PP. Unstretched lamellae are seen
in rows between the rows of pores. The replica
method is very time consuming as the drying and
dissolution of the PAA extend the preparation
over several days.

Polyethylene samples, crystallized from the
melt both by quenching and by isothermal
crystallization, have been prepared by several
specimen preparation methods for TEM,
including permanganic etching followed by
replication [345]. Replicas were made by
mounting the samples, etched side up on a
microscope slide, lightly shadowing with Pt/Pd
at about 40°, and then coating with carbon at
normal incidence using carbon rope for evapo
ration. A modification of the method listed

FIGURE 4.29. Transmission electron microscopy
micrograph of a two stage replica made of the surface
of an experimental stretched polypropylene film.
The replica was shadowed with chromium at an
angle of 30°. Slit-like voids are seen that are formed
in rows or channels separated by oriented fibrils.
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above was used, by placing drops of PAA on
the etched surface, drying in a desiccator for
2-3 days, and then floating off the PAA coated
replica onto water, and picking up the replicas
on TEM grids. Etched surfaces of binary
polymer blends have been used directly for
AFM and for TEM by preparation of two stage
Pt/C replicas [348]. Standard two stage shad
owed carbon replicas are often still used for
TEM after etching preparation, using cellulose
acetate moistened with acetone [347,350,360]
or PVA [350], or with Pt/Pd, carbon, or the
standard PAA method [349,351].

In summary, there are many plastic materials
available to prepare two stage replicas, although
these methods are quite time consuming. The
plastics that dry in less than 30min (e.g., formvar
and collodion) are the most useful as many rep
licas may be made of the surfaces under study.
Although the PAA method is the most com
monly used, it has the decided disadvantage of
taking more than 24h to dry and taking addi
tional hours to dissolve after replication. Thick
replicating tapes also take longer and do not
reproduce topography as accurately as thinner
tapes. If the rapid methods cannot be used, plan
on a week long effort and use PAA.

4.6.2.3 Extraction Replicas

Extraction or detachment replicas provide a
replica of the surface along with some thin frag
ments of the actual specimen. The advantage is
that the surface topography is recorded and
analytical experiments, such as electron diffrac
tion, may also be conducted. The method is
complementary to microtomy or ultrasonica
tion. Methods for such replication are similar
to those described above for single and double
stage replicas. The samples are either small,
such as powders or crystals, or they are pre
treated to encourage fibrillation or splitting.
Much work on single crystals has been con
ducted by this method where the in situ repli
cas, the crystals themselves, are present in the
final preparation. Similar methods can be used
for bulk crystallized polyethylene.

Bassett and Keller [449] studied the in situ
shape of PE crystals by extraction replication.
A PE solution was evaporated directly onto
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viscous poly(vinyl alcohol) (PVOH) in water,
and the PVOH was allowed to dry. The crys
tals were shadowed and carbon coated, the
PVOH was dissolved, and the crystals were
picked up on carbon coated support grids.
Solution grown PE single crystals on Mylar
were elongated and replicated for TEM [32,
33] and the crystals examined directly. The
crystals were removed by being stripped with
PAA, metal shadowed, backed with carbon,
and the PAA dissolved. Petermann and Gleiter
[450] deformed carbon coated grids by 5% in
a miniature tensile device, forming cracks
about 1-5.um wide, prior to the evaporation of
a xylene suspension of PE crystals onto the
grids. The samples were stretched a second
time to deform the areas where the original
cracks were formed so that the fibrils extend
ing across the broken carbon film could be
imaged.

Structural studies were conducted on PE and
PTFE fibrils extracted by coating with c/Pt and
stripping with a backing layer. In this case [439,
440], the backing layer was 5% PAA in water.
After dissolution of the PAA, fibrils were left
for TEM observation. Thin shreds or layers of
rubber were torn off blends of natural rubber,
polyisoprene, SBR, and neoprene using gelatin
for the extraction replica [451].

Martin and Thomas [34] reviewed work on
HREM of polymers and described a range of
sample preparation methods to provide thin
sections, including detachment replication. For
fibers, the method takes advantage of their rel
atively weak lateral bonding. Fibers are embed
ded into a collodion substrate and the bulk of
material removed leaving thin fragments that
are suspended on a holey carbon grid by dis
solving away the collodion with amyl acetate.

4.7 CONDUCTIVE COATINGS

Polymers are typically nonconducting speci
mens that collect rather than dissipate the elec
trons from the electron beam resulting in a
range of spurious image details referred to as
charging effects. Such samples are generally
metal coated to provide an electrically conduc
tive layer, to suppress surface charges, to
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minimize radiation damage, to reduce the
effects of heating, and to increase electron
emission. Carbon coating is used for certain
TEM preparations to support the sample and is
also used to coat samples for microanalysis.
Microscopy techniques used for nonconductive
polymers without a conductive coating include
LVSEM (generally with a FEG) or variable
pressure SEM, the latter at some loss of resolu
tion. Charging effects and other artifacts will be
discussed in some detail as they affect image
interpretation.

4.7.1 Coating Devices

There are a range of devices available for the
deposition of conductive coatings. The device
commonly in use for preparation of TEM repli
cas and carbon support films (ca. 1-50nm thick)
is the vacuum evaporator. A range of sputter
coaters are used for coating SEM specimens, to
provide a conductive layer about 1-10nm thick,
which emits secondary electrons producing
SEM images. The range of evaporative and
sputter coating methods will be reviewed here;
more detail is found elsewhere [452].

4.7.1.1 Vacuum Evaporators

Vacuum evaporators have been in use for
several decades for the thermal evaporation of
materials, such as metals, onto a specimen to
provide a conductive layer and dissipate charge
during electron microscopy. Typically, a 12 inch
diameter bell jar is fitted onto a vacuum system
that includes a rotary pump and diffusion pump.
Electrodes are fitted onto the baseplate of the
evaporator and connected to a transformer.
These electrodes are used for attachment of the
metals and the carbon rods for evaporation.
High melting metals, such as tungsten, tanta
lum, and iridium, must be heated in a refractory
crucible, whereas the lower melting noble
metals may be placed in such a container or
draped over a refractory wire. Thin films are
formed by direct line of sight from the metal to
the specimen, and there is a high potential for
heating effects that must be managed with
apertures and/or cold stages. An important
accessory is a liquid nitrogen trap, which is
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fitted above the diffusion pump, and a filter on
the rotary pump, to trap oil vapors and keep
the vacuum clean, which is essential for clean
carbon coating. Good practice also dictates
cleaning the boats and wires to remove hydro
carbon contamination prior to evaporation.

The time needed for vacuum evaporation
depends upon the state and speed of the vacuum
system, but the actual coating time is usually
about 2min after 30min pumping to obtain an
appropriate vacuum. Preparation of metal wires
for evaporation is straightforward. The length
of the wire, its thickness, and the distance to
the specimen determine the coating thickness.
Metal wires are typically wrapped around a V
shaped filament of tungsten wire attached to
the electrodes in the vacuum chamber and
evaporated from the heated tungsten filament.
The filaments can be purchased or bent manu
ally from tungsten wire. Specimen rotation
devices and shutters are available that limit
specimen heating. Potential disadvantages of
evaporative coatings include nonuniformity,
heat damage to the specimen, oil contamina
tion, and a grain size resolvable by modern
instruments.

4.7.1.2 Sputter Coaters

In sputter coating [452], the metal (gold/palla
dium or platinum) on a target is dislodged by
inert ions and directed onto the specimen. In
simple units, the small chamber is evacuated
with a rotary vacuum pump, the system is
flushed several times with pure argon, and the
argon flow is controlled during the sputter
coating as argon ions bombard the metal target
and the metal is deposited on the specimen.
Diode systems have generally been replaced by
triode systems, as the sample is the anode in the
diode systems, which causes deleterious sample
heating. A major problem with sputter coaters
is heating of the specimen. Robards et al. [453]
sputtered gold onto frozen specimens using a
permanent magnet to confine the plasma and,
thus, limited heating effects.

4.7.1.3 High Resolution Coating Devices

There are a variety of other coating methods,
including electron beam (E beam), plasma
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magnetron coating, and Penning sputtering and
saddle field ion beam sputtering. The methods
use more expensive equipment and require
more time and effort than the techniques
described, but they result in finer grained coat
ings that are needed for high resolution SE
imaging and for TEM. Ion beam sputtering will
be described, as an example of these systems,
in the section on coatings for SEM.

4.7.2 Coatings for TEM

Replication is a preparation using conductive
coatings for TEM. Carbon is used as a support
in two stage replicas, or as a direct replica, but
it does not impart any electron contrast. The
specimen is generally metal shadowed at an
oblique angle, in order to highlight the surface
topography, enhancing the electron contrast,
followed by evaporation of a carbon support
film. Carbon support films are used in place of
plastic supports for high resolution imaging.
Polymer sections often require a light (1-5nm)
carbon coating in order to limit charging and
protect the specimen from heat and beam insta
bilities. This coating helps the situation,
although beam damage and radiation damage
still occur.

4.7.2.1 Carbon Coatings

Carbon films are used as specimen supports for
replicas and as coatings for ultrathin sections.
Carbon evaporation is difficult to perform as
high current is needed, and the carbon rod
often moves or breaks. Carbon rods are pre
pared by sharpening one end to a short cylinder
about 4 mm long. The other rod is flattened at
an oblique angle and the rods are set so that the
cylinder faces the specimen while making
contact with the flat rod; such rods are available
from many suppliers. One method of carbon
coating [454] is rapid application of current. In
our experience, best results are obtained by
applying the current smoothly, in about 20-30s,
trying not to shock the rods into losing contact.
A shutter is used between the specimen and the
carbon rods to limit heat exposure.

Carbon support films are evaporated directly
onto freshly cleaved mica, NaCl, plastic coated
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grids, or plastic coatings on glass slides. There
is difficulty in stripping the carbon film from the
support. With mica and NaCl, the films are
floated off onto water and picked up on TEM
grids. The carbon is left on plastic support films
unless very high resolution is required. Carbon
films about 1-3 nm thick enhance beam stability
of ultrathin sections, whereas about 1O-20nm
may be required for replicas. A drop of diffu
sion pump oil is placed on a glass slide on top
of a piece of white filter paper to aid thickness
determination. The color of the carbon film can
be used to judge the thickness; a shiny light gray
color indicates the coating is too thick. Quartz
crystal monitors are available for film thickness
measurements.

4.7.2.2 Shadowing

Shadowing [429] is used to enhance specimen
contrast by increasing the electron scattering.
Replicas are metal shadowed prior to carbon
coating, in order to accentuate surface topogra
phy by the application of a heavy metal in front
of raised areas while no metal is deposited on
the other side. Shadowing at known angles,
generally 20° to 45°, is useful for the measure
ment of particle heights. Fine detail is accentu
ated by smaller shadowing angles and larger
angles are used for larger structures. Metals
generally used for shadowing include Au/Pd
(60/40), Pt/Pd (80/20), gold, tungsten oxide,
chromium, platinum, c/Pt, or platinum/iridium/
carbon. Gold is very popular but it has larger
grain sizes, whereas platinum is the most diffi
cult metal to evaporate but provides the finest
grained shadow. Chromium is quite coarse and
useful for very low magnification studies. Alu
minum readily oxidizes but is used for optical
microscopy.

4.7.3 Coatings for SEM and STM

Scanning electron microscope and STM samples
are generally coated to provide an electrically
conductive layer, to suppress surface charges,
to minimize radiation damage, and to increase
electron emission. The coating is intended to be
a thin, continuous in situ replica of the speci
men surface. The thickness and texture of the
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coating must be minimized for smaller textures
and higher resolution. Thickness can be judged
in the same way as noted above for carbon - a
drop of diffusion pump oil is placed on a glass
slide on top of a piece of white filter paper to
aid thickness determination. Gold or Au/Pd
coatings should be pale in color; shiny coatings
are much too thick. Coating techniques for
SEM have been reviewed [452] although it
must be noted that very low voltage SEM and
variable pressure microscopes do not require
conductive coatings.

4.7.3.1 Sputter or Evaporative Coating

There are several types of coating devices to
choose from for the preparation of specimens
for SEM, including sputter coaters and vacuum
evaporators, described above. Sputter coaters
have some definite advantages: short prepara
tion time (5-10min), multiple specimens, and
uniform coatings on rough textured specimens.
Special stages fitted onto the baseplate of an
evaporator provide for sample rotation for
thorough coating. Overall, finer grained and
thinner conductive films are obtained with the
vacuum evaporator, but it is not recommended
for heat sensitive or rough textured specimens.
When magnifications under 5,000x are required,
the sputter coater is the preparation method of
choice. As the texture of the specimen decreases
in size and the required resolution increases,
there are definite differences observed in the
method of application of conductive coatings,
metal type, and thickness.

There are no resolvable variations among
different metal coatings sputtered to thick
nesses of 20nm or more when examined in
microscopes that only resolve 10-15 nm.
However, this is certainly not the case in the
FESEM where resolutions can be less than
4nm. The nature of the metal target is impor
tant as the various metals result in variations
in fine structure. Thick gold coatings tend to be
granular, cracked, and nonuniform and they
may be resolved in the SEM, whereas Au/Pd
and platinum are less likely to be resolved.
Braten [455] showed that diode sputtered gold
gave a granular and cracked appearance to the
surface and recommended vacuum evapora-
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tion of Au/Pd. For highest resolution dedicated
SEM imaging, a thickness of <5nm of sput
tered platinum is recommended [456--459].

A study of various coating devices was con
ducted several years ago to identify the best
conductive coating for high resolution SEI
taken using a TEM (with a scanning attach
ment) with a resolution of 3nm [458]. The
results of that study were then applied to
FESEM imaging with potentially similar reso
lution. A stretched polypropylene membrane
was used in this study as there are fine and
coarse textures and the film is extremely beam
and heat sensitive. Coatings were made of
similar thickness «5nm) and metal (Au/Pd) in
a range of devices. SE images taken in a late
1970s vintage dedicated SEM show that diode
sputtering results in a cracked metal surface
(Fig. 4.30A), whereas ion beam sputtering
results in no cracking (Fig. 4.30B). SE images
taken in an analytical electron microscope
(AEM) show that evaporative metal coatings
result in a granular texture (Fig. 4.30C) com
pared with an ion beam sputtered sample
(Fig.4.30D).

A mid-1980s dedicated SEM, with 4nm reso
lution, was found to resolve even thin platinum
sputter coatings that had not been resolved
earlier. Contrary to earlier assumptions, these
coatings were even resolved at low magnifica
tions (5,000x). What is implied by the statement
that coatings are "resolved" is simply that a
granular texture not associated with the speci
men is observed. This texture is an artifact if it
is misinterpreted as being related to the speci
men. Figure 4.31 is a high resolution SE image
of an ion beam sputtered membrane where the
fine texture is resolved.

4.7.3.2 Ion Beam Sputter Coating

The saddle field ion gun was first used for tra
ditional ion thinning of materials, such as metals
[460]. The ion beam sputtering (mS) method
uses a fine, collimated, and water cooled ion
source that sputters metal from a target onto
the specimen surface. Argon is directed into the
ion gun, and the specimen is neither heated nor
bombarded by the plasma as is generally the
case in ordinary sputter coating. The device is
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FI GURE 4.30. Micrographs of a commercial stretched polypropylene membrane (Celgard 2400) prepared for
microscopy by different metal coating devices are shown by SEI in a dedicated SEM (A, B) and in an AEM
(C, D) : (A) Au/Pd sputter coa ting, (B) ion beam sputtered with Au (same magnification as in [A]),
(C) Au/Pd evaporation and (D) ion beam sputtering with Au (same magnification as [C]).

used on a vacuum station with a diffusion pump
and a liquid nitrogen trap to limit contamina
tion , and pure argon gas is used to backfill the
chamber. The best approach to a clean vacuum
is use of a turbomolecular pump on both the
coating device and the SEM . The geometry is
such that the ion source impin ges on the rotat
ing target at an angle of about 35° to 45°. The
specime n is placed at a 90° angle to the target.
out of range of the ion source (Fig. 4.32). In a
more complete description of this technique

[461], the metal grain sizes were shown to be
<1nm by TEM cross sections.

Clay and Peace [462] compared evaporative,
sputte ring, and ion beam sputter coatings and
showed that IBS produces a fine grained, uniform
film of gold. Similar results can be expected for
coatings prepared by Penning sputtering [452,
463] or by electro n beam coating [464]. Unfortu
nately, these devices have some drawbacks that
limit their use. Specimens generally must be
fairly flat for coating. In addition, the app aratus
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FIGURE 4.32. The geometry in the ion beam sputter
ing unit is shown. Two water-cooled ion guns form
a cone of ions/atoms of argon that is focused on the
metal target. The sputtered metal is then focused
onto the rotating specimen.

Fine beam

sten, or chromium, preferably <1nm thick [452]
and <4nm of gold/palladium or platinum for
routine SEM. In summary, compromises must
be made in the choice of conductive coating
methods, depending on resolution. Issues to
consider are capital cost, coating deposition
time, ease of use, and the resolution required
for observation.

4.7.3.3 Coatings for X-ray Microanalysis

Chemical imaging and x-ray microanalysis
modes in the SEM require that samples be con
ductive, and yet the information of interest
cannot be masked by a heavy metal coating nor
should it contribute to the x-ray spectrum.
Polymer specimens are particularly difficult to
analyze using energy dispersive spectrometers
(EDS) or wavelength dispersive spectrometers
(WDS) for the same reasons they are difficult
to image in the SEM. The issue is that at the
beam energies used in the SEM, it is possible to
break, rearrange, or disrupt the chemical bonds,
with resulting mass loss, and differential mass
loss of some elements, making microanalysis
difficult or impossible. A simple assessment of
the x-ray count rate as a function of time will
reveal the change of the chemistry and should
be done prior to any judgment being made as to

FIGURE 4.31. Field emission SEM image of Celgard
2500 taken at 5 kV with ca. 3 nm Pt coated by ion
beam sputtering.

is more expensive and the coating times are
longer than by any of the other systems. Magne
tron sputtering [465] has also been used to
produce fine grain metal coatings with 1-2nm of
Pt deposited on a cold substrate, but it has been
found to have aggregated metal particles [452].
Organic specimens have also been treated with
osmium vaporto preventcharging [452],although
one attempt at such coating on a PP membrane
resulted in a very poor nonuniform coating.
Porous polyetherimide (PEl) membranes were
examined by FESEM with no coating, and
coating using magnetron sputtering, ion beam,
and Penning sputter coating and compared with
electron beam evaporation [466]. Polyetherim
ide is a very stable membrane and was shown in
this study to be free of artifacts when prepared by
use of a neutral particle source rather than one
using charged particles. This study is an excellent
example of the need for careful sample prepara
tion by complementary methods.

Several factors were found important to the
production of high resolution coatings with ion
beam sputtering, including: slow deposition
rate, clean environment, and the fact that the
specimen is not exposed to high energy elec
trons [452, 458, 464]. Overall, the system pro
vides thinner films with smaller grain sizes [467,
468]compared with most othercoating methods.
Ion beam sputtering with high purity argon gas
is the coating method of choice for highest reso
lution with targets of platinum, tantalum, tung-
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the composition of the specimen; methods have
been developed for such analyses [469]. Carbon
coatings are applied to such specimens in order
to dissipate the charge, although carbon does
not provide much electron emission, and often
metal coatings must be applied for imaging.
Carbon coatings are also used to provide a con
tinuous coating prior to metal coating. Produc
tion of carbon coatings has been described
above (see Section 4.7.2.1).

4.7.4 Artifacts

It isappropriate to discuss the potential "imaging
effects," or artifacts, in specimen preparation.
For this discussion, the term artifacts will be
reserved for those textures that are an effect of
the preparation method and are incorrectly
attributed to the specimen. The polymer micros
copist has to deal with such preparation effects
daily and, thus, should be fully aware of both
the causes and the appearance of the resulting
structures. How can the microscopist know
when the structures observed are an adverse
preparation effect or a real structure of the
material? Experience is the best teacher, but
there are some effects of metal coating, charg
ing, and beam damage that are generally known
to result in artifacts with polymer materials.
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4.7.4.1 Charging

Polymers are generally insulators, and poor
conductive coatings will cause a charge buildup
in the specimen. Charging is a reversible process
associated with a high negative charge on the
specimen that can cause bright spots in the
image. Other effects, such as the specimen
moving in the beam, image shift, poor signal
output, and "snowy" images are all due to
charging. Charging may be decreased by carbon
coating prior to metal coating, thicker metal
coatings, better contact between the specimen
holder and the specimen, and lower accelerat
ing voltage SEM operation. The top of the
specimen surface may be connected to the
specimen stub by silver paint or a carbon paste
in the case of x-ray specimens. Typical charg
ing effects are shown in the micrographs in
Fig. 4.33.

Charging continues to cause image effects
even with the use of field emission electron
guns and low voltages. As the specimen dis
charges, there is unstable imaging. At high
beam energies, 20keV for example, the total
electron yield is less than 1. The specimen emits
fewer electrons than it receives and charges
negatively. At lower beam energies, the inci
dent electrons do not penetrate so far into the
specimen. Electrons, particularly low energy

FIGURE 4.33. Scanning electron microscopy micrographs show a few of the spurious imaging effects that
result from specimen charging. The bandingshownin (A) and what appears as movement of the specimens
are also due to charge buildup. The edges of the fiber are bright due to a bright edge effect (B).
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TABLE 4.7. Measured values of £2 for a range of
polymers

secondary electrons, can escape the specimen
more easily and the electron yield increases. An
area that has charged negatively has a lower
effective incident beam energy, a higher elec
tron yield, and thus appears bright. At some
low incident energy E2, the total electron yield
becomes unity and there is a dynamic charge
balance. If the beam voltage is reduced to give
an incident energy of E2, an uncoated noncon
ducting polymer sample may, in principle, be
imaged with no charging effects (see Section
3.2.2.2).

Joy [470-472] has provided careful experi
mental studies on the effect of imaging at low
voltages in the SEM and the control of charging
relating to many materials, including polymers.
Calculated and measured values of E2 for a
range of polymers are in the range 0.9-1.6keV
[472, 473] (see Table 4.7) and for polymers the
E2 energy is dependent on their chemistry. The
sample can be tilted to increase E2 to a higher
voltage. He also developed a simple test for
determining E2 for a specimen during viewing.
When viewing the specimen at some energy E
> E2, the charge of the specimen will be nega
tive as more electrons are received by the speci
men than it emits. When viewing at E < E2,
there will be a positive charge. The SEM should
be set at the lowest usable operating voltage and
the following test should be done to determine
where the setting should be (E2) for imaging:

1. Scan the area at low magnification.
2. Go to higher magnification and count to 5.
3. Return to the original magnification.

Source

Ticona
Ticona
Dow
Exxon
Exxon
Exxon
Exxon
Exxon
Goodyear
Rohm & Haas

Source: From [470].

Polymer

Celcon
PBT
Nylon 6
HDPE
EVOH
LDPE
PC
PS
PET
PMMA

Measured £2 (keV)

1.2
1.1
1.2
1.5
1.4
1.5
1.3
0.9
0.9
1.6

4. If the area in the center of the image is
bright, there is negative charging and the
beam energy, E> E2.

5. If the area in the center of the image is dark,
there is positive charging and the beam
energy, E < E2.

If the sample is charging positively, then
increase the beam voltage before operating. If
there is negative charging, then the beam
voltage is too high; the specimen may be tilted
and then tested again.

The beam voltage that gives charge balance
depends on the exact nature of the specimen,
and charging will produce some effects on the
image even at low voltage. The charges build
up slowly, so low beam current and rapid scan
ning gives less charging, but more noise. A
digital framestore gives a convenient method
for integrating over many rapid scans to remove
this noise. Heating the specimen to 50°C to
200°C or putting it on a high atomic number
conducting substrate may reduce charging by
increasing leakage currents, but neither is as
reliable as a light coating of metal.

Butler et al. [470] showed unexpected and
unusual charging effects using a field emission
LVSEM with an immersion type objective
lens. For strongly insulating samples such as
polymers, they showed that even working at
E2, some charging effects were observed.
Charging has been observed as a function of
magnification; at high magnifications, the
sample might charge positively, whereas at
lower magnifications, the sample might charge
negatively. Charging was also observed to be
worse when the beam is exactly focused on the
specimen, whereas slightly out of focus the
charging is less. Positive and negative charging
can also be observed within the same image.
These authors [470] have termed these effects
dynamic charging and have further explained
this effect [474]. In our laboratory [475], after
several years imaging in a field emission SEM,
the practice to limit charging effects is to lightly
coat the specimens with <3nm Pt by the ion
beam sputtering technique (see Section 4.7.3)
and to image at 5kV. The addition of a metal
coating increases the apparent E2, and the
charging effects and artifacts are limited by this
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prep ar ati on . Thi s method mak es it eas ier and
faster to focus and to collect images, eithe r by
tradition al meth ods or by digital scanning, at
a range of magnifications th an by using lower
voltages and no coa ting.

4.7.4.2 Beam Damage

Th e effect of beam induced damage must be
distinguished from that of conductive coatings
as cracking and buckl ing of the surface may be
observed in both cases. All electron beam
instrum ents can indu ce damage, including SEM
and TEM instruments. A recent study of such
damage to thin specimens in a TEM included
hole forma tion and the accumulation of mate
rial within the irradiated area [476]. Examples
of irreversible beam damage effects are shown
in the SEM images in Figs 4.34 and 4.35. Beam
damage causes different changes in differ ent
polymers. For instance, PMMA is very beam
sensitive with changes thought to be caused by
chain scission, whereas polycarb on ate is thought
to cross link in the beam and is, thus, less sensi
tive [477]. Radiat ion damage in PO M is rapid
and is du e to chain scission [478]. In the case of
resolved metal coatings, the morphological
effects are observed all over the spec imen, and
there is no additiona l charging in these cracked
areas. In crac ked or buck led textu res result ing
from beam damage, the textures and charging
increase with time, and fresh areas do not
exhibi t these textures. Resolution of metal
grain tex tures is more likely by FESEM or
HRSEM and should not be misinterpreted.

A goo d example of a cracked, beam damaged
speci men is the surface of a POM molding,
shown by SEM in Fig. 4.34. Th e molded surface
has a production related scra tch mark and
severa l parti culate "pock" marks (Fig. 4.34A).
Seco nds afte r taking this micrograph, the region
has the appearance shown in Fig. 4.34C. Th e
diagon al lines could be misinterpreted as being
crac ks from a thick metal coating or as being
due to the surfa ce morpho logy of the specimen.
However. reducing the magn ification reveals
the pa ttern in the picture fra me (rec tangle) that
was exposed to the electro n beam for the higher
magnification micro graph (F ig. 4.34B). Another
examp le of the effect of beam damage that
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F IGURE 4.34. The effect of beam damage is shown
here: (A) SEM of the surface of molded polyoxy
methylene taken first, whereas (B) and (C) were
taken afterward. The diagonal lines were caused by
the electron beam , but they could be misinterpreted ,
perhaps as a cracked metal coating or a specimen
defec t, if on ly (C) is examined.
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FIGURE4.35. Even thick metal coatings do not always
protect the specimen from beam damage. An SE
image of a microporous membrane surface exhibits a
granular , or pebbly, texture with fine cracks due to
resolution of the evapora ted AulPd coating.

might be mistaken for too thick a metal coating
is shown in Fig. 4.35 of a membrane surface
prepared for SEM by evaporation of AuJPd.
The metal granularity has been described
earlier: however, the large cracks are due to
beam damage.

Specimen Preparation Methods

4.7.4.3 Low Vo ltage FESEM
Imaging Artifacts

The higher brightness of FEGs allows opera
tion at lower beam voltages, and under these
conditions there are new challenges in imaging
and interp retation. A major effect of low
voltage imaging is simply that it is more sensi
tive to surface detail. This can be an advantage
of low voltage operation, but it means that the
images are much more sensitive to surface con
tamination . An excellent example is shown in
Fig. 4.36A of the surface of a grooved polycar
bonate optical disk, imaged using FESEM at
1kY. Several effects can be noted. First, the
picture frame contrast, from focusing on the
central region at higher magnification, is very
obvious, and clearly the SEM was contami
nated as shown by the dark region . The picture
frame is also dark er at the left side of the image
due to the rastering of the beam . Figure 4.36B
shows a mottled, contaminated surface even at
3 kY. A fine, linear pattern that runs horizon
tally is also observed in the images, especially
in Fig. 4.36C [475], which is due to field emis
sion noise, suggesting the microscope and gun
settings were not optimized. Again, use of fine
metal coatings and 3-5 kV limits the observa
tion of contamination and field emission noise,
which can detract from resolving specimen
details .

FIGURE 4.36. Field emission SEM image of a polycarbonate grooved disk at 1kV: (A) clearly shows con
tamination in the "picture frame" caused by focusing at higher magnification; (B) shows mottled surface
contaminat ion; and (C) shows a horizont al pattern due to emission noise from the gun. (From Jamieson,
unpubli shed [475,480].)
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FIG URE 4.37. Field ermssron SE M of a Ce lgard
microporous membrane shows (A) that the pores
are filIing in due to contaminat ion, (B) fibrils are
joi ning together and one pore region is filled , and
(C) two fibrils are formed int o an X patte rn due to
time in the e lectro n beam. (From M. Jami eson,
unpublished [480].)

Co mbined low voltage and field emission
SEM have been used to study microp orous
mem branes [479, 480] show n ea rlier in this
cha pter. Figur e 4.37 shows some of the poten
tial arti facts that have bee n imaged and are
examples for conside rat ion when imag ing at
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very high magnificat ions and thu s irradia ting
very small sample volumes [480]. In Fig. 4.37A,
there is a thin layer within each of the pores in
the membrane that accumulated over time in
the microscope and was not present in the first
images of this are a; this is a contamina tion
effect. Figure 4.37B, C shows less obv ious arti
facts. Th e fibrils tha t separa te the pores in th is
membrane are not usually filled in nor are they
collapsed on one ano ther, except during longer
times in the microscope . Thi s might not be
obvio us at higher voltages but at ] kV the
surface detail is very clear and does not rep re
sent the original membrane (see Fig. 4.31).
These are just some of the artifacts that are
possibl e using lower voltages. Boyes [481] more
recently stud ied LVSEM and the rate and dose
dependent specimen damage that may increase
at low voltages . Higher resolutions are possible,
but the interpretation of the result ing images
remains one of the key issues in these imaging
techniques.

4.7.5 Gold Decoration

Gold decoration, describ ed by Bassett [482], is
a method of highlight ing very fine surface
steps using a very light coating of gold, about
0.3-1 nm,evaporated onto the speci men surface
followe d by carbon eva pora tion. The metal
nucleates along the edges of the steps on crysta l
speci mens. Thin materials are exa mine d
dir ectly with the gold /carbon film. Th e carbon
film with the gold may be stripped from thicke r
spe cimens. Polymer thin films and single
crystals have been explored using the gold
decor at ion technique. Studies using gold deco
ration have bee n performed in seve ra l labora
tories, including thin solution cast films of
nylon [4831 , stirred PE solutions [484], spheru 
lites of block copolymers [485], and the inte r
nal struc ture of PE fibers [486]. The width of
the active zone, a reg ion of strai n softene d
material at the craze-bulk inter face , was mea 
sured as a function of temperature in PS
using gold decora tion [487]. Thi s method has
limited utility due to widespread use of SPM
techniqu es.
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4.8 YIELDING AND FRACTURE

4.8.1 Fractography

Microscopy is used to study the plastic flow and
fracture of a range of biological, ceramic , and
polymer materials. The most common tech
nique used for polymers is the SEM of fracture
surfaces. In many cases, specimens are frozen
in liquid nitrogen prior to fracture; this is
addressed in the next section. Traditional frac
tography studies are conducted by optical
microscopy techniques, but as most fracture
surfaces are very rough , the superior depth of
field of the SEM makes it the better choice
even at low magnifications. Optical microscopy
is still used for some studies; for example, inter
nal flaws (cracks, crazes , and shear bands) can
be seen in transparent materials and so can
stress whitening , which occurs in the plastic
zone of some polymers. The fine structure of
fracture surfaces used to be studied by TEM of
replicas, but the modern SEM has sufficient
resolut ion for this purpose. Transmission elec
tron microscopy, especially at high voltage, is
used for the study of local plastic deformation
in shear zones or crazes, which are the precur
sors or early stages of fracture in glassy and
semicrysta lline polymers. Crazes have been
studied by both OM and SEM, but TEM is best
suited for resolution of the fine structure. The
best approach to preparing fracture specimens
is to use an easy and reproducible physical test
method, such as in a tensile or impact machine
at standard machine settings, so that the defor
mation is reproducible. Atomic force micros
copy is also used to study fractu re in which the
surface of the material requ ires study at high
resolution but not under vacuum. Special stages
are now manufactured for most microscopes
for in situ observation of deformation by frac
ture and temp erature.

4.8.1.1 Fracture Types

The bulk fracture surface may come from one
of three general sources: deform ation of the
sample in a standard mechanical testing device,
such as a tensile tester (e.g., Instron, Norwood
MA ), an impact testing machine (e.g., Charpy
or Izod), or a tear tester ; deformation by frac-
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ture using in situ testing devices generally
during observation in the SEM; yielding or
fracture of a real article or product durin g
service or testing.

Extensive discussions of polymer fractogra
phy, including crazing, are found in basic texts
(e.g., by Kausch [488,489] and Liebowitz [490]).
In this section, discussion will focus on the
techn iques required to prepare fractured or
deformed specimens for microscope observa
tion. It is quite obvious that the preparation
methods all involve damage processes.

In the first case above, mechanical deforma
tion is part of the sample preparation, where
the sample is fractured by testing used to obt ain
mechanical data. The purpose of conducting
microscopy on the fractured sample is normally
to determine the mode and prop agat ion of
failure and to corre late the mechanical data
and sample microstructure. Scanning electron
microscopy of the fracture surface provides
these observations for comparison with stan
dard s of similar mater ials [491]. The fracture
could simply be used to provide access to the
bulk polymer for microstructural investigation.
In this case, it must be remembered that the
fracture surface is not a random section through
the material, but one where the fracture
required the least energy. Bhowmick et al. [492]
studied tensile, tear , abra sion, and flexing
failure modes of a nitrile rubb er vulcanizate.
Tear testing showed that the addition of par
ticulate fill ers caused strengthening. In the
tensile case, a flaw-initiated fracture showed
typical fracture morphology. The dispersed
phase morph ology and adhesion of the poly
mers was shown to relate to the region studied
in the SEM. Observation of a fracture surface
must be conducted carefully , relating the mor
phology to the nature of the fractur e. For
example, different regions of impact fracture
surfaces in poly(but ylene terephthalate) show
variations in dispersed phase morph ology [8].

In the second case, the deformation method
will not be by a standard test, but suitable
samples will be designed to fit the microscope.
The in situ deformation of polymers is almost
always conducted in the SEM at low magnifica
tion and is most often used for fibers and fabrics.
Variable pressure SEM and AFMs are also
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used for such studies. Other microdeformation
methods are used to prepare thin films for TEM
observation, to model fiber structure, or to
investigate crazing. Because the mechanical
deformation technique is controlled by micros
copy, it is appropriate to describe it in this
chapter.

In the third case, the failure and fracture may
occur outside the laboratory, and microscopy is
often used in a forensic manner to determine
the failure mode or to aid product develop
ment. Microanalysis may be used to pinpoint a
specific locus of failure and cause of the failure.
Here, the special features of specimen prepara
tion relate to the nature of the work, and optical
photography may be required to document the
relation of the specific SEM samples to the
original object.

4.8.2 Fracture: Standard Physical Testing

Fractured bulk polymers and composites
require only coating with a conductive layer
(see Section 4.7.3) before observation in the
SEM, although some composite fracture sur
faces are so rough as to make deposition of a
thin continuous conductive film very difficult.
High resolution is rarely required in these
materials, so the common solution is to use a
thicker coating, and often carbon is evaporated
followed by metal coating. Fibers, particularly
textile fibers and thin films, have such a small
cross sectional area that the main difficulty is in
handling the broken sample.

Standard strain induced in an external tensile
test device using semithin sections (ca. 500nm)
has been conducted prior to microscopic analy
sis of styrene/butadiene block copolymers by
high voltage EM [493]. The sections, cut at
cryogenic temperatures (-120oq ,were strained
and then exposed to OS04 vapor to selectively
stain the polybutadiene phase, and the bulk
morphology was investigated by AFM in the
intermittent contact mode on the block face.
Michler et al. [494] provided an overview of
different micromechanical deformation pro
cesses leading to an enhancement of toughness
in heterophase polymers. Morphology was
studied by TEM of thin, stained sections and
SEM of samples after deformation in a tensile
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tester. In order to obtain planar and flat sur
faces, the deformed miniaturized tensile bars
were epoxy embedded and microtomed down
to the middle of the bar with a metal blade,
which eliminated the influence of the surface
layers. A special tensile stage was also used in
a high voltage TEM or for the AFM (see Section
4.8.4). These complementary studies provide
an improved understanding of the mechanism
of particle toughening of semicrystalline
polymers [493-495].

4.8.2.1 Fiber Fractography

Hearle and Cross [496] broke thermoplastic
fibers at normal rates of extension in an Instron
and examined them in the SEM. They devel
oped a special stub for mounting the fiber ends.
A step was cut from the circular stub and an
elliptical hole cut in the remaining stub and a
screw placed in the cut step. This provides a
space in the center of the stub for fibers to be
mounted on double sided sticky tape. The screw
is used to attach the cut step portion to the
remainder of the stub.

Studies have been conducted by breaking
polymer fibers on devices, such as an Instron,
and then selecting fiber ends for mounting and
SEM examination. This method is time con
suming, but many more well characterized
fibers can be evaluated by breaking fibers in the
microscope. Thus, the method of choice is the
one where controlled failure occurs outside the
microscope. Fibers fractured either by standard
testing or by deformation in the SEM are pre
pared by the following method. The fibers are
placed onto double sided sticky tape on a rect
angular piece of a carbon stub and attached to
another stub (Fig. 4.38). Mounting fibers is best
done under a stereo binocular microscope.
Only a few fibers can be studied by this method
in a reasonable time; however, morphological
analysis of the fracture aids determination of
the nature and cause of failure.

Scanning electron microscopy images of a
matched pair of tensile failed PET fibers are
shown in Fig. 4.39. A classical slow fracture
zone, or mirror, is seen adjacent to the locus of
failure. A typical ridged or hackle morphology
is exhibited as the crack propagates and
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FIGURE 4.38. Photograph of matched fiber ends
mounted between two carbon blocks to insert in the
SEM for imaging of the fracture surface and x-ray
microanalysis of the locus of failure.

accelerates away from the failure locus. In this
study, an inorganic residue from the polymer
process was shown to be the cause of failure
[497]. The value of such a fracture investiga
tion is that the flaws causing failure can be
determined, and this information can be used
to modify the process and improve mechanical
properties. There are many good reviews of
polymer fracture processes [488, 490, 498,
499].

Specimen Preparation Methods

4.8.2.2 Fracture of Plastics

The fracture process and morphology of thermo
plastics, glassy thermoplastics, and thermoset
ting resins can all be studied by fracture methods.
In one example, two samples of a nylon polymer
exhibited very different elongation properties,
although they were processed similarly. Scan
ning electron microscopy study showed that the
specimen with poor elongation exhibited brittle
fracture morphology (Fig. 4.40A, B), due to a
contaminant, whereas the specimen with higher
elongation properties exhibited ductile fracture
morphology (Fig. 4.40C-F) more consistent with
the polymer material.

Multiphase polymers are observed by fractog
raphy for evaluation of the rubber or the dis
persed phase size, shape, and morphology.
Bucknall [500] described the control of the struc
ture during blend manufacture and the resulting
effects on the properties including microscopy
characterization. Reed [499] described the
impact performance of polymers. Evaluation of
fractured materials resulting from various physi
cal property tests is conducted in the SEM where
the fracture mechanism and the cause of failure
are related to the properties. A detailed study
[501] of impact toughened polyamides showed
mechanisms of failure. Ductile fracture surfaces
of water conditioned nylon 6 showed extensive
yielding and shear bands. Stress whitened regions

FIGURE 4.39. Scanning electron microscopy images of a matched fractured PET fiber show a defect at the
locus of failure (arrows). The region surrounding the locus of failure, the mirror, is the slow fracture zone.
As the fracture accelerates across the fiber, ridges (or hackles) are formed in the outer fracture surface.
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FIGURE 4.40. The SEM was used to compare the fracture morphology of two semicrystalline specimens that
were processed similarly and yet produced different elongation properties. The nylon specimen with lower
properties (A, B) has a brittle fracture morphology with a rectangular shaped particle at the locus of failure
(B). The specimen with higher elongation properties (C-F) exhibited ductile failure.
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beneath the ductile fracture surfaces were cryo
genically dissected both transverse and longitu
dinally with respect to the ductile crack growth
direction, and cavitation was observed around
the rubbery particles. Fracture mechanics inves
tigation of toughened nylons [146] addressed
their inherent fracture toughness. Blends were
produced and the crack growth resistance tested
to characterize the fracture toughness. Morphol
ogy studies of the deformed regions from the
center of the test blends were made using TEM
of cryoultramicrotomed sections using diamond
knives and compared with sections taken away
from the crack growth area to assess particle size
and dispersion.

Specimen Preparation Methods

Representative SEM images (Fig. 4.41) show
a range of different multiphase polymers in
notched Izod impact fractured specimens. A
polymer with large, nonuniform, dispersed
phase particles, not well adhered to the matrix,
is shown in Fig. 4.41A. A much finer dispersed
phase is shown in Fig. 4.41B with both particles
and holes from particle pullouts. Smaller par
ticles are not as obvious in Fig. 4.41C, although
the dispersed phase accounts for 15% of the
specimen. Finally, the SEM image in Fig. 4.41D
does not reveal the elastomer, so the size
and distribution of the dispersed phase must
be provided by some other microscopy
technique.

FIGURE 4.41. Scanning electron microscopy images of representative fractured, dispersed phase polymer
specimens: (A) has obvious dispersed phase particles in a ductile matrix that have poor adhesion; (B) has
much finer dispersed phase particles; (C) has particles and holes where particles pulled out and are on the
other fracture face (the adhesion is much better in this case compared with [A)); (D) has barely distinguish
able particles, although more than 20% elastomer is present.
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4.8.2.3 Composite Fractures

Materials science studies relating structure to
the mechanical behavior of fiber reinforced
composites are import ant as these materials
find application in both structural and nonstruc
tural applications. The fracture behavior of com
posites is affected by many variables, including
the nature of the fiber and matr ix, the fiber
matr ix bond , fiber orientation, stacking angle
and sequence, void level, loading, and the envi
ronment. As a result of the breadth of the var i
ables, Mulville and Wolock [502] stated that
generalizations relating to fracture behavior are
difficult to make. Some possible damage modes
in composites, however, are matrix cracking,
fiber-matrix interfacial bond failure, fiber break
age, void growth, and delam ination. Scanning
electro n microscopy examin ation of the failure
zone may reveal all of these failure modes with
no clear evidence of the initiation site. However,
the SEM does provid e some insights into the
natu re of the failed surface as shown in Fig. 4.42
of two such composite fracture surfaces. The
clean surface of the glass fibers, shown by SEM
(Fig. 4.42A, B), results from poor bondi ng of the
fibers to the matrix and failure at the fiber-matrix
interface . In another case (Fig. 4.42C, D), the
fibers have resin on their surface s, and the failure
appears to have taken place within the matrix
rather than at the fiber-resin interface .

The identification, characteriza tion, and
quant ificat ion of fracture modes of graphite
fiber resin composites in a specific defor mation
(tensile testing) mode have been determined
using the SEM [503] wher e three different
modes of fracture were ident ified for off-axis
fiber-resin composites. Kline and Chang [504]
investigated the fracture surface feat ures asso
ciated with various failure tests , includ ing
tension , compression, and tension fatigue. Flex
ural fatigue loading of graphite epoxy compos
ites results in matri x cleavage, hackle formation,
and wear failure featu res [505].

Polymer matrices are also commonly rein 
forced with mineral fillers or fibers, such as
ca lcium carbona te, talc, wollas tonite, clay, and
mica [506], and more recentl y fi ne additives are
used to manufacture nanocom posites. Scanning
electron microscopy images of fract ure surfac es
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show the wetting behavior or adhes ion of the
filler by the polymer matrix or add itives used
to improve their dispersion . Figure 4.43 shows
seco ndary electron image (A) and backseat
tered electro n image (B) micrographs of a
mineral filler in a matrix of a commercial
polymer. Scanning electron microscopy does
not reveal the nature of the filler in the matrix,
whereas backscattered electron imaging (BEl)
does reveal the mineral filler due to atomic
number contrast. Backscattered electro n
imaging is important in the obser vation of
mixed polymer and inorganic materials, enhanc
ing the contrast between these materials. Kubat
and Strom vall [507] studied the reinforcement
of polypropyl ene and polyamide 6 with mineral
fibers. Polymer fibers are also used to increase
the fract ure toughness of polymer composites.

4.8.3 Crazing

Crazing is the first stage of frac ture in many
glassy polymers and also in blends and semi
crysta lline polymers wher e there is a glassy
matr ix. Crazing is a localized tensile yielding
process that produces thin shee ts of deformed ,
crazed, material with the sheets perpendicular
to the principal stress axis. Within a craze , the
continuous phase is void and there are fine (ca.
10 nm) fibrils of oriented polymer parallel to
the stress axis that extend across the craze .
Craze material might have an average density
of only 20% of that of the bulk polymer (i.e., if
80% of the craze is void), but the craze can still
support a significant load because of the ori
ented fibrils. The load bearing capacity of crazes
can be seen directly in some tensile test samples
of transparent polymers where crazes visible to
the eye extend right across the specimen while
it retains most of its strength [489].

Eventually, crazes break down to form
cracks, and when the cracks grow to critical size
the sample fails. Although crazes lead to failure
in this way the y can be useful , because if many
crazes are produced before failure occurs,
energy is abso rbed by the material as local
yielding takes place. The impact stre ngth of
modified blends is due to the large number of
crazes formed. Eve n when there is no macro
scopic indication of crazing, microscopy may
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F IGURE 4.42. Scanning electron microscopy images of two glass filled composites with different adhes ion
properties are shown: (A) is a composite with poor adhesion, as shown by the clean glass fiber surfaces
resulting from failure at the fiber-resin interface; (B) has holes where fibers with poor adhesion pulled out
of the matrix; (C) shows failure in the matr ix and thus there is resin on the fiber surfaces; also seen magni
fied in (D) .

show local yielding, by crazing or shear defor
mation , taking place just in advance of a crack
tip. This ductile zone controls the fracture
toughness of the polymer just as it does in
metals. Exa mples of polymers showing this
effect are HIPS that has undergone fatigue

cracking [508], polycarbonate [509], and lightly
crosslinked epoxy resins. Kramer [510]
described the formation and breakd own of
fibrils quit e thoroughly. The TEM is required
to see the fine structure of crazes and their rela
tion to second phase particl es in blends. Crazing
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FIGURE 4.43. Secondary electron image of a mineral filled polymer composite (A) does not reveal the nature
of the dispersed filler particles. Atomic number contrast in the backscattered electron image (B) clearly
shows the mineral filler (brightness increases with atomic number).

and fracture have been reviewed by Kramer
[511] and Kausch [488,489]. Kausch et al. [498]
have continued to study the deformation
and fracture behavior of polymers as ways to
improve them using microscopy methods.
Microdeformation mechanisms were studied
for amorphous methyl methacrylate glutarim
ide copolymers and amorphous semiaromatic
polyamides by straining thin films that showed
mechanisms involving scission crazing at
low temperatures, crazing, and formation of
deformation zones in a large temperature
range and disentanglement crazing at elevated
temperatures.

Real-time cryodeformation ofPP and impact
modified PP has been conducted in the TEM
as a function of temperature using a commer
cially available cooling/straining holder in con
junction with a copper deformation cartridge
[512]. The low temperature cooling stage
permits studies of the ductile-brittle transition
when the transition is between 23°C and
-170°C. Thin cryosections were used without
staining to assess the morphology. At room
temperature, both samples deform by shear
yielding, whereas below the ductile-brittle
transition crazing was observed and recorded
in real time using a CCD camera. A method
for the study of microdeformation mechanisms
of polymeric materials using tensile straining
stages in the TEM allows the in situ observa
tion of morphological changes while tensile

strain is applied to a polymer material as a
function of temperature [513].

With the advent of nanotechnology, nano
mechanical properties have become important.
Thin polystyrene films embedded with multi
walled carbon nanotubes (MWNTs) grafted
with PS chains were prepared via solution
casting for study using AFM, TEM, and SEM
[514]. Thin films were bonded on copper grids,
mounted in a strain jig, and stretched under an
optical microscope to observe the growth of
local deformation zones, or crazes. The films
were then examined under an AFM and by
FESEM to calculate the local nanomechanical
information. Scanning transmission electron
microscopy was used to observe the micro
structure. Percolated network of entangled
nanotubes was observed to be well dispersed
in the PS thin films, and the films demonstrated
strikingly different mechanical properties com
pared with the pristine PS film. The MWNT/PS
films were very tough showing no microfrac
ture at large strains beyond 20%. Complemen
tary microscopy was beneficial in assessing the
enhancement of properties due to the addition
of MWNTs to the polymer matrix.

4.8.3.1 Preparation for TEM

Preparation of crazed polymers for TEM is
quite difficult. First, the whole specimen must
be stressed to failure, resulting in crazes that
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are weak and full of voids. Worse yet, the craze
structure is unstable in the absence of applied
stress. Relaxation of the oriented fibrils and of
the elastic deformation of the bulk material
tends to close up the craze, destroying its origi
nal structure. Sectioning a bulk sample contain
ing crazes is therefore very likely to destroy the
information that is being sought. If thin sections
or solvent cast thin films are deformed, to avoid
the problem of sectioning crazed material, the
craze structure may not be the same as that in
the bulk material, as the surfaces of a thin film
have more freedom. One can imagine a thin
film necking down to an even thinner film on
drawing, but this could not happen if the same
material was inside a thick specimen, without
creating large voids. In the terms of mechanical
testing, the thin films are deformed in plane
stress, whereas inside the bulk such sheets of
material are deformed in plane strain.

Microscopists have either attempted to stabi
lize the crazes in bulk samples by infiltration
with supporting materials before sectioning or
they have used thin films in the TEM and a
range of techniques including diffraction to try
to ensure that the thin film structures are repre
sentative. Kambour [515, 516] stabilized crazes
in polycarbonate by impregnation with silver
nitrate for 4-10 days. Selected area electron dif
fraction showed that the material deposited was
metallic silver. Later, Kambour and Holik [517]
used liquid sulfur to impregnate and reinforce
crazes in PPO. The crazes were formed in
ethanol and then were filled with formamide at
125°C for 1h to keep the voids open. Specimens
were transferred to liquid sulfur, at the same
temperature, for 24h. Carbon coating the sec
tions supported the structure and permitted
sublimation of the sulfur. This method is useful
in cases where the material is not changed
during treatment. Kambour [518] outlined the
requirements for a craze "infusant" material:
(1) the craze should be completely filled with a
liquid, below the temperature where the craze
loses its strength; (2) this material should be a
solid at the temperature for microtomy; and (3)
this material should have higher electron density
than the polymer, if it remains in the craze.

Kramer et al. [519]developed a TEM method
to observe and measure deformation and frac-
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ture mechanisms at planar interfaces that
should have general applicability. The samples
studied were PS and PVP homopolymers as an
immiscible polymer pair and a PS-PVP block
copolymer as a compatibilizer to reinforce the
interface between the PS and PVP. Polysty
rene and PVP were fabricated by compression
molding. A thin film of the block copolymer
was spin cast from toluene solutions on the
PVP slab. The coated PVP molding was joined
to the PS molding, annealed, and allowed to
cool to permit diffusion at the interface. The
sandwich was cut in slabs with a diamond saw
for fracture toughness measurements and then
cut into smaller pieces, embedded in epoxy
resin, and cured at room temperature for 2 h,
then microtomed with a glass knife perpendic
ular to the interfacial plane to obtain thin films,
ca. 0.5-1.0Jim at a knife angle of 45° and clear
ance angle of 9°. The films were placed on
ductile Cu grids with 1mm squares previously
coated with the block copolymer, so that the
interface was aligned perpendicular to the
straining direction. The film was bonded to
the grid by exposure to vapor of the solvent
and then dried at 50°C for 12h in vacuum. The
grid was strained in tension at a constant strain
rate of 4 x 1O-4 S- 1 with a servo controlled motor
drive at room temperature and then exposed
to iodine vapor at room temperature for 6-12 h
to stain the PVP phase prior to TEM observa
tion. Kramer et al. [520] also developed a tech
nique for the study of crazing in glassy block
copolymers. They prepared thin films ca.
0.5Jim thick by spin casting diblock and tri
block copolymers of PS and PVP from benzene
onto a rock salt substrate. The dry films were
exposed to benzene vapor for 24h and the
glassy films were floated off the rock salt onto
a water bath surface where they were picked
up on a grid coated with a thin film of PS. The
film adhered to the grid after a brief exposure
to the solvent. An SEM beam was used to
"burn" a thin slit in the material, and cracks
50-100Jim long by 10Jim wide were introduced
in the center of each grid square. Grids were
deformed as described above and examined by
OM to locate areas of interest for TEM study
and measurement of craze fibril extension
ratios [521].
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4.8.3.2 Deformation Methods

Even if it can be assumed that crazes formed in
thin films are representative of bulk behavior ,
there has been a problem that the mechanical
deform ation itself has been poorly controlled.
De form ation by handheld tweezers or by expos
ing strained films to solvent is a poorly con
trolled experiment (e.g., [522]) which cannot
give well defined mechan ical histories. Thi s has
made it difficult to relate the observed structure
to mechanical properti es. Lauterwasser and
Kramer [521] solved this problem by bonding
solvent cast films of PS to a ductil e Cu grid
(1mm mesh) and drawing the grid in a microm
ete r screw driven tensile stage to a well defined
strain. As the deformation of the grid is com
pletely plastic, it can be removed from the
tensile stage, and individual 1mm squares of
interest can be cut out for study in the TEM
without relaxing the load on the polymer film.
A quantitati ve analysis of craze shape and mass
thickness contrast within the craze permitted
derivation of the stress profile existing alon g a
PS craze. Th is was extended to many other
polymers, relating the mean density of craze
material to entanglement density in the polymer
glass and to toughne ss [523] without a basic
change of preparation technique. Clea rly, if a
rubbe r modified blend contains part icles larger
than the film thickn ess (about l um), the film
cannot be representati ve of the bulk . For the
study of craze tips and craze growth, a double
tilting stage was used to obt ain ste reo pairs of
the craze tip [524].

Th e microstructure observed for thick films
shows fibrils, about 4-lOnm in diameter for PS,
in agree ment with SAXS measurements on the
crazes in the bulk polym er. Very thin films of
PS (100 nm) show mod ificat ion in the craze
structu re as there is no plastic restr aint normal
to the film [525]. Deformation zones have also
been studied in polycarbonate, polystyren e
acrylonitrile, and other polymers [526]. Crazes
in thermosets can be studied in thin films spun
onto NaC I substrates, which can be washed
away when the film has bee n cured. Mass thick
ness measurements are difficult to make in
rad iation sensitive mater ials; that is why most
TEM work has been done on PS and least on
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PMMA. Aft er developing the techniques
descr ibed above for TEM, Donald and Kramer
[526] applied similar methods in optical micros
copy to study radiation sensitive materials and
the kinetics and growth of deformat ion zones.
Thin films were strained on grids in situ in
a reflecting OM. Change of inte rference
color, which depends on the film thickness, was
a very sensitive method for observing film
deformation.

A stud y of a PS-PB block copolymer showed
variation in craze beha vior as a result of rubber
parti cles added to modify the oth erwise britt le,
glassy polymers. Such copolymers were studied
under the high strain of physical laboratory
testing where the polybutadiene in the copoly
mer was sta ined with osmium tetroxide prior to
microtomy [527]. The brittle beh avior of the
glassy polymers was shown by TEM and STE M
to be modified by the rubber particles, which
provide toughening by control of the craze
behavior. In a study of the craze behavior in
isotactic PS [215], films of PS were drawn from
dichlorobenzene solution and cast onto glass
microscope slides, followed by various treat
ments including isothermal crysta llizat ion.
Tr ansmission electron microscope specimens
were produced , as described ea rlier [521],
stra ined, and exa mined by OM and TEM .
Crazes in amorphous isotactic PS were shown
to be similar to crazes form ed in atactic PS.
Clea rly, crazes are important to the und er 
stand ing of the fracture behavior of both iso
tropic and oriente d glassy polymers and also
to the und erstanding of fracture toughness
in tou ghened polymers. Transmission electron
micros cope images of a craze are sbown in
Fig. 4.44.

4.8.4 In Situ Deformation

Deformation expe riments can be conducted
within the microscope in order to assess the
natu re of the cbange in structure as a function
of the specific deformation process. In this
sect ion, deformation will includ e not just frac
ture but also heatin g stages in various micro
scopes (cryos tages will be conside red in Section
4.9). Hot stages and deformation stages are
commonl y applied to optical microscopy
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FIGURE 4.44. Typical TEM micrographs of crazed thin films showing a deformed rubb er particle in HIPS
(A) and craze fibrils in unmodified PS (B).

exper iments, especially to assess the nature of
the melting and crystallization behavior, phase
structures and phase changes as a function of
temperature, and the morphology of semicrys
talline polymers. A relatively new high pres
sure hot stage has been described [528]. The
chamber of the SEM is quite large and it can
accommodate a variety of stages, including hot ,
cold, and wet stages, tensile and straining stages.
In situ deformation of fibers and plastics is per
formed in the SEM and the chemical composi
tion of the specimen can also be monitored by
x-ray microanalysis techniques. Although there
is little space in the specimen area of the TEM,
stages can be accommodated. The types of
structure information that are monitored in
such in situ experiments are the crystal or phase
structure and the formation of crazes, often
using electron diffraction and dark field imaging.
Micromechanical investigations in the AFM
benefit from the nanometer resolution without
the need for coating, staining, or etching and
any radiation damage.

4.8.4.1 In Situ Deformation in the SEM

A major problem in deformation experiments
with polymers in the SEM is that a conductive
coating is normally required for such imaging.
Where such a coating cannot be applied, due to
the formation of new surfaces durin g deforma
tion, other methods are applied to increase con
duction or decrease charge buildup in the
specimen. Charge neutralizer devices use low
energy ion sources to neut ralize the negative
surface charge by irradiation with a flux of posi-

tively charged ions [529]. McKee and Beattie
[530] described a stage for the SEM where
they deformed fibers, yarns, and fabrics after
spraying with either an antistatic spray or a
commercial surfactant. Charge neut ralization
and antis tatic sprays have in common useful
ness only at low magnifications.

The SEM permits the observation of in situ
deform ation of small specimens, such as fibers
and films, using specially built tensile and strain
ing stages [531]. Fibers and woven and nonwo
ven fabrics have been deformed under tension
[6] and have aided understanding of the failure
mechanism. Experiments of this type have
deform ed the specimens from both ends so that
the cent ral region remains stationary [532, 533].
A common meth od to limit specimen charging
dur ing in situ deformation studies is to use low
accelerating voltages, generally less than 1kV,
and/or to use a variable pressure or environ
mental SEM.

An example of a study conducted using a
tensile stage in the SEM is the evaluation of the
ductile failure of poly(vinyl chloride) [534] in
which stamped dumbbell shaped pieces of
polymer from 1mm thick sheets were extended
to a neck in an Instron tester and then strained
in the SEM. Low accelerating voltage was used
for imaging of the uncoated specimens. These
experiments showed that , after neck formation,
fracture occurs by crack prop agation from a
flaw or cavity within the surface craze. The in
situ deformation of amorphous polymers by
shear deformation and craze growth has been
obser ved in optical microscope studies by
Donald and Kramer [509].Thin films of various
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polymers and polymer blends were prepared on
copper grids that were strained in air on a strain
frame held in an optical microscope. The films
were precracked in an electron microscope by a
method more fully described by Lauterwasser
and Kramer [521].

Large strain deformation and failure behav
ior of mixed biopolymer gels have been inves
tigated via in situ environmental SEM to explore
the changes in the structure of the material
while allowing the sample to stay hydrated as it
was subjected to tensile strain [535]. The "dog
bone" shaped samples were placed in a spe
cially designed tensometer that fitted inside the
specimen chamber. It was possible, therefore,
not only to measure the mechanical properties
of the hydrated material but also to observe any
morphological changes occurring as it was being
stretched.

4.8.4.2 In Situ Deformation in the TEM

Microdeformation and failure in polymers has
also been studied by in situ tensile tests in a TEM.
Straining stages were used to study a rubber
toughened thermoset epoxy or thermoplastic
material while tensile strain was applied over a
temperature range of 16SOC to 500°C [513]. Thin
sections about lOOnm thick were microtomed
using a diamond knife at room temperature or at
cryogenic temperature, and picked up onto a
special grid for the tensile stage after the grids
were dipped into a glue solution to improve
adhesion. For single edge notch tensile testing,
one of the grid edges along with a section nearby
is scored with a razor blade to concentrate
the deformation of the grid and allow crack
initiation.

Understanding of the mechanisms in rubber
modified polymers have benefited from methods
used by Michler et al. [493-495] for the in situ
deformation of rubber modified amorphous
polymers and butadiene-styrene block copoly
mers. The techniques used were microscopic
investigations of deformed samples, including
in situ deformation of thin sections by TEM and
AFM. Deformation tests in the SEM included
investigation of the samples using special tensile
devices at different temperatures (from -150°C
to 200°C) in an SEM or ESEM. Deformation
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tests are conducted on semithin or ultrathin
sections, which can be deformed in tensile
devices and examined by TEM or high voltage
TEM. Issues with in situ deformation studies is
the comparison of these microdeformation
results with those measured in bulk tests; the
character of the deformation might be the same
but the absolute values are generally not [495].
A general problem for all in situ electron micro
scope tests of polymers is radiation damage
that causes changes in the fundamental chem
istry, which could affect the deformation
process.

4.8.4.3 In Situ Deformation in the AFM

Direct study of surface structures is possible in
the AFM without coating, staining, etching, or
using a vacuum; with AFM there is no radiation
damage. Atomic force microscopy can also be
performed to study the mechanical and adhe
sive properties of materials. Hild et al. [536]
used SPM to visualize the surface of hard elastic
polypropylene (HEPP) film, both unstrained
and after in situ stretching perpendicular to the
extrusion direction, using a SPM with a home
built stretching device. Michler [495] used
mapping of the phase of the cantilever oscilla
tion in the intermittent contact mode and said
it is the preferred technique to detect local
variations in the composition, adhesion, and
viscoelasticity. A tensile stage in the AFM
aided the study of block copolymers, especially
when combined with TEM and SEM, providing
a view of the different micromechanical defor
mation processes leading to enhanced under
standing of toughness in heterophase polymers
[494,495].

Rubbery materials are easily penetrated by
an AFM probe, and the penetration depth can
be evaluated as a relative measure of local stiff
ness and to know the depth of imaging. Bhushan
[537] reviewed the use of indentation in con
junction with AFM to determine mechanical
properties such as hardness and Young's
modulus of elasticity on micro to picoscales. In
nanoindentation, which is often applied for
probing mechanical properties of polymer
materials, with or without an AFM, stiff
cantilevers and diamond tips are used.
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Nanoindentation includes indenting of a sample
site at a particular force and afterward imaging
to reveal the shape and dimensions of the
indent. Mechanical properties of surfaces and
coatings can be examined by scratching.
Nanoindentation properties were investigated
for compression molded UHMWPE, used for
total knee replacement prosthesis, by AFM and
FESEM [538]. The cause and generation of
wear debris is strongly related to the deforma
tion mechanism of the material under applied
stress , which in turn influences the tribological
performance of the prosthesis and thus its
life span. The elastic modulus and hardness
of untreated and treated UHMWPE was
measured using nanoindentation at various
penetration depths. The core layers were
studied using FESEM of block faces perman
ganate etched after cryoultramicrotomy at
-150°C. Atomic force microscopy was used
to assess the effect of surface preparation on
the sample 's average surface roughness.
The accuracy of mechanical measurements
of polymer modulus via AFM indentation
requires careful calibrations (cantilever
spring constant, optical lever sensitivity) and
application of appropriate contact mechanics
models [539].

Quantitative wear analysis was conducted
using a new method to measure the volume of
locally restricted topographic changes on sur
faces due to wear with ultrahigh precision [540].
A stand-alone AFM was used in combination
with a special sample holder so that the same
section of the sample surface can be imaged
before and after tribological stressing in a con
ventional tribometer. Measurements of wear
events due to sliding motion on filled polymers
were shown. A combined nanoindenter and
AFM have been used to quantitatively study
the scratch and mar resistance of polymer coat
ings with the ability to rank coatings under spe
cific testing conditions according to a micro mar
resistance (MMR) index [541].

Scanning probe microscope techniques can
be used in a variety of environments, including
at elevated temperatures [52]and under various
liquids. Use of a hot stage with AFM has been
shown to provide information on the organiza-
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tion of semicrystalline polymers at the nanome
ter scale and its evolution in the course of
crystallization. Schoenherr et al. [362] studied
the spherulitic morphology of isotactic polypro
pylene by a combination of optical and atomic
force microscopes in which the thin films were
prepared in situ by using a hot stage . Ivanov
et al. [542] reviewed this topic, providing
examples of AFM studies of homopolymers
and polymer blends crystallized in the bulk,
in thin films and in solution, including
solution grown single crystals of polyethylene,
melt crystallized poly(ethylene terephthalate),
poly( trimethylene terephthalate), syndiotactic
PS, isotactic and syndiotactic polypropylene.
High temperature AFM with a hot stage was
used for in situ monitoring of melt crystalliza
tion of poly(ethylene terephthalate) at 233°C
[543]. The evolution of the lamellar structure
was compared with the results observed by
SAXS permitting the best choice of a structural
model. A custom designed system for AFM
using an elastic contrast mechanism was used
to raise the specimen temperature between the
glass transitions of the constituent polymers,
enhancing the phase contrast mechanism and
optimizing imaging of the sample components.
This technique was demonstrated using films of
a series of diblock copolymers in commercial
and custom built heating stages by Fasolka
et al. [544].

The process of melting in PEO was followed
in real time at elevated temperatures by AFM
using a simple hot stage apparatus [545]. A
small k-type disk thermocouple was used to
measure temperature. Atomic force micro
scope imaging of the morphology above the
onset of melting revealed the dynamics of a
complex melting process. Atomic force micro
scope deflection images of PEO spherulites
grown at 55°C for 4 days are shown in the
figures taken at room temperature (Fig. 4.45A),
at 69°C (Fig. 4.45B), after 15min (Fig. 4.45C),
and after 34min (Fig. 4.45D). Melting in the z
direction was assessed using the indentation
depth of the tip to understand the influence of
the pressure exerted on the surface by the AFM
tips. Such a hot stage makes in situ observations
by AFM complementary to optical microscopy.
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FIGURE 4.45. Atomic force microscopy deflection images of PEO spherulites grown at 55°C for 4 days shown
(A) at room temperature and (B) at 69°C; (C) after 15min and (D) after 34min; imaging was conducted using
a simple hot stage apparatus. (From Beekmans et al. [545], © (2002) Elsevier; used with permission.)

Different gas atmospheres may find utility for
in situ studies in which the atmosphere can
cause differences to occur, such as avoiding oxi
dation by use of inert atmosphere, or changes
in structure based on air humidity [56]. For
example, a study of polyamide membranes was
conducted by AFM, in a liquid cell under water,
and compared with TEM of stained, embed
ded, and sectioned membranes [53]. The nucle
ation and growth of poly(e-caprolactone) (PCL)
on PTFE was studied by in situ AFM using a

hot stage under a nitrogen atmosphere [546].
Samples were prepared for AFM by casting
from a PCL/xylene solution onto glass cover
slide previously rubbed with PTFE. High reso
lution real-space information was observed
for individual lamellae during the nucleation
process at elevated temperature. Figure 4.46
shows AFM deflection images of PCL as
observed near the center of a hedrite crystal
lized at 140°C, from the y axis (Fig. 4.46A) and
the z axis (Fig. 4.46B).
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FIGURE 4.46. Atomic force microscopy deflection images of PCL as observed near the center of a hedrite
crystallized at 140°C, from the y axis (A) and the z axis (B). (From Beekmans et al. [546],© (2004) American
Chemical Society; used with permission.)

4.9 CRYOGENIC AND
DRYING METHODS

Generally, the methods described here involve
special drying of the specimen, so it maintains its
original microstructure, or some kind of freezing
technique, including the use of special cryostages
for SEM and TEM. Materials as diverse as emul
sions, latexes, paints, polymer blends, wet mem
branes, and ductile polymers often require these
special methods to provide appropriate speci
mens for electron microscopy. In the case of
emulsions, latexes, some adhesives, and wet
membranes, the specimen of interest is wet, gen
erally with water, and must be dried prior to
electron microscopy. The deleterious effects of
air drying result from the stress of surface tension
forces. The methods used by biologists [132,547
549] to avoid this problem are (1) the replace
ment of water with an organic solvent of lower
surface tension, (2) freeze drying, or (3) critical
point drying. Some latexes can be "fixed" in their
original shape by chemical or physical treatment
that makes the particles sufficiently rigid to with
stand the surface tension forces [550]. Treat
ments that have been used are bromine [551],
osmium tetroxide [187], and high energy irradia
tion [551]. Unfortunately, many polymers, espe
cially those that are chemically saturated, such as
vinyl acetate or acrylates, are unaffected by such
treatments. Sectioning filmsof latexes is also pos
sible, but the individual particles are often not
observed by this method. In cases where the
specimen is too soft or ductile for routine fractog-

raphy, low temperature methods, such as freeze
fracture and freeze etching, can provide an
appropriate specimen for study. Special TEM
preparation methods for such polymers, by both
direct imaging techniques and replication
methods, have been described [552].

4.9.1 Simple Freezing Methods

There are some simple freezing methods that
provide adequate preparation for some poly
mers. Manual methods of freeze fracture are
often useful in providing specimens for study in
the SEM. An example of a "freeze shattering"
method was described by Stoffer and Bone [553]
for comparison with microtomy results. Poly
mers immersed in liquid nitrogen were mechani
callyshattered with a hammer, mounted, vacuum
pumped, and sputter coated for observation.
However, fine structural details are not conclu
sive when specimens are prepared by such
methods. A better approach is to use a sharp
blade to initiate the fracture, forming. a stress
fractured specimen. Multiphase polymers and
blends often have such high impact properties
that they do not fracture during room tempera
ture impact testing. Prefreezing in liquid nitro
gen, after notching, has been used successfully to
fracture such polymers in an impact tester for
property and structure evaluation. This method
is far superior to shattering with any mechanical
device that deforms the specimen nonreproduc
ibly. Polymers that are ductile at room tempera
ture and that smear upon fracturing may also be
frozen and fractured in this way.
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Fibers, composites, and molded and extruded
polymers are often frozen in liquid nitrogen
and then cryofractured, with the best method
involving fracture while still in the liquid nitro
gen. As an example of simple fracturing [554],
films made by microlayer coextrusion of PEa
with a CaC03 filled polyolefin were cryofrac
tured in liquid nitrogen to form a cross section
and then washed with ethanol to remo ve the
PEa. Samples were coated with 9 nm of gold
and examined by SEM to reveal the microlayer
structure as part of the development of a tough,
bre athable film. Blends of styrene/ethylene
butyl ene/styrene rubbers were prepared for
SEM study and comparison of the ir morphol
ogy and fracture properties by cryogenically
fracturing them in liquid nitrogen, etching in
toluene for 48h to extract the rubber, and
sputter coating with Au/Pd [555].

4.9.2 Freeze Drying

Of the three methods that are used to diminish
the surface tension effects resulting from air
drying, the replacement of water with an organic
solvent, such as ethanol or amyl acetate [556], is
certainly the simplest. However, controlled
experiments must be conducted to ensure that
the organic solvent has no detrimental effect on
the polymer. The second method used to avoid
surface tension effects, freeze drying, enjoyed
great popularity during the 1970s. The method
was introduced for biological specimens in 1946
[557] and has been developed and promoted over
the years for biological [547, 549, 558-560] and
polymer [550] specimens. Freeze drying permits
the sublimation of water as a solid to the gas
phase, thus avoiding surface tension effects. The
fundamentals of freeze drying have been reviewed
by Rowe [561 ,562] and Echlin [132, 549].

Freeze drying involves rapid freezing, subli
mation of the frozen water into water vapor,
and application of a conductive coating to add
stability to the material. The actual freeze drying
takes place in a vacuum evaporation unit set up
with a special specimen freezing device and a
cold trap for trapping of the water molecules
during the procedure. There are several points
involved in freeze drying any material [563]
including (1) rapid freezing of a thin specimen
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layer, (2) minimum ice crystal formation, and
(3) slow but complete sublimation of the ice.
Rather than describing those techniques used in
biological studies [132,547,549,560] , a practical
application of this method for polymers will be
described in the next section.

4.9.2.] General Method and Examples

Walter and Bryant [564] described a method
for freeze drying latex specimens in a home 
made vacuum system rather than in a commer
cially available device (as was typical of the
state of the art at that time). Later, a freeze
drying/image analysis method using commer
cially available equipment was described [563].
Important details of that method included spec
imen preparation, placement onto a TEM (or
SEM) grid, the hardware for the experiment,
and the metal coating.

A general method for the preparation of latex
for TEM study has been used on film forming
latex, import ant in coatings and adhesives with
a glass transition below room temperature. Solu
tions must be very dilute, so as to obtain a mono
layer of uniformly frozen particles. Two methods
generally used to transfer latex particles to the
TEM grid are spraying and placement of a
microdroplet onto a plastic coated grid. Freezing
must be rapid , so that it occurs before air drying.
Direct spraying or dropping onto a frozen grid
isdifficult, at best, and often the specimen freezes
in the air above the grid. A simple pre freezing
table (adapted from Walter [565]) was con
structed (Fig. 4.47A) to permit good sampling
and rapid freezing. The steel or aluminum table
is placed in a Styrofoam vat filled with liquid
nitrogen up to the level of the bottom surface.
Drops of solution are placed onto a room tem
perature grid, and then the specimen holder is
quickly placed on the precooled table, so that
freezing occurs prior to any air drying. The cover
limits air access to the specimens and the possi
bility of frost formation.

An Edwards evaporator with freeze fractur e
accessory was used in this experiment, although
any commerci al freeze etch device can be used.
The system must have provision for pumping
liquid nitrogen into the specimen holder and
temperature sensing and controlling devices.
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FIGURE 4.47. (A) A Styrofoam cooler, used as a prefreezing chamber, is shown in this sketch with an alumi
num specimen table and small, rectangular holders for the TEM grids. The cooler lid (not shown) is impor
tant for limiting frost formation on the specimen. (B) A photograph of the specimen holders (with lips for
easy accessibility) is shown on the cold stage in the vacuum evaporator.

The specimens are quickly transferred from the
prefreezing table to the precooled specimen
stage in the evaporator at its lowest possible
temperature (-150°C). Transfer takes place
through the port in the stainless steel collar,
below the bell jar, under a flow of dry nitrogen,
which is used to limit ice formation on the frozen
specimen surface. Handling of the grids is sim
plified by placing them on the special lipped
specimen holders (Fig. 4.47B), which permit the
rapid transfer (i.e., less than 30s) of several
specimens into the vacuum chamber. Samples
are freeze dried at -60°C to -80°C, depending
on the specific material, for about 8h.

Freeze dried specimens are generally shad
owed (at about -150°C) in the vacuum chamber.
Shadowing provides a metal cap that is the
shape of the frozen, undistorted particle and
limits distortion during examination in the elec
tron microscope [566]. Replication of the latex
particles, or macromolecules, can also be done
if the specimen is expected to change at room
temperature. For SEM specimens, the same
procedure is used, but the specimens are dried
onto small glass covers lips that are attached to
the stub with silver paint.

Results of the experiment described are
shown in Fig. 4.48. A monodisperse latex of
known particle size (Fig. 4.48A) was used both
as a control and for calibration of the particle
size distribution measurement [567]. A film
forming latex is shown after both air drying

(Fig. 4.48B) and freeze drying (Fig. 4.48C).
Clearly, the flat, film forming, air dried particles
are three dimensional after freeze drying.

Thus, the steps in the general specimen prep
aration are as follows:

1. Dilute the latex to about 1: 1000 with water
or until only a slightly milky blue cast is seen
in the clear solution.

2. Place microdroplets of diluted latex on
formvar coated grids that are on rectangular,
lipped specimen holders. Quickly place
holders on the precooled (liquid nitrogen)
table and cover.

3. Transfer specimen grids on the holders to
the precooled stage in the vacuum evapora
tor under flowing nitrogen.

4. Freeze dry specimens at -60°C to -80°C
(about 8h).

5. Lower the temperature to -150°C, and
shadow samples with a heavy metal.

4.9.2.2 Literature Review

Various composites are made with microfibrils
of wood and cellulose in polymer matrixes. A
novel technique to produce cellulose microfibrils
(defined as a bundle of nanosized fibrils making
up a diameter of up to 1J1m) involves a combina
tion of severe shearing followed by high impact
crushing under liquid nitrogen [568]. Fibers in
water were immersed in liquid nitrogen to freeze
the water, and high impact grinding was per-
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FIGURE 4.48. Transmission electron microscopy micrographs of freeze dried polystyrene latex (A) used as
a control for the experiment shows three dimensional particles with no deformation, whereas an air dried
film forming latex (B) shows flat regions that have no shadow. The same latex as in (B) after freeze drying
is clearly three dimensional, based on the shadows present (C).

formed with a cast iron mortar and pestle under
the surface to form individual fibrils that were
subsequently freeze dried at -50°C and filtered.
The fibers were characterized using SEM, TEM,

AFM, and high resolution optical microscopy.
The microfibrils have the potential to produce
composites with high strength and stiffness for
high performance applications. The microfibrils
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in water were compounded with polylactic acid
polymer to form a biocomposite. Laser confocal
microscopy showed that the microfibrils were
well dispersed in the polymer matrix.

4.9.3 Critical Point Drying

The drying preparation method in greatest use
among biologists today is critical point drying
(CPD). The method was first described by
Anderson [569-571] and then by Hayat and
Zirkin [572].A clear explanation of the method
and applications is given by Anderson [571,
573] and Cohen [574], and a later review by
Cohen [575] is recommended to the interested
reader.

In ordinary drying, the liquid in a specimen
evaporates, and the resulting surface (interfa
cial) tension can distort the structure. In criti
cal point drying [574], heating a specimen in a
fluid above the critical temperature to above
the critical pressure permits the specimen to
pass through the critical point (that tempera
ture and pressure where the densities of the
liquid and vapor phases are the same and they
coexist and thus there is no surface tension).
By definition, a gas cannot condense to a liquid
at any pressure above the critical temperature.
The critical pressure is the minimum pressure
required to condense a liquid from the gas
phase at just below the critical temperature.
Thus, CPD allows the specimen and fluid to be
taken directly to a gas phase without experi
encing any surface tension effects and resulting
distortion. At above the critical temperature,
the gas is bled off leaving the specimen dried
for study. Unfortunately, critical point drying
procedures are potentially hazardous because
of the high liquid and gas pressures. If only
occasional use of this method is required,
then use of an outside service lab is worth
considering.

Critical point drying is conducted using tran
sitional fluids that go from liquid to gas through
the critical point. The critical temperature
(more than 300°C) and pressure (above 21MPa)
of water are much too high for it to be used.
Unfortunately, this requires the removal of
water and its replacement by a transitional
liquid. Water is removed and replaced by
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dehydration fluids, which are replaced by the
selected transitional fluid. A typical transition
sequence is as follows: a graded water/ethanol
(or water/acetone) series for 1O-20min each at
room temperature; 100% ethanol (or acetone)
for about 15-30min; transitional fluid, usually
Freon (13 or 16) or CO2•

Graded series are combinations of fluids that
are used to gradually replace the water with the
dehydrating fluid, such as water/ethanol: 90/10,
75/25, 50/50, 25/75, 0/100. Freon TF (134) is
useful as an intermediate fluid, as it does
not have to be fully flushed out of the system
when used prior to drying with CO 2• Critical
constants for Freon 13 (CCh), Freon 116
(CFrCF3) , and carbon dioxide (C02) are in the
range 20°C to 40°C and 3.75-7.5 MPa. The CPD
preparation is conducted in a pressure vessel
to control both the temperature and the
pressure.

4.9.3.1 General Method and Examples

One example [468] of this method will be
briefly described. A wet polymer membrane
composed of polybenzimidazole (PEl) becomes
brittle and distorted upon air drying, due to
surface tension effects. Samples prepared for
the SEM by immersion in liquid nitrogen and
then hand fractured are distorted, and often
ductile fracture is observed. Standard critical
point drying from carbon dioxide, following
dehydration into ethanol, yields a membrane
that fractures with no evidence of ductility.
Most exciting is the fine structure visible in
these fractures. Comparison of SEM micro
graphs of a membrane prepared by freeze frac
turing (Fig. 4.49A) and a membrane dried by
CPD (Fig. 4.49B) shows large differences in
the structure. The freeze fracture method
reveals a ductile, distorted structure, whereas
the CPD fracture clearly reveals a monolayer
of granular particles in the outer surface, or
skin layer, and a more open substructure of
similar granular particles. These results are
consistent with a more complete microstruc
tural study [106].

Finally, for critical point drying of polymers,
a suitable series of fluids and conditions must
be chosen that will not damage the specimen.
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FIGURE 4.49. Scanning electron microscopy images show a comparison between fracturing of a wet mem
brane after immersion in liquid nitrogen (A) and after critical point drying (B). Fracturing after freezing
results in a deformed ductile failure, whereas the fracture after critical point drying shows no deleterious
effects of surface tension and the result is a brittle fracture with excellent detail of the internal
morphology.

Carbon dioxide dissolves in epoxies and in PS.
Apparently, long term high pressure exposure
and then a sudden release can turn these poly
mers into popcorn. Microscopic comparison of
a material prepared by a variety of different
preparation methods is the best way to uncover
any possible artifacts caused by the specimen
preparation method.

4.9.4 Freeze Fracture-Etching

Freeze fracture and freeze etching are distinctly
biological techniques that have also been used
by the polymer microscopist. Freeze fracture
means fast freezing of a specimen followed by
fracture with a cold knife in a vacuum chamber
to reveal the internal structure of a bulk speci
men. Freeze etching is somewhat of a misno
mer as this process is the surface freeze drying
of the freshly fractured specimen or the subli
mation of ice from the frozen surface. Typical
conditions are to sublime the surface ice at
about -lOO°C for 1-5min at a good vacuum.
This method has the advantage of exposing the
underlying true surface features, by removing
about 20nm of ice, for replication and TEM
evaluation or for direct SEM observation of the
surface structures.

4.9.4.1 Biological Method

An excellent review of freeze fracturing is
found in a chapter by McNutt [576].The method
has been described for the preparation of bio
logical membranes. An older, improved version
of the method was described by Steere [577]
and Moor et al. [578], and a review of the
method and application to membranes was
described by Branton [579]. The method
involves cementing a 1-2 mm piece of the mate
rial onto a copper disk with gum arabic dis
solved in 20% glycerin and then transferring
the material to liquid Freon 22 (chlorodifluoro
methane). The specimen is fractured with a
cold knife in a vacuum evaporator, and it may
be etched prior to replication. A replica can be
cast on the surface of the hydrated material at
low temperature in a vacuum [576] for exami
nation in the TEM; or the replica, or the shadow
cast specimen surface, can be examined directly
in the SEM.

4.9.4.2 Literature Review

Several polymer studies have been reported
where the specimens were prepared by freeze
fracture techniques. A modification of the
freeze fracture method was used by Singleton
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et al. [580] in the preparation of plasticized
PVc. The sample was notched, cooled, and
fractured and then immediately replicated with
platinum/carbon. Replicas were stripped after
warming to room temperature. The authors
noted that the preparation was not highly
reproducible, perhaps due to nonuniform
cooling of large specimens. The refolding of
PEO chains in block copolymers was studied
[581] using the freeze fracture replica method.
Specimens in the form of viscous gels were
quenched from -25°C to -160°C by immersion
into liquid Freon 22 cooled with liquid nitro
gen. The styrene and ethylene oxide block
copolymer specimens were fractured and
platinum/carbon replicas cast in a vacuum
evaporator.

Freeze fracture has been used to study the
structure of colloidal particles in water-oil mix
tures stabilized by polymer emulsifiers. Micro
emulsions consisting of water, toluene, and graft
copolymer composed of a polystyrene backbone
and a PEO graft were deposited onto a small
gold plate, quenched in liquid nitrogen in equi
librium with its own solid phase [582]. Replicas
of the fractured surfaces were washed with tetra
hydrofuran, which showed the micellar structure
of the copolymers. Classical microemulsions
have been studied [583],and micellar aggregates
of copolymers have been shown [584, 585].
Polymer latexes have been prepared usingsimilar
methods by Sleytr and Robards [586]. The
emphasis in this review was on the plastic defor
mation observed in the freeze fracture method
and in ultrathin frozen sections.

Stokes et al. [587] conducted a comparative
study between three modes of cryo-SEM (high
vacuum, low voltage, and low vacuum) using
ice cream as a model system; although this is
not a traditional polymer specimen, the study
appears worthwhile to note here. Samples were
frozen in liquid nitrogen and then rapidly placed
in a cryo-SEM specimen holder for transfer to
nitrogen slush and then to the cryo-prep
chamber with the cold stage at -150°C. Samples
were freeze fractured and lightly etched at
-90°C for 45s and some coated with AulPd
under pure argon using a cold magnetron
sputter coater. Samples were transferred to the
microscope chamber, under high vacuum, with
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the cryostage initially at -150°C. Specimens
were investigated with and without Au/Pd
coating and for a range of temperatures from
<-110°C to -90°C. Standard high vacuum
imaging of coated specimens gave the best
results for fully frozen ice. Low voltages, such
as lkV, could be used for imaging uncoated
specimens at high vacuum, although charging
was an issue, and contrast was poor. Low
vacuum, involving small partial pressures of
nitrogen gas, was suited to in situ sublimation
work.

4.9.5 Cryomicroscopy

Cryo-SEM and cryo-TEM are the methods that
have been developed for study of polymers at
low temperatures, and these will be discussed
in this section. Low temperature stages for
AFM are just becoming available. There is
some published work on PDES (polydiethylsi
loxane) materials obtained in an AFM cooled
to -50°C using thermoelectric cooling [588].

4.9.5.1 Cryo-SEM

Cryo-SEM was used to examine fracture sur
faces of polymer-modified asphalts and com
pared with results from observation of the
samples in an ESEM, which can be used with
wet or dry specimens although with limited
resolution [589]. The cryo-SEM fractured
samples were coated with 4nm of Pt at -165°C
and transferred to the microscope; the contrast
of the images was good and the information
available significantly better than by ESEM.
The morphology of these blends was also
studied using confocal laser scanning micros
copy (CSLM), which provided good contrast as
well. The fracture morphology of bitumen/
polymer blends was characterized using cryo
FESEM at -160°C, which was said to extend
observations made by ESEM to much better
resolution [590]. Special modules were used
to precool the sample, transfer it to the cryo
prep module, coat the sample with 4 nm Pt
at -160°C using ultrapure argon, and then
transfer to the cold stage of the FESEM. Char
acterization of the distribution of the polymer
nanoparticles aids understanding of the crack
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propagation mechanism controlling the frac
ture properties.

4.9.5.2 Cryo-TEM

Cold stage microscopy of colloidal suspen
sions, microemulsions, and liquids is possible
by fast freezing and examination of the thin,
frozen specimen in a TEM. Talmon et al. [591]
developed a rather interesting technique in
which a thin sample is trapped between two
polyimide films. The liquid layer is about
100nm thick, whereas the films are about 40nm
thick. Film selection is quite important as the
polyimide is more radiation resistant than tra
ditional support films. The films are formed by
dipping glass microscope slides into an 0.75%
solution of the prepolymer in N-methylpyrrol
idone and xylene. The slide is dried for 10min
at 90°C and then cured at 300°C for 3.5h. The
polyimide-coated slides are dipped into 12%
hydrofluoric acid for 5-19 s and then floated off
onto water and picked up onto grids. A drop
of the specimen is placed onto one film-coated
grid and covered with another film coated grid
prior to immersion into liquid nitrogen. A
transfer module was designed in this study.
Examples were shown for benzene-plasticized
polystyrene latex and a surfactant. Falls et al.
[592] used this fast freeze cold stage in a study
of hexagonal ice. Knowledge of this structure
is essential to understand the morphology of
frozen fluids.

Egelhaaf et al. [593] designed a new con
trolled environment vitrification system for
cryo-TEM for application to surfactant solu
tions in order to reduce the lag-time from blot
ting to vitrification and allow rapid transfer of
the sample to the TEM. Libera [594] imaged
unstained polymers by plunging frozen hydrated
samples into liquid nitrogen, cutting sections by
cryoultramicrotomy at -175°C, and cryo-trans
ferring sections to a TEM equipped with a cryo
stage. High angle annular dark field (HAADF)
STEM images of the materials showed their
structure, and low loss spectra were also col
lected to map the spatial distribution of oil,
water, silicone, and alkane in one drop of the
sample.
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Talmon and his group have continued to
work in the area, advancing the development
of digital cryogenic TEM as an advanced tool
for direct imaging of complex fluids [595] and
using this new method for applications to
surfactants, polymer-surfactant solutions, and
microemulsions. The particular significance of
digital imaging is that photographic film, and
the artifacts it brings when condensed on a cold
specimen, is avoided. A commercial surfactant
mixture in isopropanol and water, at a concen
tration of 0.1 wt.% of active surfactant, was
prepared in a controlled environment vitrifica
tion system (CEVS) at controlled temperature
and humidity to avoid loss of volatiles [595,
596]. A drop of the solution was placed on a
holey carbon coated TEM grid, blotted with
filter paper to form a thin liquid film, and
plunged into liquid ethane at its freezing tem
perature (-183°C). The specimens are stored
under liquid nitrogen and observed by TEM at
120kV using a cryospecimen holder main
tained below -175°C. Specimens are examined
by low dose imaging to minimize beam damage,
and images are recorded digitally at up to
175,000x. This method permits imaging of the
inner structural details of thread-like micellar
systems. Other studies using this method
include water soluble, hydrophobically modi
fied polymers, used as viscosity modifiers [597];
block copolymer micelles containing solubi
lized liquid crystals [598]; block copolymer
vesicles in nonaqueous systems [599]; and
imaging the osmotic limit of polyelectrolyte
brushes [600].

Cryo-TEM was used in a study of the
nano and microparticles formed by com
plexation of PDAC [poly(diallyldimethylam
monium chloride)] [601] and SDS (sodium
dodecyl sulfate). The nature of the complexes
was revealed by direct imaging cryo-TEM,
showing nanometric details of the complexes,
as shown in the images in Fig. 4.50 [601]. The
nanostructure of the complexes strongly sug
gests they are made of a hexagonal liquid crys
talline phase, which was further supported by
SAXS. Overall, the changes in the specimen
preparation methods used have increased
the research possible in this exciting and
interesting area.
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D

FIGURE 4.50. Digital filtering of a cryo-TEM image and complex aggregate are shown: (A) the original,
unprocessed digital image; (B) fast-Fourier transform (FFT) of image (A); (C) filtered FFT of the transform
of image (B); (D) filtered image of original micrograph. (From Talmon et al. [601], © (2004) American
Chemical Society; used with permission.)
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5.1 FIBERS

5.1.1 Introduction

Characterization of the microstructure of
polymer fibers can provide insights into the
fundamental structures present and into the
relationship between structure and properties
important for applications. Morphological
characterization provides information to help
understand the effects of process history on
mechanical and physical properties. Micros
copy techniques are used to observe features
such as fiber shape, diameter, structure (crystal
size, voids, etc.), molecular orientation, size and
distribution of additives, structure of yarn and
fabric assemblages, and failure mechanisms.
These features are directly related to specific
mechanical and thermal properties. Emphasis
in this section is on assessment of the structure
of polymer fibers as it relates to solving prob
lems or evaluating the effect of process modifi
cations. Fibers prepared from liquid crystalline
polymers require special methods and interpre
tation that will be described later (see Section
5.6). It must be emphasized that any study of
polymer fibers will be incomplete if only micros
copy techniques are applied. X-ray scattering
(e.g., [1]), thermal analysis (differential scan
ning calorimetry (DSC), thermogravimetric
analysis (TGA), heat shrinkage), and spectros
copy (IR , Raman, and photoelectron spectros
copy (XPS» are among the many techniques
that complement microscopy investigations
(sec Section 7.4).

The polymers used in fibers arc linear, so the
molecules are a few nanometers across and
several hundred nanometers long. In unoriented
materials, the molecules are coiled and folded
into loose isotropic spheres. When a fiber is ori
ented , by drawing for example , the molecular
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chains become aligned parallel to the fiber axis
(uniaxial fiber orientation), and the stiffness and
strength improve. In most fibers, the molecules
are still coiled and folded, although they are ori
ented. Only in ultrahigh modulus fibers (see
Section 5.1.5) or in fibers formed from liquid
crystalline precursors (see Section 5.6.4) are the
molecules highly elongated and extended paral
lel to the fiber axis.

Natural and synthetic textile fibers were
among the earliest materials studied by elec
tron microscopy. Guthrie [2] and Stoves [3]
described the techniques and applications of
fiber microscopy to industrial practice. Some
what later, evidence was provided for an ori
ented microfibrillar texture in polymer fibers
[4]. X-ray diffraction suggested an arrangement
of fine structures about 50nm long and 5nm
wide in semicrystalline fibers [5, 6]. Peterlin
[7, 8] observed the formation of fibrils and
microfibrils by the deformation and transfor
mation of spherulites using various microscopy
techniques.

A basic element of semicrystalline fibers is
the microfibril. Microfibrils may be bundled
into fibrils, about several hundred nanometers
thick. A mechanically weak boundary between
the fibrils results in fibrillation during deforma
tion. Barham and Keller [9] and Prevorsek
et al. [10] discussed the microfibrillar model ,
and the latter authors summarized the effects
of fiber structure on textile properties. Microfi
brils are known to exist in most fibers and are
also known to be present in drawn single crys
tals, such as single crystal polyethylene (PE)
mats, crazes, melt extrudates, and solid state
extrudates. In addition, it is known [10] that
larger structures, macrofibrils, are composed of
microfibrils and that crystallites, disordered
domains and partially extended noncrystalline
molecules, are present in fibers. Fiber structure
and properties for nylon 6 and poly(ethylene
terephthalate) (PET) fibers were further elabo
rated [11-14] using both electron microscopy
and small angle scattering. A major point
of these studies was evidence supporting
the strong lateral interactions between the
microfibrils.

Reviews of specimen preparation methods
for fiber microscopy and instrumental tech-
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niques applied to fibers were published during
the early 1970s [15-17] and also more recently
[18]. This section contains applications of
microscopy to the understanding of fiber micro
structures used in the industrial laboratory for
modification of fiber formation processes to
improve specific mechanical properties or for
problem solving. Textiles are fibrous materials
made from fibers, such as filaments, yarn,
cords, ropes, fabrics, nets, carpets, and rugs.
These materials are used in many industrial
applications, including clothing, protective
clothing, geotextiles, construction, transporta
tion, medical, consumer products, and aero
space and in many types of composites.
Protective clothing has become more important
in recent years for chemical and biological pro
tection, for fire fighting, law enforcement, and
for medical personnel. Fibers have been pro
duced from a wide range of polymers (see
Appendix III). A handy listing of common
textile fibers is found in the Textile World
Manmade Fiber Chart, issued by Textile World
and available for order online [19]. This com
prehensive chart lists the various fiber names,
types, optical micrographs of cross sections and
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longitudinal views, mechanical properties,
chemical reactivity, and so forth, of about 50
branded fibers.

5.1.2 Textile Fibers

5.1.2.1 Optical Microscopy of Textile Fibers

The optical microscope is used to study various
fiber features, such as (1) size, (2) cross section
(shape), (3) uniformity, (4) molecular orienta
tion, and (5) distribution of fillers. Specimen
preparation methods include direct observa
tion and sectioning. Fibers are embedded prior
to sectioning by microtomy (see Section 4.3) or
polishing (see Section 4.2) methods. Video and
image processing can be used for documenta
tion of the structure of the fibers. Figure 5.1
contains optical micrographs showing longitu
dinal views of typical PET textile fibers (Fig.
5.lA) and a fabric composed of Orlan fibers
(Fig. 5.lB). A range of fiber cross section sizes
and shapes are shown in the optical micro
graphs in Fig. 5.2. A drawn PE fiber seen in a
cross section (Fig. 5.3) exhibits a fine spherulitic
texture. Birefringence, the difference between
the refractive index parallel and perpendicular

FIGURE 5.1. Transmitted optical micrograph of a polyester textile fiber (A) shows cylindrical fibers contain
ing dense pigment particles. A low magnification optical view (B) shows a fabric woven with Orlon fiber
containing yarns.



252 Applications of Microscopy to Polymers

FIGURE 5.2. Cross sectional views of representative fibers show the fiber shapes and dense pigment particles.
The fibers are (A) round polyamide, (B) irregularly shaped polyacrylonitrile, (C) trilobal shaped Orion, and
(D) dogbone shaped Orion fiber sections.

to the fiber axis, is an important quantitative
measure of molecular orientation [20]. Bire
fringence is measured by either the Becke line
(immersion) method or a compensator method
[3] (see Section 2.2.4 and Section 3.1.7). The
Becke line method [21] measures the surface
birefringence, whereas compensator methods
measure the average birefringence of the fiber

[22]. Combination of these methods provides a
useful measure of the differential birefringence,
a skin-core effect, if it is present.

When fibers are observed in the 45° position
between crossed polarizers (polars), the change
in thickness from the center to the fiber edge
produces a series of polarization bands or
fringes. An example of these fringes is shown



Fibers

in a PET fiber in Fig. 5.4. These fringes can be
used to determine the ret ardation of the fiber,
and the birefringence equals retardation/thick
ness. If the fiber is round, its thickness is the
same as its width . For low birefringence fibers,
measurement of the retardation is straightfor
ward , as few of these bands must be counted.
However , for higher birefr ingence fibers, there
are many bands present , which are difficult to
count. Additionally, the zero-order fringe must
be identified for measurement of the birefrin
gence. It may be difficult to know which fringe
is correct if the dispersion of the birefringence
of the fiber is different to that of the compensa
tor. A useful trick is to cut a wedge at the end
of the fiber and count the number of fringes
along the wedge, which is the number of full
ord ers of path difference [23]. The additional
partial order is measured with a compensator
[241 (see Section 3.1.7).

Birefr ingence provides a measure of the local
or ientation of a material (i.e., the mean orienta
tion of monomer units). The relation between
orientation and birefringence was known from
early studies of polystyrene fil aments, which
described both the theory and measurement
[23, 25]. They showed that the orientation was
greater at the surface than in the core . Mechan
ical propert ies, such as tensile strength and
elongation at break, have been shown to

FIGU RE 5.3. A drawn polyeth ylene fiber cross section
reveals a fine, spherulitic tex ture in polarized light.
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FIGURE 5.4. A polyes ter fiber in polarized light,
aligned at 45° to the crossed polarizers. The dark
bands are fringes that reflect the high order birefrin
gence. In the orthogonal position, the same fiber
would exhibit extinction and thus appea r black. (See
color inser t.)

increase with orientation. Other techniques,
such as the measurement of shrinkage on
heating, give information on the molecular ori
entation on a larger scale and provid e a measure
of the entanglement length. The comb ination
of birefringence measurements and other tech
niques has been demonstrated (e.g., in studies
of thermal shrinkage [26] and of the effect of
heat sett ing on the mechanical properties of
PET fibers [27]). Birefringence measurements
are effective in pro viding a structural parame
ter that may be used to relate process variabl es
to mechanical prop erties.

5.1.2.2 SEM of Textile Fibers

The scanning electron microscope (SEM) has
proved to be a very useful instrument for the
assessment of fiber morphology. The three
dimensional images produced clearly show
surface features, such as the presence of surface
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modifications, finish applications, wear, and the
nature and cause of fiber failure. The great
depth of field, simple specimen preparation,
and high resolution have resulted in the SEM
providing a major contribution to the study of
textile fibers. Textile fibers generally have a
surface finish applied after or during spinning
to aid handling of the fibers for production of
yarns and fabrics and to provide special proper
ties, such as flame retardancy. Fiber finishes
have been observed by SEM of fiber surfaces
[28] and in cross section by using x-ray tech
niques in the SEM [29]. Preparations are simple
(see Section 4.1.2) and are generally followed
by the application of a conductive coating (see
Section 4.7.3). Unevenness and lack of unifor
mity of fiber coatings seen directly in the SEM
have been correlated with spectroscopic and
wettability studies [30].

Scanning electron microscopy micrographs
taken in the normal mode do not always permit
effective observation of features on fiber sur
faces. Display modes such as deflection or Y
modulation and imaging modes such as back
scattered electron imaging (BEl) can provide
clearer contrast, as shown in Figs 5.5 and 5.6.
Heat aging of polymer fibers can cause cyclic
trimers and oligomers to diffuse to the fiber
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surface. Scanning electron microscopy (Fig.
5.5A) of heat aged octalobal fibers shows oligo
mers of crystalline appearance on the surface
although deflection modulation provides a
clearer view of the surface detail (Fig. 5.5B).
Solid state BEl detectors can be set to empha
size either topographic contrast ("topo") or
atomic number contrast ("compo"), which sup
presses the surface detail in the image. A BEl
"compo" micrograph (Fig. 5.6A) shows some
bright surface detail, which has higher mean
atomic number than the fiber, and the appear
ance of surface cracks, which is the metal
coating. This detail is not as obvious in the
"topo" (Fig. 5.6B) mode.

5.1.2.3 Fiber Fractography

Textile fiber fractography was initially devel
oped at UMIST (University of Manchester Insti
tute of Science and Technology), especially by
Hearle. Fiber fractography and the classes of
fracture were reviewed by Hearle et al. [16,31,
32], and these classes are shown in Table 5.1with
examples and early references. The mechanism
of fiber failure can be determined by fractogra
phy studies (see Section 4.8) in the SEM. Fibers
broken during a standard physical test, such as

FIGURE 5.5. Heat aging polyester fibers draws oligomers to the fiber surface. Crystalline oligomer particles
are shown (arrow) in an SEM of an octalobal fiber (A). The curved surface of the fiber does not exhibit
much detail other than the oligomers. The micrograph in (B) is of a similar region of this fiber in the Y
modulation mode, which accentuates the three dimensional surface material.
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FIGURE 5.6. Fiber surfaces are shown here taken in BEl modes. A BEl "compo" micrograph (A) shows
some bright surface detail, which has higher mean atomic number than the fiber, and the appearance of
surface cracks, which is the metal coating. This detail is not as obvious in the "tapa" (B) mode.

tensile testin g in an Instron, are examined in the
SEM for the nature of the failure mechanism and
to identify the locus and cause of failure. Analyti
cal microscopy (x-ray microanalysis) can be
conducted in order to determine the chemical
composition of any defects cau sing failure.

TABLE5.1 . Fiber fracture

Aromatic pol yamides (aramids) split longitu
din ally du e to fibrillation , whereas nylon shows
plastic deformation under the same conditions
[33]. Gupta [34] showed skin-core effects in
polyester fibers . Hearle and Wong [35] studied
the fatigue properties of nylon 6,6 and PET.

Fracture typ e Form of fracture Polym er types Ref

Brittle fracture Ten sile failure; britt le fracture Elastomers, high mod ulus [31]
fibers (e.g., aramids)

Ductile crack Crack . draw, "V" notch formation , Nylon , PET , acrylics [38]
catastroph ic fai lure

Axial fiber splitting Split along length; tensile fracture. Cotto n. some acrylics [39]
torsional fracture

Fat igue splitt ing Cracks along fiber initiate at surface Nylon, PET, acry lics, [35, 36, 40, 41]
and brea k with long. thin tails aromatic polyamides

Lateral failure Fa ilure normal to the fiber axis Rayon . acrylics [16]

Kink band Compression inside of bend or by PET, nylon . aramids [16]
flexing at 45° to the axis; regions
of reo rienta tion due to shea r forces
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Fatigue is an important property as it is related
to repeated loadings that are typical in general
use. Oudet and Bunsell [36] reported on the
loading criteria for the fatigue failure of poly
amide fibers. Smook et al. [37] studied the frac
ture process of ultrahigh strength PE fibers by
examination in the SEM. Fracture was shown to
be initiated at surface kink bands leading to
formation of a fibrillated fracture surface.
Extensive study of fracture under various con
ditions showed a diameter dependence of the
tensile strength, which is consistent with the
Griffith relation. Application of fractography to
crosslinked fibers showed a change in fracture
morphology from a fibrillar to a brittle
mechanism.

Fracture mechanics considerations, summa
rized by Kausch [42,43], permit determination
of the effect of defects on the fracture stress, or
tensile strength, of bulk polymers and polymer
fibers. It is important that such detailed study
be performed on the original or primary fracture
surfaces, which are the only surfaces that relate
to the tensile stress. This is generally done
by examining both failure surfaces to ensure
that they are a matched pair. An example of
matched, primary fracture surfaces was shown
earlier (see Fig. 4.39). In that case, a definite
defect site was observed in the brittle fracture
surface. Such assessment provides the structure-
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property information needed to modify the
process and produce fibers with higher
strengths.

Another example of typical fracture mor
phology, with a defect at the locus of failure
near the fiber surface, is shown in Fig. 5.7. Once
fracture is initiated, it slowly propagates radi
ally away from the failure locus and continues
into the adjacent polymer, providing a smooth
surface, nearly perpendicular to the tensile
stress, termed a "mirror." As the crack propa
gates away from the flaw site, it accelerates
causing crack branching. The region where the
acceleration begins to occur is seen to have fine
ridges, or "mist," present whose size is depen
dent on the fiber microstructure. Crack propa
gation accelerates quickly through the fiber
causing catastrophic failure. This "fast fracture"
morphology is generally characterized by
ridges, or "hackles," at an angle to the path of
the original failure.

The fracture morphology in tensile fatigue is
quite different as shown in the micrographs of
a polyamide and a polyester fiber in Fig. 5.8
[44]. The fibrillar nature of a polyamide fiber
results in a break with a tail, as seen in the
broken ends (Fig. 5.8A, B). The typical fatigue
failure has a crack initiated at the fiber surface
with radial penetration into the fiber. The crack
then runs along the fiber, and finally the fiber

FIGURE 5.7. Scanning electron microscopy of fractured fibers reveals the flawscausing failure. A low magnifica
tion micrograph (A) shows the flat mirror (M) region, adjacent to the locus of failure, which is the region of
slow crack growth. The fast crack growth region, or hackle (fl), has large ridges. A higher magnification
micrograph (B) reveals the flaw causing failure (arrow) in more detail.



Fiber s 257

FIGURE 5.8. Typical fatigue failure of a nylon 6,6 fiber is shown by SEM (A and B) of a fiber tested at 0-55%
of nom inal breaking load , with a lifet ime of 1.3 x lOS cycles at 501-Iz. Fiber failure is initiated at the surfa ce
resulting in a tail on one side (A) and long furrow on the othe r side (B) . Fat igue failure of a polyester fiber,
at 0-70% of nominal breaking load , with a lifet ime of 3 x 105 cycles at 50 Hz, shows a somewhat different
morphology. Fiber failure is initiat ed at the sur face, but it continues along the surface resulting in a very
long tail, on the one side (C) , with splitting down that side as well, and a long shallow furrow on the othe r
side (0). (From A.R . Bunsell [44]; unpublished .)
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fails once the cross section cannot support
the applied load. In simple tensile failure ,
the two fracture surfaces are mirror images,
whereas after fatigue testing, complementary
fiber ends are quite different. Fatigue fracture
of a polyester fiber appears somewhat dif
ferent in morphology (Fig. 5.8C, D). Although
failure appears to be initiated at the fiber
surface , the penetration is shallower. The
crack extends along the near surface resulting
in a very long tail on one fiber end . Tensile
fatigue studies of synthetic polymer fibers
have been discussed by Bunsell and coworkers
[36, 41].

5.1.2.4 SEM of Woven and Nonwoven
Fabrics

Yarns and fabrics are assemblages of fibers that
have commercial application in the textile
industry. The fabrics include those formed by
weaving and also nonwoven fabrics. The geom
etry of the fabric, as well as the chemical com
position of the polymer, influences mechanical
properties and applications. The SEM is useful
for evaluating: (1) construction, (2) coverage,
(3) uniformity , (4) surface structure, and (5)
effects of wear. The SEM provides a useful tool
for the evaluation of fibers and fabrics during
the manufacturing process . Fiber formation
has been studied utilizing a bicomponent
electrospinning approach [45] with results
shown for polyvinyl chloride fibers using field
emission SEM (FESEM) to image the mor
phology in the backscattered mode after sputter
coating the fibers with 5nm of Pt/Au to reduce
charging.

The SEM was used to show yarns, composed
of fibers twisted together, woven into a fabric
(Fig. 5.9), and can be compared to an optical
microscopy (OM) view of a similar fabric
(see Fig. 5.1B). Important features of the
fabric, "hand" and "coverage," relate to the
yarn geometry, which can make a thick and
comfortable fabric or a thin , uniform , and open
structure. Tilted side views can be used to count
the number and the length of protruding surface
hairs , which are known to affect the feel or
hand of the fabric and its mechanical properties
[46, 47]. The complex subject of fabric wear
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FIGURE 5.9. Scanning electron microscopy of a
typical woven fabric shows twisted fibers in this fiber
assemblage . The fibers overlap the space between
the yarns providing coverage , or "cover," an impor
tant fabric parameter.

is particularly suited to SEM study, as the
three dimensional structure and surface texture
can be related to individual fiber failure [48,
49]. Kirkwood [48] described SEM studies
that showed the wear of cotton used in
military clothing into long fibrils and nylon
into shorter, thicker fibrils. The mechanism
of attrition is quite complicated and involves
friction , surface cutting, and fiber rupture.
The effect of both testing and wear can be
evaluated using the SEM. Nylon 6,6, among
other fibers, has been tested for wear by
measuring the depth of surface damage in the
SEM after sliding the fabrics on rough hard
surfaces [49].

Nonwoven fabrics are another form of fiber
assemblage , but they are less regular and
uniform in structure than woven fabrics. A
qualitative evaluation of nonwoven samples
has been shown using a special stain (Pylam
Products Co., Tempe, AZ) to identify fibers
including polyester, rayon , wood pulp, and
polypropylene as well as various blends and
bonding points and binder distribution [SO]. A
spray spun nonwoven is shown in side view
(Fig. 5.10A) on an SEM stub , and a surface
view (Fig. 5.lOB) shows the fabric has a range
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FIGURE5.10. A spray spun nonwoven fabric is shown in the SE images (A and B). A side view of the fabric
is shown (A) on an SEM stub , and a face view (B) shows there is a range of fiber diameters and shapes
present with no specific pattern or arrangement. A calendered nonwoven surface is shown by SE images (C
and D). The spots on the surface are regions of local melting that hold the fabric together (C). At higher
magnifications (D), the fibers are seen to range from round to deformed shapes.

of fiber diameters and shapes with many
deformed fiber cross sections. The coverage,
size, and distribution of the open space and the
individual fiber diameters can be important
depending on the applicati on. A more uniform ,
calendared nonwo ven fabri c is shown to have
been spot calendared (Fig. 5.10C, D). The
fabric has only been flattened out by the calen
daring process in local regions, whereas other
regions are three dimen sional. Many large,
deform ed fibers are observed of varying diam
eter. A self-assembled honeycomb of polyure-

thane nanofibers has recently been shown by
SEM imaging [51]; these fibers may be useful
for drug delivery devices, protective clothing,
and filters.

5.1.2.5 TEM of Fibers

Transmission electron microscopy (TEM) tech
niques are very important for the elucida tion of
deta ils of fiber microstructure. The types of
detailed structures that can be det ermin ed by
TEM are :
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FIGURE 5.11. Transmission electron microscopy was used to image the sheath of trilobal carpet fibers by
Wood [52], at 200kV. The overview of the fiber sections (A) shows the trilobal shape and (B) shows the
sheath at the fiber surface . (From Wood [52]; unpublished.)

1. polymer structure;
2. void size, shape, and distribution;
3. size, shape, and distribution of fillers ;
4. local crystallinity;
5. crystallite sizes.

Early TEM studies were by replica methods
[20], as in a study of replicated and etched fiber
surfaces [16]. Such studies are now conducted
by SEM of external and bulk structures and
by ultrathin sectioning for TEM. Microstruc
tural studies generally require complementary
optical and SEM study to understand the
arrangement of the fine structural details within
the macrostructure. Transmission electron
microscopy was used to image the sheath of
trilobal carpet fibers by Wood [52], by embed
ding the fibers in a two-part epoxy, curing over
night at 60°C, and cryoultrathin sectioning with
a diamond knife. Sections were accumulated in
cold ethanol, transferred to water and to the
surface of 1% phosphotungstic acid overnight,
rinsed, and observed at 200kV. Figure 5.11A,
B shows the overview of the fiber sections and
the sheath at the fiber surface, respectively.

A fairly simple example defining the struc
ture in an experimental fiber is described to
show that just one microscopy technique does
not generally provide the complete structural

picture. Three different techn iques/methods
are shown in Fig. 5.12. Scann ing electron
microscopy of the fractured fiber shows an
overall view of the bulk structure and the fiber
shape (Fig. 5.12A) and the internal porosity
(Fig. 5.12B), although the size, shape, and dis
tribution of the voids are not defined. Scanning
electron microscopy of the outer fiber surface
(Fig. 5.12C) shows that voids reach the fiber
surface. Tr ansmission electron microscopy
micrographs of ultrathin cross sections (Fig.
5.12D, E) clearly provide a descripti on of the
void sizes and their local distribution. A pore
gradient is observed, with smaller voids at the
surface and coarser voids within the fiber. The
smaller voids are located within a micrometer
sized band around the fiber periphery. Comple
mentary microscopy has been shown to describe
the experimental fiber microstru cture. The void
sizes and distribution are parameters that are
both affected by process mod ificat ions and
relate to the end use prop erti es.

5.1.3 Problem Solving Applications

Characterization of fiber micro stru cture nor
mally requ ires several microscopy techn iques
to fully understand the details and solve
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FIGURE 5.12. A microporous fiber is shown in the SEM and TEM micrographs. The fiber is seen to have
voids in the fracture views (A and B). but the voids are not clearly defined. The outer fiber surface (C) also
has voids. and part icles are observed within some of them . Transmission electron microscopy micrographs
of the fiber cross sections (0 and E) reveal voids (white regions) that are smaller in size in an oute r micro
meter sized band than those in the central portion of the fiber.



262

problems. An optical cross section of a fiber
may have a dogbone shape (Fig. 5.2D), and yet
this image does not reveal much about the
internal fiber structure. On the other hand, a
fracture surface of a fiber may reveal the pres
ence of internal detail when viewed in the SEM
(Fig. 5.12) and yet not provide a complete
picture of the structure. Clearly, complemen
tary microscopy techniques and nonmicros
copy techniques must be applied to solving
structural problems. Specific problem solving
examples are described here that are represen
tative of the wide range of studies conducted
and documented in the many journals that
publish polymer research.

5.1.3.1 Characterization of Textile Fibers

Delustrant and pigment particles are often used
to provide modifications in the visual appear
ance of textile fibers and fabrics. For example,
titanium dioxide particles are commonly added
to polymers before fiber spinning to change the
fiber luster. Additions to a polymer require
monitoring the fiber formation process to assess
the effect of the particles, for quality control of
particle size and distribution and for failure
analysis. Questions relate to the effect of parti
cle size on mechanical properties and on the
polymer structure. A wide range of practical
problems can occur in any polymer process,
and these problems are easier to solve when the
fiber microstructure is fully known. Poor surface
texture, fiber breakage during spinning, and
non uniformity in visual appearance are a few
of the problems that may occur in any industrial
plant producing textile fibers. Microscopic
analysis is helpful in most of these cases where
comparison can be made between standard
controls and problem fibers. Rather than
dealing with anyone of these specific problems,
the example in this section is a description of a
typical, microstructural characterization of a
high speed spun polyester fiber containing tita
nium dioxide.

Direct observation of a fiber in the optical
microscope or study of a fiber cross section pro
vides information relating to the size and distri
bution of added particles. A longitudinal view
of a PET fiber in an OM micrograph (see Fig.
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5.1A) reveals dense particles. The distribution
of the particles can be seen, but their size and
their relationship within the fiber are not clear
at this magnification. Fiber cross sections (see
Fig. 5.2) show the particle distribution more
clearly. Only a small, thin section about 5!Jm
thick is observed optically, and a great number
of such sections must be examined to define a
statistical distribution.

Electron microscopy techniques provide
more resolvable detail than optical microscopy.
Scanning electron microscopy of a PET fiber
surface (Fig. 5.l3A) shows splits and delustrant
particles. The particles were determined by x
ray microanalysis to contain titanium. A surface
discontinuity is shown by SEM (Fig. 5.13B) and
by high resolution secondary electron imaging
(SEI) (Fig. 5.l3C) taken in an AEM (a TEM
with a scanning attachment). The SEI image
clearly shows particles protruding from holes in
the fiber surface, although the image shows
limited depth of field by this technique, due in
part to the short working distance. At higher
magnifications (Fig. 5.l3D, E), particles about
O.l!Jm in diameter are seen adjacent to the
fibrillar polymer texture. The microfibrils are
about 50nm wide and are oriented parallel to
the fiber axis. These structures have now been
resolved and identified by high resolution SEM
[53].

Cross sections of particulate loaded fibers are
required for accurate particle size determina
tion and for studying the effect of the particles
on the microstructure. Optical cross sections of
PET fibers (Fig. 5.14A, inset) have more parti
cles present as the sections are significantly
thicker (ca. 5!Jm) than TEM sections (Fig.
5.14), which only show a few aggregates of
dense particles. Skin-core textures resulting
from high speed spinning [54] may also be seen
in some sections. Particles and the adjacent
holes are observed in the section. An important
question is whether the holes are caused by the
process or are a result of the sectioning method.
Care must be taken in interpretation, and thus
follow-up studies were conducted to determine
the origin of the voids.

Further structural study can be conducted by
simple peeling methods for SEM and by stain
ing methods for TEM. The peeling of a segment
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FIGURE 5.13. Fibers containing titanium dioxide are commonly employed for various textile applications.
Scanning electron microscopy of a fiber surface, without finish (A), shows a surface split, likely caused by
such a particle at or near the surface. A similar region at higher magnification is shown in both SEM (B)
and high resolution SEI (C) micrographs. The defect region is not very clear in image (B) taken in a dedi
cated SEM , but the higher resoluti on image provides interesting det ail (D and E). Particles, voids, and
microfibrils (arrows) are observed .

of a fiber to reveal the internal structure, as first
developed by Scott [20], has since been used to
show the microfibrillar structure of nylon 11
and 12 [55] and of PE [56,57] . The highly fibril
lar structure that develops in PE fibers on
drawing was correlated with the increasing

crystalline orientation, as observed by x-ray dif
fracti on , and with increased tensile strength
and modulus. Poly(ethylene terephthalate)
fibers peeled back to reveal their internal
structure (see Fig. 4.5) show the microfibrillar
texture and the titanium dioxid e particl es in
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FI GURE 5.14. Transmission electron microscopy micrographs of polyester fiber cross sections revea l the size
of the pigment particles. The optical inset (A ) shows fibers with dense particles in greater amounts than
seen by TEM due to the difference in section thickness. The dense particle aggregates are titanium dioxide
particles. The fiber exhibits no major structura l deta il. The dense lines are knife mark s produced durin g
sectioning.

depressions within the fiber, shown in more
detail in Fig. 5.15. As with the TEM sections,
this morphology could be due to the deforma
tion during peeling, although this study sug
gests that there are holes formed adjacent to
the particles during the spinning process.

Another approach to the characterization of
fiber microstructure is the isoprene inclusion
method (see Section 4.4.2), applied to the study
of PET fibers [58] and aramid fibers [59] for the
purpose of showing their radial microporous
and fibrillar texture. Any holes or voids are
filled by inclusion of isoprene in the fiber , which
is then stained by the reaction with osmium
tetroxide. Longitud inal sections of high speed
spun PET are shown in the TEM micrographs
in Fig. 4.14A and Fig. 4.14B, before and after

the reaction, respectively. After isoprene inclu
sion and staining, these regions (Fig. 5.16) are
electron dense and elongated parallel to the
fiber axis, with a fine pattern of elongated,
dense regions, also aligned parallel with the
fiber axis, which suggests there is an ordered
arrangement of voids about 10nm wide. Fur
thermore , voids are more prevalent near the
outer fiber surface than within the fiber. The
staining method has confirmed that voids are
present in high speed spun PET fibers.

Characterization of the microstructure of high
speed spun polyester fibers has been demon
strated using combined SEM of bulk peeled
fibers and fiber surfaces, OM of thin sections,
and TEM of sections both stained and unstained.
The polyester fiber microstructure has been
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FIGURE5.15. A PET fiber peeled back to reveal the
internal textures was seen by SEM (see Fig. 4.5) and
a mor e detailed view shows particles in furrow s, and
voids are observed adjacent to the particles.

shown to be microfibrillar. It contains micro
voids, elongated parallel to the fiber axis, and
has elongated voids adjacent to the particle
aggregates, also aligned parallel to the fiber axis.
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The effect of the titanium dioxide delustrant
particles is to produce voids adjacent to the par
ticle aggregates that elongate on drawing. This
morphology suggests a high degree of orienta
tion with enhanced mechanical properties [57].
Study of PET fibers by x-ray scattering , infrared,
and birefringence [14] shows a microfibrillar
structure, with microfibrils loosely held together
in fibrillar units at least an order of magnitude
larger in size. The microfibrillar structure shown
here for PET fibers is similar to the structure
shown for nylon stained with tin chloride [13] .

5.1.3.2 Metal Loaded Fibers

Microscopy techniques can be used to evaluate
the size and distribution of particl es added to
polymer fibers, such as metals that modify the
physical, mechanical, or electrical properties.
In general , ultrathin sections are examined in
either scanning transmission electron micros
copy (STEM) or TEM modes to reveal the
particl es within the polymer. Energy (EDS)
and wavelength dispersive x-ray spectroscopy
(WDS ) methods are used to map for various
elements in order to establi sh the relation
between the particle morphology and chemical

FIGURE 5.16. Transmission electro n microscopy micrograph s of longitud inally sectioned PET fibers taken
after isoprene inclusion and staining reveal fine dense elongated regions, aligned with the fiber axis, repre
senting voids about IOnm wide. There is a higher void density near the fiber periphery than in the core, as
shown in cross section (A) and at higher magnification (B). A circumferential, skin-core arrangement of
voids is observe d.
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composition. A specimen preparation method
for x-ray analysis in the SEM is to use a trimmed
block face, which remains after cutting thin sec
tions, or to study a thick section.

As an example of such a study, a particle
loaded polymer fiber cross section, is shown by
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TEM, BEl, and in an x-ray map, providing a
complementary assessment of the size, chemical
nature, and location of the particles. A dense
band around the fiber periphery is seen by TEM
with dense particles ranging from about 5 to
20nm in diameter (Fig. 5.17A, B). The BEl

FIGURE 5.17. A metal particle loaded fiber is shown by complementary microscopy techniques. Sharp detail
is observed by TEM (A and B), which shows a dense band around the fiber periphery and fine dense particles
adjacent to and within the band. The chemical composition of the particles is seen to differ from the polymer
in the BEl "compo" image (C), and x-ray spectra and mapping (D) show the distribution of the metal.
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FIGURE 5.18. Combination of opt ical microscopy and EDS analysis permits the identification of contami
nant s plugging a spinneret. Rust colored material present on the spinneret (A) was scraped off to give the
ED S spectra (B). The plugging material contains silicon, phosphorus, antimony, titanium, chromium, and
iron. The copper is due to the specimen holder. (See color insert. )

image (Fig. 5.17C) shows that the dense outer
layer conta ins higher atomic num ber material
than the fiber. A WOS x-ray map (Fig. 5.170)
shows the elemental distribution. Thus, micros
copy techniques provid e a complete assessment
of the part icle size, chemical composition, and
location of particles added to polymer fibers to
modify properti es.

5.1.3.3 Contamination

Contamina tion studies are ofte n required to
und erstand process related problems and to
investigate the cause of property deficiencies.
In many cases, the problem is not the polymer
itself but the addition of some unknown mate
ria l during handling or processing. Determina
tion of the nature of such contaminants is a
serious probl em for the microscop ist. Spinner
ets used in fiber spinning can become clogged,
stopping the process because of polymer plug
ging or cont amination. Th e op tica l micrograph
(F ig. 5.18A) shows the surface of a spinnere t
with dark, rust colored material as well as white
polymer (see color inset). Th is materi al was
scraped off the spinnere t and dispersed on
a carbon stub for EOS. The EOS spectra
(Fig. 5.18B) of the rust colored material showed
that antimo ny (Sb) , silicon (Si) , titan ium (Ti),

and iron (Fe) were present. Thi s showed inor
ganic contaminants to be the cause of clogging
of the jet.

5.1.4 Industrial Fibers

5.1.4.1 Tire Cords

Major indu str ial applications of fibers are in the
production of tire cords and belts . Some tire
cords are composed of yarns of polymer fiber ,
twisted togeth er into cords coated with adhe
sives. Wilfong and Zimmerman [60] discussed
tire yarn proper ty criteria and the polymer and
fiber struc tura l factors that control the proper
ties. Polyester , rayon, and nylon are common
tire cord yarns . The tire cord composite is a
complex system of multiple interfaces th at mu st
be well bonded to provide high stre ngth. Char
acterizat ion of tire cords by microscopy is used
to und erstand the microstructure and apply
that knowledge to solving problems. Some of
the problems encountered relate to: (1) appli
cat ion of fiber finishes , (2) poor strength or
strength reduct ion, (3) poor adhesion of fibers
to adhes ives, (4) fiber degradation , and (5) poor
adhesion of the coa ted cord to the rubber.

Finishes must be applied uniformly to th e
fiber for prot ection , ease of handling, and
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compatibility with the adhesive to limit strength
reduction. The adhesive is applied to the cord
to enhance cord integrity, protect the fibers
from the rubber, and to join the cord and
rubber into a well ntegrated material. Essen
tially, there are several interfaces of interest:
fiber-finish, fiber-adhesive, and adhesive
rubber. The adhesives are generally resorcinol
formaldehyde-latex (RFL) dips [61].An optical
cross section (Fig. 5.19A) provides an overview
of an RFL coated tire cord. The outer surface
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of the coated cord (Fig. 5.19B) and a surface
close up is shown by SEM (Fig. 5.19C) and BEl
(Fig. 5.19D). The normal SEM image does not
provide much detail, except that a filmy coating
is present, whereas the BEl image provides
detail on the disposition of the RFL. Regions
that are brighter are likely of higher atomic
number than the background. The adhesive
coating appears to be "puddled" into the inter
stices between the fibers more than on the
outer fiber surfaces, which would be expected

FIGURE 5.19. Tire cords are shown by several complementary microscopic methods. A cross section of an
adhesive coated yarn is shown by optical microscopy (A) (see color insert). The surface of an RFL coated
cord is shown by SEM (B). Comparative normal SEM (C) and BEl (D) images show the filmy adhesive
coating. The BEl image shows that the surface has higher atomic number particles (arrowheads) and detailed
surface structures that suggest that the adhesive is found in higher concentration in the interstitial regions,
between fibers, than on the fiber surfaces in this experimental cord.
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FIGURE 5.20. Ebonite treat ed tire cords are shown in TEM micrographs of ultrathin cross sect ions. The
montage (A) pro vides an overview of the double dip RFL coating the polyester fibers (F) . The rub ber (R)
is seen coa ting the RFL. Note that the dark lines in the fibers are wrinkles due to the sectioning. At higher
magnification (B), a phase separated, globular region is seen within the first RFL dip. Good adhesion is
exhibited between the fiber and the RFL. A micrograph showing the fiber-RFL and the RFL-ru bbe r inter
faces (C) shows that dense specks are present but not near the rubber interface. A view of the rubb er (D)
shows that carbon black aggrega tes are present (arrows) as well as other dense particles. Adh esion is seen
to be good at the RFL-rubber boundary.

to result in incomplete adhesion to the
rubber.

The combination of mat erials in a tire cord
is a nightmare for the person performing the
microtomy as each mater ial has a different
hardness and would be expected to pull apart
during the cutting proc edu re. Th e ebonite
diamond knife sectioning preparat ion (see
Section 4.4.6) permits uniform hardenin g of
the soft latex in the RFL and the rubber as was
shown in an overview of the struc ture in the
TEM (see Fig. 4.22). Detailed TEM images of
cross sec tioned tire cord specimens are shown

in Fig. 5.20. An overview (Fig. 5.20A) shows
that this cord has a two dip coating on the fiber
sur face with interfaces showing good integrity;
thus there is good adhesion between the fiber
and the RF L and between the RFL and the
rubber. Spec ific morphological details of the
two RF L layers are seen (Fig. 5.20B) that
relate to the chemistry and behavior of the
system. The fiber surface has a uniform RFL
coating, conta ining dense specks that are
depleted at the rubber interface (top) (Fig.
5.20C). A view of the rubber in a region with
only a thin layer of adhesive (Fig. 5.200)
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shows small, dense specks and larger carbon
black particles within the rubber phase. Carbon
black is a common filler used to reinforce
rubbers and enhance strength. The ebonite
method has been applied to optimize finish
and adhesive application on tire cords and to
better understand fiber-rubber adhesion, its
influence on strength, and strength loss. Tire
cords exhibiting poor strength, strength loss,
and/or poor adhesion of the fiber to the adhe
sive have been observed, and fibers with good
mechanical properties generally exhibit good
adhesion overall.

5.1.5 High Performance Fibers

5.1.5.1 Introduction

Applications requiring superior mechanical
properties combined with light weight have
benefited from the use of polymers in fiber
form. High performance organic fibers can be
used to produce high tensile modulus , high
strength, and high energy absorption structures
of much less weight than the equivalent parts
made from structural metals or ceramics. High
modulus fibers made from PE, aramids, or ther
motropic liquid crystalline polymers (TLCPs)
are finding applications in cables , protective
fabrics (bulletproof vests), and composites
for automotive, marine, and aerospace use.
Biopolymers such as wood pulp fiber and
spider silk are studied for understanding
structure-property relations and for their own
applications.

Good reviews of these high performance
polymer fibers include descriptions of their
structure, morphology, production, and proper
ties and their use in composites (e.g., [62-68]).
Generally, the fibers have a highly oriented and
largely extended chain structure. This structure
of closely packed, rod-like molecules with weak
intermolecular interaction produces a very
anisotropic material that is weak in shear and
compression. The tensile modulus along the
fiber direction is largely controlled by the cross
sectional area of the molecular chains, the chain
stiffness (helical chains are soft , all-trans chains
are stiff), and the perfection of chain orienta
tion and extension. A high performance fiber
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may have the chain orientation distributed over
a narrow range , so that the mean misorienta
tion of molecular chains from the fiber axis is
only one or two degrees. In diffraction, the fiber
pattern then looks just like what would be
obtained by rotating a single crystal about the
chain axis. The mechanical properties of the
chains are so anisotropic that even this small
misorientation may reduce the axial modulus of
the fiber by 30% or 50% from its ideal value,
but it may still be as much as 100 times greater
than the transverse modulus. Composite con
cepts , such as the aggregate model of Ward
[69], describe how the fiber mechanical proper
ties are derived from the fiber structure. Fibers
made of aramids or TLCPs are quantitatively
modeled as an aggregation of molecules with a
range of orientation, but this simple model does
not work for PE.

5.1.5.2 High Modulus PE Fibers

High modulus fibers produced from conven
tional polymers may be made from a range of
flexible chain linear polymers using a number
of processing routes. For PE, these include
solid-state extrusion, die drawing, zone drawing,
and gel spinning [62, 70]. Compaction processes
using PE fibers to make composites have been
explored using microscopy techniques as well
(e.g., [71, 72]). Commercial high modulus PE
fibers, such as Dyneema (trademark of DSM,
Netherlands) or Spectra (trademark of Honey
well, Morristown NJ), are produced from
extremely high molecular weight polymer by
forming a gel and spinning it. High molecular
weight gives high strength along with high
modulus , and gel spinning gives the highest
production rates-still very slow compared
with those for conventional fibers. The polymer
is first dissolved or highly swollen in solvent
at elevated temperature, and the solution is
wet spun into a quenching bath to form a
gel filament. The gel can be dried by solvent
extraction and then hot drawn to very high
extension ratios. Alternatively, heating, drying
by evaporation, and drawing can be done
simultaneously.

Fiber strength is affected by the presence of
defects such as chain ends and their arrange-
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ment [54, 62, 63, 70]. An y flaw or cluster of
defe cts that can act as a str ess concentrator may
reduce the strength. Th erefore, the highest
strength fibers tend to have a close to homoge
neous morphology, where the "amorphous"
material is very highly oriented. Most high per
formance fibers are microfi brillar , with mor
phology similar to the struc ture shown in Fig.
4.5. A natural mod el for the mechanical prop
erties of the fiber is that of a fi ber composite,
with the more crystalline microfibrils the rein
forcing, load bearing elements. The high align
ment and extreme anisot rop y of these fibers
makes peeling or transverse splitting easy, so
that internal surfaces arc made accessible.
These must be preferred fracture surfaces,
planes of weakness, so they may not be com
pletely representative of the whole fiber.

It is easy to analyze these internal sur faces by
observing fibrillar features by SEM, TEM
replica, or SPM. If the preferred fracture planes
are randomly distributed , there will be a wide
range of feature sizes on the surface. A single
microscopic technique will have some limit to
resoluti on and to its field of view. Features
approac hing the size of the field of view must
be rare in an image, so any single imaging tech
niqu e can only show a limited range of sizes of
objec t features. The most common will be a size
above the resolution limit. Care must be taken
to assess if there is a true hierarchy of struc ture s
or if this is due to sampling of a random con
tinuum. As so often in microscopy, other tech
niques or supporting inform at ion from a totally
different method is requi red for certainty in
inte rpreta tion.

Light microscopy and low voltage SEM
(LYSEM) have been used to study the crystal
lization behavior and morphology of PE based
single polymer composites [65]. In this study,
ultrah igh molecular weight PE (U HMWPE)
fibers were studied by thermal analysis, TEM,
and LYSEM at I kY. Sampl es were prepared
by fixing both ends of four fibers on a glass slide
and hot pressing a high density po lyethylene
(HOPE) fi lm onto the fibers, anneali ng them in
a hot stage at 138°C for 5 min and melting the
HOPE film and not the UHMWPE fibers.
These meth ods yielded insights on the inter face
morph ology and the transcrystalline layer. High
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modulus PE fibers, made by melt and gel spin
ning, were examined after permanganic etching
as were fibers after treatment by high temper a
ture compac tion [66]. Transverse sections of
the fibers were obtained by embedding them
between two shee ts of polystyrene-(ethylene
propylene) block copol ymer , Kraton (trade 
mark of Kraton Polymers US LLC, Houston
TX ) and cutting with a diamond kni fe for SEM .
Repl icas for TEM were obt ained using a two
stage techn ique, with cellulose acetate on the
etched surface and then coating with Ta/W at
an angle of about 35° to the horizont al, fol
lowed by carbon coating vertically onto the
replica. Transmission electron microscopy was
conducted after solvent extraction.

Transmission electron microscopy of stained
fiber samples is another technique, but prepara
tion of these samples is much more difficult.
Schaper et ai. [73] conducted an extensive TEM
study of surface grown, high modulus PE fibers.
They used var ious preparations including chlo
rosulfonat ion (see Section 4.4.4) and ultrami
crotomy. With computer image processing to
improve feature visibility, they could clearly
distinguish fi brils micrometers long and abo ut
5-20 nm in width. They also saw defects, such
as voids and kink bands similar to those see n in
LCP fibers (see Section 5.6.4). The width of the
fibril core did not vary with draw ratio, a result
consiste nt with their mod el of formation of the
extended chain fibrils. Calculations of tensile
modulus based on the observed str ucture
agreed well with the results of mechanical
test ing. This work, among many reviewed [73],
support s the idea that there are microfibrils in
this material that are the load bearing eleme nts.
A fibril width of 1O-20nm agrees with earlier
work [74, 75] that used crystallographic dark
field (OF) contras t in the TEM on specially
prepared thin samples of surface grown mate
rial. Th e crysta l lengths in the fiber direction
were shown to follow a most probable distribu
tion; that is, a mean length could be determined ,
but there was no preferred length.

Atomic force microscopy (A FM) (e .g., [76
79]) has been used to image the external and
internal frac ture surface of high modulus PE
and other fi bers with high degrees of molecul ar
or ientation . Maganov et al. [76, 77] studie d
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cold extruded PE surfaces prepared with an
ultramicrotome cutting along the extrusion
direction. This controlled fracture gives the
generally flat surface required for high resolu
tion AFM. The rod-shaped samples were
embedded in epoxy for microtomy, to produce
a flat cut surface. The image size ranged from
700 x 700nm to the atomic scale. At the lower
magnifications, microfibrillar structures were
seen, with fibrils of 20-90 nm diameter and
indefinite length. The authors claim to see the
molecular chain structure at higher magnifica
tions, and the images are quite impressive,
apparently showing local details of the molecu
lar arrangement. However, true atomic or
molecular resolution of the undisturbed sample
is exceptionally difficult to obtain in AFM,
especially when using soft materials like poly
mers. Atomic force microscopy instruments
using intermittent contact AFM (ICAFM),
allow imaging at lower applied forces (see
Section 3.3.4). Atomic force microscopy
requires a generally smooth surface, and if a
fracture surface is used, artifacts may appear.
Annis et al. [79] imaged fracture surfaces of
extended chain crystals of PE grown at high
pressure by both AFM and TEM of replicas
(see Section 4.6.2). The images were very
similar, with morphological details and fea
tures of the growing crystalline lamellae clearly
shown. The AFM showed some sharp edges as
rounded and could not image sharp protru
sions. This is because the tip used to form the
image is rounded, and the image is a convolu
tion of the sample shape and the tip shape.

5.1.5.3 High Performance Fibers

There is a broad range of high performance
fibers in general use today in addition to PE,
which range from wood pulp fibers, used in
composites, to protective fabrics used for fire
fighters, bulletproof vests, and so forth. The
polymers range from cellulose, to higher per
formance fibers composed of PE (see previous
section), aramids, polybenzobisoxazole (PBO),
M5 (another rigid-rod-like PBO), and LCP
fibers [80]. Aramids for instance exhibit better
creep resistance and temperature resistance
than PE fibers and are thus used in more
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demanding applications, but some of the newer
fibers are lighter weight and more useful for
protective applications. Much of the driving
force of these newer developments is the mili
tary and other defense organizations that
require protective materials that are flexible,
lightweight, and bullet or fire proof. Assess
ment of these fibers benefits from the use of a
range of microscopy techniques.

Study of compacted PET filaments has been
conducted [68, 81] using a combination of SEM
of the woven PET cloth and SEM of peel frac
ture surfaces, showing the evidence of recrys
tallization of the melted matrix phase and
reporting on thermal analysis studies. Study of
high modulus PET yarns for reinforcing appli
cations, especially high modulus, low shrink
(HMLS) yarns, have benefited from study by
SEM, TEM, and optical microscopy [82].Fibers
were sliced longitudinally with a scalpel and
peeled back for SEM after sputter coating with
5nm Pt. Embedded and thin sectioned (ca.
100nm thick) samples were examined by TEM,
and polarized light microscopy (PLM) was used
to examine fibers in an immersion oil. Birefrin
gence was also measured in PLM. One result of
the study was to show cold draw processing
yields a sheath/fibrillar core microstructure in
each fiber of the yarn.

A study has been conducted of the compres
sive deformation behavior of thermally cross
linkable poly(p-1,2-dihydrocyclobuta phenylene
terephthalamide) (PPXTA) fibers [83]. The
morphology of the failure zones was examined
by SEM of Au/Pd coated samples at 2kV, which
clearly show the kink zones, and by dark field
TEM at 400kV of samples microtomed to less
than 0.1 pm thickness. Compressive failure of
the fibers changed from kink-dominated failure
to brittle rupture with increased heat treatment
temperature, evidently as the result of cross
linking or of chain degradation. A study of the
nature of kink band formation in high perfor
mance fibers, in this case the compressive behav
ior of carbon and polymer fibers (DuPont
Kevlar, Wilmington, DE poly(p-phenylene ben
zobisthiazole) [PBZT], and PBO), was mea
sured using a microscale compression apparatus
in an optical microscope [80]. With increasing
compressive strain, kink band formation was
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observed, and the number of kink bands per
unit length (referred to as kink band density)
was determined. By extrapolating to zero kink
band density, the critical compressive strain was
obtained for the compression of PBO and PBZT
fibers and was calculated to be a 0.42 to 0.57pm
diameter fibril, and not the smaller diameter
microfibrils.

5.1.5.4 Examples of Fiber Studies

Atomic force microscopy has been used exten
sively during the past decade, but direct imaging
of fibers is difficult as they are not flat unless
they are embedded and a flat surface is pro
duced by microtomy. The high sensitivity of
phase contrast to material properties is shown
here by example using a wood pulp fiber image
(Chernoff and Magonov [84]). The height
image (Fig. 5.21A) shows the topographic fea
tures of the fiber, whereas the phase image
shows the different components present (Fig.
5.21 B), notably the cellulose microfibrils and
the amorphous lignin patches. Atomic force
microscopy with chemically modified cantilever
tips (chemical force microscopy) was used to
study the adhesion forces on cellulose model
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surfaces and bleached softwood kraft pulp
fibers in aqueous media [85]. Fibers were sus
pended in water and a drop placed on a glass
cover slide, dried, and used for AFM imaging.
Comparison between the cellulose model sur
faces and cellulosic fibers in this experiment
revealed that surface roughness does not affect
adhesion strongly. XPS and fourier transform
infrared (FTIR) spectroscopy revealed that
both substrate surfaces have homogeneous
chemical composition suggesting that chemical
force microscopy can be used for the chemical
characterization of cellulose surfaces at a
nanolevel.

Nanofibers were imaged by low dose, high
resolution electron microscopy (LD-HREM)
to analyze the fiber structure of regularly
twisted poly(m-phenylene isophthalamide)
(MPDI) strands formed by slow crystallization
from solution [86]. The MPDI chains were
found to aggregate into regular assemblies
exhibiting uniform twisting at several different
length scales. The polymer backbone forms a
flattened helical structure organized into twisted
bundles, which promotes good lateral packing
but leads to an open core running down the
helical axis. The aromatic polyamide (sold

FIGURE 5.21. Atomic force microscopy height image (A) shows the topographic features of the fiber, whereas
the phase image shows the different components present in the material (B), notably the cellulose microfi
brils and the amorphous lignin patches [84]. Scale is 311m on a side. (From Chernoff and Maganov [84],
© (2003) American Chemical Society; used with permission.)
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--100 nm
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commercially as Nomex dry spun fibers , trade
mark of DuPont ) was obtained as a solution,
allowed to precipitate, and suspended on a
carbon coated TEM grid, and the water was
allowed to evaporate. Transmission electron
microscopy bright field imaging of the twisted
fibers was conducted at 200kY; HREM was
conducted at 400kY. A TEM bright field image
in Fig.5.22A shows the uniformly twisted MPDI
fibers, one to eight strands wrapped around
each other forming a periodic structure like a
rope; an inset selected area electro n diffraction
(SAED) pattern of one of the fibers indicates
the highly ordered structure. Low dose HREM
of the twisted fibers revealed different sets of
lattice fingers in the digital fast Fourier trans
formations (FFTs) (Fig. 5.22B). Low dose
HREM image of a small area of a twisted fiber
exhibiting the 1.43nm (100) and 0.54 nm (210)
reflections is shown in Fig. 5.22C with the inset
FFT of the image exhibit ing a latti ce resolution
of 0.28nm. The three dimensional reconstruc
tion of the fiber by electron tomograph y [87]
shows the overall shape of the fiber, and the
cross sections indicatin g the strands are in close
contac t throu ghout their length (Fig. 5.22D, E).
The images reveal the full structure of these
complex nanofibers at molecular resolution. A
full review of HREM of ordered polymers has
been publ ished by Martin et al. [88].

5.1.5.5 Spider Silk Fibers

Spider silk is of interest due to the unique com
binati on of high tenacity and high elongation
and toughness that polymer scientists may learn

..
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from in the development of synthetic fibers.
Spiders synthesize silk, a polypeptide, and spin
fibers using liquid crystalline solution spinning
with a general structure of substitute d nylon 2
(e.g., [89]). The morphology of spider silk is
essentially round in cross section. Images of silk
fibers by light microscopy and SEM as well as
birefringence measurements are commonly
performed on these fibers as with other polymer
fibers (e.g., [90]). The unique ribbon morphol
ogy of some spiders has also been studied by
bright field TEM, AFM, low dose TEM, and
electron diffraction (e.g., [91]). An SEM stub
with double sticky carbon tape was used to
attach a web surface, and the samples were
sputtered with Au/Pd. The silk ribbons were
captured by passing a glass slide above a web
for direct imaging by AFM and after floating
off on water after brief immersion in very dilute
HF for mounting on carbon coated TEM grids.
The mechanism of silk processing has been
studied by Kaplan (e.g., [92]) who used PEO to
form a blend for study. These studies included
SEM of blends and fractured fibers and AFM .
Nanoscale fibers of natural silks were produced
and observed by OM , SEM, TEM, and x-ray
diffraction [93]. Collected fibers were coa ted
with a very thin layer of evapora ted carbon for
TEM, and silk fibers were collected on silicon
wafers and then coated for low voltage , high
reso lution SEM imaging.

It is not surprising based on the significant
number of studies in the current literature that
many researchers interested in high performance
fibers, such as LCPs, are also studying spider silk
fibers. Gould et al. [94]isan example of such work

FIGURE 5.22. Transmission electron microscopy a bright field image (A) of uniformly twisted MPDr fibers
of one to eight strands wrapped aro und each other forming a periodic structure like a rope; an inset SAED
patt ern of one of the fibers indicates the highly ordered structure (scale bar represents 500nm). Low dose,
high resolution electron microscopy (LD-HRE M) (B) of the structure of the twisted fibers revea led different
sets of latt ice fringes in the digital fast Fourier transformations (FFTs). LD-HREM image (C) of a small
area of a twisted fiber exhibiting the 1.43nm (100) and 0.54nm (210) reflections with the inset FFT of the
image exhibiting a latt ice resolut ion of 0.28n m (space bar corresponds with lOnm). Nanofibers of MPDr
were imaged by LD-HREM [86]. The three dimensional reconstruction of the fiber by electron tomography
[87] shows the overall shape of the fiber (D) and the cross sections indicating the strands are in close contact
throughout their length (E) (See color insert). (Fro m Kiibel et al. [86], © (2001) American Chemical Society,
and Kiibel [87]; used with perm ission.)
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FIGURE 5.23. Large scale AFM image of the surface of unstretched threads shows fibers and fibrils. Image
dimension is 4.8 x 4.8,um. (From Gould et al. [94], © (1999) Elsevier; used with permission .) (See color
insert.)

in which AFM is used to explore the surfaces of
silk threads, showing both unordered and highly
ordered regions. Atomic force microscopy images
show that with increasing strain, both mean fiber
and fibril diameters decrease and that fibrils align
themselves more closely with the thread axis.The
observation offibers and fibrilswithin the cobweb
threads has implications for current models of the
secondary and tertiary structure and organiza
tion of spider silk. A large scale AFM image of
the surface of unstretched threads showing fibers
and fibrils in spider silk fibers, Fig. 5.23, appears
remarkably similar to images of LCP fibers (see
Section 5.6) [94].

5.2 FILMS AND MEMBRANES

5.2.1 Introduction

Films and membranes include a formidable
array of materials that are widely used in a range
of industrial applications. Films find application
as coatings, packaging materials such as food
wraps , and dielectric thin films used in electronic
devices such as multichip modules, printed
circuit boards, and active matrix liquid crystal
displays. Newer applications include the use of

LCP films in medical, chemical, electronic, and
packaging applications and fuel cells, fluid distri
bution systems, and in other components. The
varied permeability of polymer films permit
their use in a wide range of applications includ
ing bottles, laminates, gas tanks, and liners for
storage tanks. Films in the form of membranes
are used for separations, controlled release,
coatings and packaging barriers and contact
lenses. Structural studies of films fall into two
major categories: model film studies and the
study of commercial films. Commercial films for
this section include both free standing films and
films on substrates. Discussion of latex films,
coatings, and adhesives is found in Section 5.5.

Model studies are generally conducted in uni
versity research laboratories where the thin, flat
structure of a melt cast or drawn film provides an
ideal specimen for study. Such thin films can be
examined directly or indirectly by TEM as well as
by optical microscopy , SEM, or SPM. Specimen
preparation is minimal, and interpretation of the
image is made easier for several reasons:

1. Structures in very thin films are clearer
because they do not overlap in the transmis
sion image .
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2. Model cast films are made with no possibility
of damage or deformation during specimen
preparation by microtomy or fracture.

3. Structures in model semicrystalline films may
be larger and bett er defined than in commer
cial materials because of lower nucleation
densities or lower quenching rates.

If the TEM is used, interp retation always
requires care, even for this "easier" case . Prob
lems of radiation damage of the polymer [95]
(see Section 3.4) cannot be eliminated by using
thin specimens.

Model film studies are more appropriate and
easier to relate to commercial films in cases
where the orientation is low or primarily uni
axial, as biaxial orientation is difficult to mimic
on a small scale. Films with large second phase
particles also cannot be studied by this method
as the true structure cann ot be reproduced in a
thin film. Nevertheless, many of the basic con
cepts used in describing microstructure and its
developm ent in films, part icularly semicrystal
line films, have been derived from model film
studies. Model studies have helped consider
ably in understanding blown PE films. The x
ray diffraction patterns from these films could
not be interpre ted unambiguously, and their
microstructure was unclear until Keller and
Machin [96] produced the same structures in
model drawn films. They described the struc
ture and showed how it was formed during crys
tallization from an oriented melt. This helped
in many ways as, for example, the effect of
molecular weight distribution on film proper
ties could be understood by its effect on the
structure formation. The orientation in films is
measured by optical bire fringence techniques,
and such studies have shown the effect of resin
molecular weight in stretching of parisons in
the orientation of bottl es [97].

Th in films may be divided into three classes,
depend ing on their molecular orie ntation.
Re al films can be biaxially oriented, with the
molecular chain axis most likely to lie along
the direction of film extrusion (the "machine
direction") and mor e likely to lie in the plane
of the film than perpendi cular to it. However ,
some films have little or no orie ntation, and
their microstructure is similar to the bulk
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polymer, with differences possibly due to the
presence of the film surfaces or the substra tes.
These allow rapid quenching and may increase
nucleation of crystals. Other films are stro ngly
stre tched or drawn as part of the extrusion
process, and molecular alignment along the
machine direction domin ates the prop ert ies.
The se films are fundamentally similar to fibers,
although the geometry is different. The third
class of fil ms may be prepared by biaxial
drawing, for example, to make the molecules
lie in the plane of the film with no strong
machine direction effect. These films have
good properti es in all directions in the shee t,
and include for example, PET (Mylar ; trade
mark of DuPont) and polyimid e (Kapton;
trademark of Kapton Polymers US LLC).
Mylar is a strong polyester film that is used
in consumer mark ets in food wrap , magnetic
audio and video tape , capacitor dielectrics,
packaging, and batt erie s. Kapt on is a high
perform ance polyimide film noted for durabil
ity and performance in extre me temperat ure
enviro nments and is used , for example, in min
iaturized electronic compon ent s, high spee d
locomotive motors, and airbag sea t sensors .

Membranes can be thou ght of as special
types of films that provide specific end use char
acteris tics. Membrane technology has replaced
some conventional techniques for separation,
concentration, or purification [98]. Applica
tions include desa lination, dialysis, blood oxy
genators , controlled-release drug delivery
systems, and gas separation. Processing of
polymer fil ms and membranes is well known to
affect the morphology, which in turn affects the
physical and mechanical properties. As is true
for all films, membrane separation properties
are based on both the chemica l composition
and the structure resulting from the process .
Membranes are produced in two major forms,
as flat films and as porous hollow fibers, both
of which will be discussed.

A wide range of polymer chemical composi
tions is used in both films and membrane mate
rials. A listing of commonly known polymers,
including those found in films and membranes,
is found in Appendix IV. The focus of this
section is on a description of model film studies,
industrial film applications, and flat fil m and
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hollow fiber membranes, with examples of
studies that show their morphology.

5.2.2 Model Studies

5.2.2.1 Introduction

Model studies of soluble semicrystalline poly
mers may be made quite simply by allowing a
drop of a dilute solution of the polymer to fall
onto a substrate, such as a glass microscope
slide, and allowing the solvent to evaporate.
The thickness of the resulting "thin cast film"
may be controlled by changing the solution
concentration, and films about 20--100nm thick
are used directly for TEM. A hot solution or
substrate may be required to control film thick
ness. If the film adheres to the glass too strongly
to be removed for mounting on a TEM grid
without damage, an inert liquid or a water
soluble material, such as NaCI, may be used as
a substrate. For simple optical microscopy, the
films are made thicker and not usually removed
from the glass substrate.

Quiescently crystallized films may be used to
determine the crystal morphology and, for
example, its dependence on crystallization rate
or polymer molecular weight. Drawing the films,
while on a liquid or other deformable substrate,
has been used to follow the spherulite to micro
fibrillar transition and so is clearly relevant to
fiber drawing. Other industrial processes, such
as fiber spinning, film extrusion, and blowing and
injection molding, involve melting and deforma
tion of the molten material and often crystalliza
tion under a high rate of extensional flow. Model
films made under these conditions can be used
to help understand the structure-property rela
tions that result from this large class of industrial
processes.

5.2.2.2 Literature Review

Strained and unstrained films of natural rubber
were examined by Andrews [99, 100] who
showed that the spherulitic morphology of the
unstrained films changes to a fibrillar morphol
ogy with crystalline units on the order of 6-25 nm
wide. This is consistent with the work of Scott
[20] who showed that strain-induced crystallinity
results in fibrillar structures parallel to the strain
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direction. A further development of this idea by
Keller and Machin [96] showed the morphology
of melt extruded PE sheets to be an arrange
ment of lamellar crystals, normal to the stress
direction, arranged in fibrillar units parallel to
that stress. The concept of model film studies
providing information related to commercially
produced materials was described in this study.

Electron microscopy of drawn polypropylene
(PP) films extended the range of these microfi
brillar observations. Sakaoku and Peterlin [101]
prepared thin films by evaporation on a water
surface and then transferred the filmsonto Mylar.
They then drew the Mylar filmsin a simple tensile
deformation frame and the thin PP film was
simultaneously deformed by the same amount.
The PP films were etched by ion bombardment
or with acid, for replication. Dark field imaging
and electron diffraction showed microfibrils
about 20nm wide that had formed in micronecks
in the original crystal lamellae. The stress field at
the neck has a negative hydrostatic component
(trying to increase the volume of the material),
and in thin films longitudinal voids form with
microfibrils bridging the gap, similar to the struc
tures later found to exist in crazes (see Section
4.8.3). The microfibrillar morphology of drawn
materials, shown in the well known Peterlin
model [7], has broad implications for the struc
tures of both fibers and films. Tarin and Thomas
[102] used gold decoration to show the deforma
tion and transformation of a thin, spherulitic PE
film,cast from decalin onto a hot mica sheet, into
a microfibrillar morphology.

Scanning electron microscopy studies of PET
films showed that a range of spherulitic mor
phologies could be induced by casting from
trifluoroacetic acid. Differences in morphology
resulting from different solvent evaporation
rates were studied on cast and stretched films
by polarized light microscopy (PLM) , SEM,
and small angle light scattering [103]. Polarized
light microscopy of model films has often been
conducted using the hot stage, which permits
the determination of the growth habit and crys
tallization kinetics of polymer systems [104].
The disappearance of certain features as the
temperature is raised can be correlated with
melting peaks at the same temperature in DSC
traces. Thin PE samples that would be affected
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by adhering to the glass microscope slide or
coverslip were embedded in a matrix of low
melting point, e.g. low molecular weight PE.

Petermann and coworkers [105-111] con
ducted a series of model studies on the morphol
ogy and crystallization mechanisms of thin films
produced by crystallization under a high rate of
extensional flow.Two preparation methods were
developed to produce oriented thin films (see
Sections 4.1.3.6 and 4.1.3.7). An early method
[105] involved drawing oriented fibers from
molten film surfaces and annealing. Lamellar
thickening occurred during annealing of PE
[106]. A method still used to form high modulus
thermoplastic films was developed to produce
highly oriented films by a longitudinal flow gra
dient, which compares with the industrial use of
high speed spinning processes. The method has
been applied to the study of RDPE and isotactic
PP. The structure of the oriented films is that of
a stack of parallel lamellae on edge, which pen
etrate through the entire film. This makes the
interpretation of transmission images particu
larly simple, as there is no overlapping of adja
cent structural regions. Thin spherulitic films
were formed [112] from a drop of a dilute PE
solution in xylene placed on the surface of glyc
erol at 140°C. After solvent evaporation, the
films were transferred to a hot stage (Mettler
Toledo, Inc. Colombus, OR) placed on an optical
microscope, crystallized, and quenched.

Block copolymers are also cast or spin coated
for evaluation by a range of techniques, and
these are discussed later in this chapter (see
Section 5.3.4.6). Chen and Thomas [113] used
force modulation microscopy (FMM), a SPM
technique that measures relative elasticity across
a surface, to study the block copolymer mor
phology of roll cast and spin coated films. Three
model samples were investigated: unannealed
poly(styrene-butadiene-styrene) triblock copo
lymer, fabricated from solution using roll casting,
cut perpendicular to the oriented cylinders with
a razor blade; annealed and unannealed
poly(styrene-b-methyl methacrylate diblock
copolymer spin coated from solution; and an
ultrathin film of a rod-coil diblock copolymer
cast from a dilute solution onto a carbon coated
mica sheet. Triblock copolymers were strained
in tension using a copper grid as support and
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examined by OM, TEM, and AFM for morpho
logical details of the deformed regions [114]. In
this study, samples were stained in a RU04 solu
tion after microtomy for study of deformation
and fracture properties of the films.

Cheng et a1. [115] studied a polystyrene (PS)
based block copolymer in which organometallic
material, (PS)-block-polyferrocenyldimethylsi
lane (PFS), forms spherical domains within a
PS matrix. The polymer was spin cast from
solution to cover thermally oxidized silicon
with profile grooves 50nm deep and then
annealed and etched with oxygen plasma to
remove the exposed PS, revealing the PFS
spherical domains. Figure 5.24A and Fig. 5.24B

FIGURE 5.24. Scanning electron microscopy images of
PS-PFS polymer spin coated onto a smooth silica
surface (A) and confined in grooves on a silica sub
strate. (From Cheng et al. [115], © (2003) Wiley
VCH; used with permission.)
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are SEM images of the polymer on a smooth
silica surface and confined within grooves in
a silica substrate, respectively. The difference
in the images is to some degree a function of
the substrate topography, which can be used for
nanofabrication [115]. Recently, propylene/
ethylene copolymers were melted to form thin
films in a DSC and rapidly cooled to freeze in
the morphology, then microtomed at -75°C to
expose the bulk for ICAFM [116].Phase images
at different blend compositions clearly showed
the morphology changes.

5.2.2.3 Semicrystalline Films

Thomas and coworkers investigated the struc
ture of PE films by techniques that include
TEM and STEM imaging. Yang and Thomas
[117] studied the crystallization mechanisms
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and morphology of semicrystalline polymers by
defocus imaging of oriented films [105, 110,
118] formed by the method described in the
previous section using PE films formed from
solutions in xylene at temperatures between
122°C and BO°C. Results showed that the melt
draw process does provide films containing
highly oriented lamellar structure. Figure 5.25
shows bright field defocus phase contrast elec
tron micrographs of as-drawn and annealed PE
films [117].The films consist of crystallites with
the molecular axis aligned in the draw direc
tion, as shown in the electron diffraction pattern
inset. The bright field defocus phase contrast
images consist of bright interlamellar regions
and gray crystalline lamellae. The as-drawn
films (Fig. 5.25A) have shorter, less well ori
ented structures, whereas annealing (Fig. 5.25B)
causes an increase in crystallinity, orientation,

FIGURE 5.25. Electron diffraction (top left) and defocus phase contrast micrographs of melt-drawn polyeth
ylene films. Optical diffraction patterns from the micrographs are at top right. As-drawn film (A) is well
oriented; annealing (B) increases orientation and crystal size. Bright regions are interlamellar; the crystalline
regions are gray or dark if they diffract. (From Yang and Thomas [117]; used with permission.)



Films and Membranes

and latera l lamellar size. The long period deter
mined by x-ray diffraction corresponds with
the lamellar spacing observed in the electron
microscop e.

In the model studies discussed thus far ,
thin films were formed from solutions or melts ,
thus limiting preparation artifacts. Important
model studies have also been conducted by
methods more commonly employed to study
the morphology of commercial mat erials.
Two types of studies have been conducted
on samples prepared by (1) production of
microtomed and stained sections (see Section
4.4) and (2) formation of repl icas (see Section
4.6) of acid etched (see Section 4.5) materials.
Both methods result in clear images of lamellar
structures . Bassett and cowork ers developed
the second method and have reviewed its
use for the study of crysta llization and
morphology in PE , other polyolefins, and iso
tactic polystyrene (iPS) [119- 121]. For microt
omy, polyolefins are stained first with
chlorosulfonic acid [122], which makes them
more rigid and easier to microt ome [123,
124]. Quantita tive results for the crystal size
distr ibuti on can be obtained [125, 126] and
compared with the results of SAXS or Raman
spectro scopy [127]. These techniques show
how the crystal morphology in melt cast
films depend s on the molecular weight, molecu 
lar weight distribution, and the crysta llization
temperature.

The microdomain model of crysta llinity in
poly (vinyl chloride) (PVC) by TEM has
provided a controversy that is noted here
simply to highlight the topic of image interpre
tati on and specimen preparat ion issues that
continue to be important, as the conclusions
of Clark and Truss [128] wer e commented
upon by Radzilowski and Thomas [129]. In this
case, the HREM is the technique being used,
and the issues relate to the microscope condi
tions , the filter ing process, the radia tion dose
and damage, which with PVC would includ e
loss of chlorine and specimen thickness. The
issue here is simply that full disclosure of prepa
ration methods and instrume nta l techniques
are a requirement for research papers on
polym ers, as they clear ly affect the images and
interpreta tion.
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5.2.2.4 Amorphous Films

The discussion thu s far has dealt with the mor
phology of semicrysta lline polymers formed
into films. Although it is not clea r where a dis
cussion of the morphology of amorphous or
glassy polymer films should be found , especia lly
in a text primarily on the applications of polymer
microscopy, it is clear that this controversial
topic must at least be summarized. Th e contro 
versy centers on the interpreta tion of images of
thin amorphous or glassy polymer films in the
TEM. Some microscopists have taken the fine
structure in such images to represent tru e struc
tur e in amorphous polymers, whereas others
take them to be artifacts of preparation or
imaging. Most might today take the seco nd
positi on , bu t there are papers [130, 131] that
show that the issue is still open. Grubb [132]
summarized the major arguments involved,
mak ing an impor tant point that the cause for
the disagreement might well be due to not dis
tinguishing the different cases . In fact, the
amorphous material discussed may be a crystal
lizable polymer , such as PET or polycarbonate,
quenched to a glass and annea led be low the
glass transition temperature, or it may be an
amorphous mater ial that never shows crysta l
line order, such as atactic polystyrene or
poly(meth yl methacrylate) (PMMA). Ordered
regio ns in PET could possibly be explained by
allowing that the TEM could detect incipient
crystallizatio n into nanometer-size ordered
regions, wher eas bulk measur ements, such
as x-ray diffraction linewidth, might show
no change from the amorphous state. This,
however. would not be a discovery of orde r in
the amorphous state, and such an explanation
could not hold for all atactic PS (aPS).

The ea rliest studies showing struc tures of
some kind in amorphous films [133, 134] relied
on observation of the film surface by replica
tion , gold decoratio n, and shadowing. In addi
tion , Yeh and Ge il [134] and later Yeh [135,
136] used transmission bright field images of
very thin films of aPS. among other materials,
and claimed to see regions on the order of 3
lOnm across , which were called "nodules" and
modeled as bundles of more or less parallel
chains. Geil [137] summarized these studies,
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showing nodular structures by both surface and
bulk preparation methods. The surface struc
tures seen could not be misinterpretations of
the image but might be artifacts of preparation
or real structures that are associated with the
surface. In either case, again , the observation
does not prove there is order in amorphous
bulk material.

The fine structure seen in TEM of unstained
films is much more difficult to interpret, and it
has been suggested that it is merely random
phase noise in the films made visible by a small
defocus [132, 138, 139]. It is certainly true that
modern high resolution microscopy, and for
polymers this is high resolution, requires
detailed descriptions of the microscope param
eters, when such an image is obtained. An
image from a model structure of some electron
density fluctuation must be calculated, and
only if it agrees with the experimental image
will the model structure be taken seriously.
This level of analysis does not exist for the
amorphous polymer images . Polymers have
the further problem that amorphous materials,
such as unshadowed films, exhibit radiation
damage [140] as do crystalline materials, and
thus it is possible that structures exist , but that
they may not be seen by microscopy [141].
Grubb [142]studied annealed isotactic polysty
rene that contained small crystals and deter
mined that radiation damage would make
crystals smaller than 4 nm across undetectable
by their diffraction.

Uhlmann [139] conducted electron micros
copy studies of thin amorphous films and
observed what he termed a typical "pepper and
salt" texture, characteristic of textures seen
near the resolution limit in the electron micro
scope. For comparison, Uhlmann and cowork
ers [139, 143] obtained SAXS data that are not
consistent with a nodular texture in glassy poly
mers. The SAXS intensity measurements of
glassy polymers such as polycarbonate (PC),
PMMA, PET, PVC, and PS do not support
such a domain structure. Small angle x-ray scat
tering is a more suitable technique than TEM
for detecting order, as a larger sample volume
is statistically sampled.

Some authors do not interpret the textures
observed for amorphous or glassy polymers
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as relating to any order, and the SAXS data
do not support the idea of an ordered structure
in these materials. The interpretation of
the microstructures seen in amorphous glassy
polymer films is clearly different in different
laboratories. The issues are reviewed here,
but no data supporting either view is fully
described as this topic is beyond the scope of
this book. This discussion is meant to
draw attention to the issue of interpretation.
Clearly, electron microscopy provides many
useful observations; however, interpretation of
the micrographs produced is nontrivial for
structures near the resolution limit of the
technique.

5.2.3 Industrial Films

Industrial films of such chemical composition as
polyethylene, polypropylene, and polyester are
manufactured for a wide range of applications
as are high performance films made of such
materials as polyimides and LCPs. Accordingly,
the morphology of these materials is studied
to determine structure-property relations, to
understand how to improve properties, and
also to control the quality of commercial prod
ucts. Although model studies provide consider
able detail relating to the structure, both before
and after deformation of such films, model
materials are generally thinner than commer
cial films, and thus the real product must also
be evaluated. The types of preparation methods
and instrumental techniques utilized closely
parallel those described for polymer fibers.
These techniques include: (1) measurement of
birefringence and gel counting, (2) measure
ment of crystallinity and orientation, (3) TEM
of unstained or stained ultrathin sections , (4)
SEM of surfaces and bulk, and (5) SPM of
surfaces .

Where the film is a coating, an added dimen
sion to the study is the adhesion between the
film and the substrate. Some industrial films
have porous textures that are associated with
the broad field of separation technology. These
porous materials may be termed films or mem
branes, and they will be discussed separately
below.
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5.2.3.1 Optical Microscopy

The refractive index and birefringence of films
can be measured in the optical microscope,
which also allows details of texture in semicrys
talline films to be resolved at the 0.2pm level.
Birefringence is the more common technique
as it permits measurement of the molecular ori
entation. Refractive index can be used to help
identify an unknown material, and a technique
has been described to determine the density
from the refractive index. Density relates to
crystallinity; however, x-ray diffraction, heat
of fusion measurements, and direct density
determination are all more common ways
of obtaining measures of crystallinity. A
biaxially oriented object has three refractive
indices along its three axes (see Fig. 3.10).
When the term "the birefringence of a film"
is used loosely, it normally refers to the differ
ence between the refractive index in the
machine direction and that in the transverse
direction, as observed by viewing the easy
way, perpendicular to the film plane. There
will normally be a larger difference between
the refractive indices in the machine direction
and in the perpendicular direction, but for
this to be seen directly, a view in the film
plane, along the transverse direction, would be
required.

A major topic of interest relating to film
structure is the effect of crystallinity on the
deformation mechanism. The optical proper
ties of biaxially oriented films were studied
in 1957 by Stein [144], who determined the
full set of birefringences by measuring the
optical retardation as a function of the tilt of a
PS film. Samuels [145] used complementary
techniques of x-ray scattering, TEM of surface
replicas, and birefringence measurement in
a study of the microstructure and deformation
of isotactic polypropylene films. The familiar
theme of deformation of spherulites to a fibril
lar structure was again observed in this study.
The application of refractive index measure
ments for anisotropic films has been described
for the evaluation of film properties and
processing variables. Samuels [146] described
methods for determining the percent crystal
linity, birefringence, and refractive index
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distribution for commercial films. Bottle films
have barrier characteristics related to the draw
ratio used in processing. Paulos and Thomas
[147] studied the effect of orientation on
the structure and transport properties of a
high density, blown PE film. Birefringence
and crystallinity measurements revealed that
the decrease in transport properties, and
thus enhanced barrier properties, was related
more to the high level of orientation than
to crystallinity. An example of the spherulitic
texture observed by polarized light microscopy
of a thin cross section of a polyester film is
shown in Fig. 5.26. This texture is related to
the crystallinity of the polymer film, and a
range and distribution of spherulite sizes
can be related to both process variables and
applications.

Blends of polymers (see Section 5.3) are also
often used to form films, and such blown or
extruded films can also benefit from examina
tion by optical microscopy. One such study in
which the blend is composed of LCP reinforced
PE, a blown film used for balloon applications
as different as weather balloons and angioplasty
balloons, was examined by polarized optical

FIGURE5.26. A fine spherulitic texture is observed in
this optical micrograph of a polyester film cross
section taken in polarized light.
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microscopy to assess the size, shape, and distri
bution of the LCP in the PE (e.g., [148]). In this
work, the morphology was observed in polar
ized light using a hot stage at a temperature of
160°C so that the PE phase was molten and the
LCP fibrils were not. In many cases, the film is
thin enough to press it between two glass slides
for direct observation in bright field or polar
ized light.

Another topic of industrial interest is the
evaluation of gels that relate to the cleanliness
and processing of films. Generally, gels are dis
continuities in the film and may be unmelted
polymer, dirt of some sort surrounded by
polymer, or some other material not fully
blended with the film. Gel counting is com
monly done using an optical microscope, such
as in the work described by Huang and Wessel
[149]. The technique involves cross polarization
on stretched film and counting gels at various
magnifications. The gel size distribution can be
obtained for any film that is thin enough to
transmit light, using a range of manual to auto
mated image analysis methods. A similar
method can be used to count "black specks"
resulting from carbonaceous material during
polymerization, or of carbon black size
distribution.

5.2.3.2 Electron Microscopy

The SEM is often quite useful for the observa
tion of the surface structure of films. In order
to evaluate the initial and deformed morpholo
gies, Sherman [150]studied plastic deformation
and tearing in high density PE blown films with
varied molecular weight and melt index. High
resolution SEM studies [151] have directly
shown the lamellae in a blown PE film (Fig.
5.27) prepared by drawing in either the machine
direction or at right angles to the machine
direction. Most commercial films are flat and
smooth, and the surfaces have little structure or
topography present. High tilt angles enhance
the imaging of fine or shallow detail of film
surfaces. In addition, the nature of the fillers or
contaminants on the surface may be determined
by x-ray microanalysis. In the blends study
already mentioned [148], SEM of the film, frac-
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FIGURE 5.27. Direct imaging of lamellae is shown in
this enlarged SEM micrograph of a blown polyeth
ylene film surface. The arrowhead shows a single
lamella. (From Tagawa and Ogura [151]; used with
permission.)

tured in liquid nitrogen, broken perpendicular
and parallel to the extrusion direction, and
sputter coated with gold revealed the LCP
fibrils quite clearly.

Complementary microscopic techniques are
useful in the elucidation of polymer film micro
structures. Optical techniques provide infor
mation relating to the orientation and
crystallinity, and SEM can be used for surface
detail relevant to end uses. Transmission elec
tron microscopy techniques, similar to those
used in model film studies and in fibers, are
useful in describing the internal structures,
especially of spherulites and their deformed
counterparts, microfibrils. Transmission elec
tron microscopy studies of films and fibers con
tinue to provide fundamental observations
relating the structure to properties and appli
cations. Combination of SEM and TEM is
often used , as for example a study of HDPE
blown films [152] that also used SAXS data to
obtain the lamellae orientation functions .
Samples were treated using chlorosulfonic acid
at 60°C for 6 h before being cryoultramicro
tomed and stained for TEM; the samples were
etched with heptane for SEM to make the
lamellae more visible and then sputter coated
with a thin layer of gold. The added use of SPM
can provide very interesting details without as
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FIGURE 5.28. Comparison using TEM (left) and AFM (right) of a highly or iented PE film with lamellar
structure . The arrow shows the molecular structure. Other than shadowing with Pt for TEM , the samples
were identical. Both images can be analyzed to give the same values for lamellar thickness and their height
above the surrounding film, but the AFM image is clearer and shows how the lamellae interlock and branch.
(Fro m Jandt [153]; used with permission.)

much specimen preparation . Direct compari
son of AFM with TEM is shown in Fig. 5.28 of
a highly oriented PE film with lamellar struc
ture. The film was shadowed with Pt for TEM,
so that the topo graph y of one surface contrib
utes most contrast to the image, and the height
of the surface features can be measured by
both techniques [153]; the AFM image is much
easier to obtain and to interpret.

The direct visualization of the deformation
processes in PE has been shown by HREM of
thin films [154]. Adams et al. [154] used a
STEM to study HDPE, formed by a melt
drawing process and subsequentl y deformed at
room temperature. That work shows the cavi
tation and formation of microfibers from
the lamellae during deformat ion and the for
mation of fibrillar morphology under higher
deformation.

The morphology of ionic aggrega tes in
semicrystalline Zn and Na-neutralized poly
(ethylene-ran-methacrylic acid) (EMAA)
ionomer blown films has been studied using

STEM and SAXS by Benetatos and Winey
[155] to assess the effect of film blowing on the
nanoscale morphology.The advantage of STEM
imaging is the ability to assess the ionic aggre
gates directly. Polyeth ylene based ionomers
find application due to their extraordinary
impact toughness and chemical and abrasion
resistance. The ionic aggregates of Zn-EMAA
are spherica l, monodisperse, and uniformly dis
tributed in the blown films prepared at low and
high blow-up ratio as seen in images taken
using high angle annular dark field (HAADF)
(Fig. 5.29A ) and bright field (BF) (Fig. 5.29B).
Image contras t in STEM is based on average
atomic numb er (Z) as the HAADF detector
collects electro ns that have been elastically
scatte red to high angles by high Z nuclei.
Thu s in HAADF STEM , the Zn-rich regions
appea r bright on a dark background corre
sponding to lower-Z elements (hydroca rbon).
In BF STEM , the electrons scatte red to high
angles are not detected , and the high-Z features
appear dark .
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FIGURE 5.29. High angle annular dark field (A) and bright field (B) STEM images of nanoscale Zn-rich
aggregates present in Zn-neutralized EMMA ionomer blown films. (From Benetatos and Winey [155],
© (2005) Wiley-Interscience; used with permission.)

5.2.3.3 Scanning Probe Microscopies

The surface textures of films examined by SEM
are often uninformative, because small changes
in height of the surface do not give rise to sig
nificant image contrast. Scanning probe micros
copy is quite different as the height of the film
surface can be the primary output signal and
height resolution is extremely good, so that an
accurate exaggerated relief map of the surface
can be produced. The magnification perpen
dicular to the plane of the film can be 10 or 100
times the magnification in the plane of the film,
and this brings out surface structure not other
wise visible. Many studies have been made of
very thin or monolayer films of organic materi
als deposited on a flat substrate, which has
commonly been highly oriented pyrolytic
graphite (HOPG). These films may be depos
ited directly or made using Langmuir Blodgett
(LB) techniques in a trough. For example,
Albrecht et al. [156] used LB methods to
prepare extremely thin films of PMMA on
graphite and characterized them by STM and
AFM. These authors were interested in nano
meter scale fabrication and information record
ing; they found that a voltage pulse applied to
the STM tip caused a local modification of
polymer fibrils.

Another example of the use of AFM on very
thin films is the imaging of thin layers of poly
(tetrafluoroethylene) (PTFE) that are depos
ited on glass simply by rubbing it with the solid
polymer. Electron diffraction has shown that
these films are highly ordered and very well
oriented. Atomic force microscopy provides
direct measurement of the film thickness and
continuity [157]. Individual fibrils that were not
attached to the substrate had different appear
ances when scanning in different directions.
This is because the AFM tip pushes them
around during scanning. Arrays of parallel rods
with the intermolecular spacing of PTFE crys
tals are seen. The authors also claim to distin
guish the helical structure of the individual
molecules and compare it with models derived
from electron diffraction.

Two reviews provide further details of SPM
of organic surfaces [158] and thin films [159].
These techniques must continue to be com
pared with more conventional methods in order
to be able to interpret the image and to ensure
that the sizes measured on structural details
have not been modified, such as by the tip in
AFM. Topics such as imaging of individual chem
isorbed molecules, supported physisorbed
molecular assemblies, biopolymers, and bulk
surfaces of polymers are shown imaged under
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vacuum, fluids, and air, and the local surface
modifications imposed by the tip were described
[158] . Hues et al. [159] reviewed many instru
mental issues in regard to the imaging of thin
films by AFM, describing principles of the tech
nique in some detail for the interested reader.

Tsukruk et al. [160, 161] conducted studies
using SPM of organic and polymeric films, from
self-assembled monolayers to composite molec
ular multilayers. Aspects of these films are
described, including the surface morphology,
surface defects, and molecular scale ordering.
Surface modification to the materials during
scanning with the AFM tip is also considered.
Topics such as measurements of the forces
between surfaces, surface stability, wear, adhe
sion, and elasticity are studied by AFM. Tsukruk
[160] discussed molecular ordering, phase trans
formations in monolayer molecular films, fibril
lar surface textures of polymers, such as PE,
cellulose , aramids, polyimide fibers, latex dis
persions, and polymer blends . The stability and
modification of polyglutamate LB bilayer films
in the AFM were also discussed [161].The pos
sibilities for surface modification by the AFM tip
were explored as holes were fabricated or written
into the filmsurface. Bilayers were deposited on
polished substrates cut from silicon wafers, and
AFM images were obtained. In this case, the
data on average thickness and macroscopic
roughness was also shown by x-ray reflectivity
measurements for comparison with AFM. The
ability to use the AFM tip for lithography and
also the potentially adverse effects of AFM
imaging have been discussed (e.g., [162]).

Atomic force microscopy in intermittent
contact and contrast modes has been used to
study the surface topography of films such as
PET containing isophthalate, which shows the
fibrillar surfaces, whereas the addition of isoph
thalate creates a granular texture [163]. Films
and razor cut bottle sidewall samples were glued
onto steel disks with epoxy for imaging. This
study also shows deformation induced by the
imaging force (see Section 3.3). Combined SEM
and AFM were used to study segmented block
copolymer films after gas plasma etching with
carbon dioxide (C02) or argon [164] and com
pared with XPS and contact angle measure
ments . A granular nanostructure was formed
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after CO2 plasma etching although the argon
etching did not change the surface structure;
both treatments increased the wettability of the
films.

Atomic force microscopy and SEM, with
thermal and x-ray techniques, were used to
study the effect of different film production
methods, such as extrusion and compression
molding [165J. Contact mode AFM images of
calcite filled composite films were compared
with SEM, which indicates there is a correlation
of crystallinity to surface roughness of the films.
Thin polymer films are used in demanding
applications, such as diffusion barriers, dielec
tric coatings, and electronic packaging, which
require methods to test their mechanical prop
erties. Stafford et al. [166] developed such a
buckling-based metrology for measuring the
elastic moduli of polymer thin films by using the
spacing of periodic wrinkles in thin films coated
with a soft thick substrate. Silicon wafers are
used for spin casting from dilute polymer solu
tions and thickness measured by interferometry
and surface detail by AFM images showing the
periodic wrinkles. The mechanical properties
of biocompatible protein polymer thin films,
used as coatings for implantable devices for the
central nervous system, have been studied by
scratch testing, tensile testing, and nanoinden
tation. Scanning electron microscopy and SPM
showed the properties were a function of the
microstructure.

5.2.3.4 SEM and SPM Examples

The value of LYSEM is shown, for example in
Fig. 5.30 of aPE biaxially blown film [167]. The
film was cut, pulled until it necked, and imaged
uncoated at 800eY with an undeformed region
showing lamellae (Fig. 5.30A) and an image of
the transition toward deformation (Fig. 5.30B);
Fig. 5.30C is a necked region with fibrils parallel
to the applied load (P is direction of applied
load).

Early application of SPM imaging of lamellar
structures in melt extruded polyethylene films
was shown by Chen et al. with FESEM, bire
fringence, and x-ray scattering measurements
[168, 169]. Polyethylene and PP extruded films
with row lamellar structures are film precursors
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FIGURE 5.30. Low voltage SEM of an uncoated PE biaxially blown film, pulled until it necked and imaged
in an undeformed region showing lamellar deformation (B) and in a region showing necking (C). (Used
with permission, T. Reilly; unpublished [167].)

of flat sheet microporous membranes (see
Section 5.2.4). Birefringence measurements,
using optical microscopy of the melt extruded
films, shows that improved film orientation can
be achieved by one of several methods, anneal
ing, extruding at high speed, or by the use of
high molecular weight polymers. Imaging by
the various scanning methods all clearly reveal
the lamellar structures in the PE and PP films.
X-ray scattering relates the increase of molecu
lar alignment to changes in lamellar perfection
and lamellar alignment during annealing.
These techniques provide a means to establish
structure-process-property relationships for the
manufacture of microporous membranes.
Examples shown in Fig. 5.31 are all annealed
and processed at high extrusion rate with the
molecular weight varied. Field emission SEM
of samples sputtered with 2nm Pt and imaged
at ca. 5kY (Fig. 5.31A) show fine lamellar
structures in a lower molecular weight, annealed
PE film precursor. The STM samples were
mounted on silicon substrates and coated with
5nm Pt using ion beam sputtering (see Section
4.7.3.2).The STM image (Fig. 5.3IB) is of a low
molecular weight, annealed PE film precursor,
illustrating the lamellar structures and spacings,
which are similar to those seen in the FESEM
image. Finally, AFM imaging was performed

by contact AFM [168, 169] (Fig. 5.31C) of a
higher molecular weight sample, revealing
similar detail to that shown by FESEM and
STM. The study showed the effect of polymer
molecular weight, film extrusion rate , and
annealing on lamellar textures was found in
precursor films. The resulting microporous
structures were shown to be a direct reflection
of these precursor effects.

Transmission electron microscopy is gener
ally the preferred method for study of blends
and block copolymer morphologies, but AFM
provides a complement to such studies [170].
Thin films of triblock copolymers were spin cast
onto silicon substrates, annealed, and examined
by ICAFM, which clearly showed the end-on
cylindrical structures formed in the height and
phase images (Fig. 5.32). Characterization of
pentablock material of compression molded
parts was also conducted by TEM and AFM
with the latter images shown in Fig. 5.33, again
showing a similar cylindrical morphology better
resolved in the phase image (right) than in the
height image (left).

5.2.3.5 Electronic Films and Devices

Pentacene and other conjugated molecules are
of interest for use as the active layer in organic
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FIGURE 5.31. Film precursors of
polyethylene flat sheet microporous
membranes, all produced using a
high extrusion rate, and annealed,
but with different molecular weights.
An FESEM image taken at ca. 5kY
(A) shows fine lamellar structures in
a lower molecular weight, annealed
PE film. The STM image (B), taken
using a bias voltage of loomY and a
tunneling current of 1nA, of a low
molecular weight, annealed PE film
precursor reveals three dimensional
lamellar structures similar overall to
the textures in the FESEM image.
An AFM contact image of a higher
molecular weight PE film (C), taken
using a long range scanner with a
pyramidal Si3N4 tip, with the force
monitored using a laser beam and a
position sensitive photodetector,
reveals similar detail as was shown
by FESEM and STM. (From Chen
et a!. [168, 169]; used with
permission. )
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FiGURE 5.32. Height (left) and phase (right) ICAFM images of a hydrogenated SBS (styrene-butadiene
styrene) triblock thin film. (From Bar and Meyers [170]; used with permission of the MRS Bulletin.)

field effect transitors [171, 172]. Pentacene is a
highly crystalline material and has been charac
terized as a thin film, made by thermal evapora
tion of the powder onto carbon coated and
uncoated mica substrates, by OM, FESEM,

TEM (under low dose conditions), and diffrac
tion techniques.

Control of the orientation of organic mole
cules with electric fields plays an important
role in commercial devices such as liquid crystal
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FIGURE 5.33. Height (left) and phase (right) ICAFM images of a hydrogenated SBSBS pentablock thin film.
(From Bar and Meyers [170]; used with permission of the MRS Bulletin.)
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FIGURE 5.34. Optical micrograph (left) and bright field TEM image (right) of PHIC on a bend device, taken
from the same region of the same specimen. (From Martin [173], © (2002) Elsevier; used with
permis sion .)

displays and also has the pot ential to form
other devices . Martin [173] studied poly(hexyl
isocyanate) (PHIC) and poly(benzyl L
glutamate) after orientation by the electric
field while in solution and solidified into a
stable, oriented structure by solvent evapora
tion. Images in OM and TEM provided a
means to directly image the disclinations that
mediate molecular alignment. Films were cast
from solution onto a glass slide and an electric
field used for orientation while optical images
were recorded on film and with a video camera.
Transmission electron microscopy was per
formed at 120kV using a LaB6 filament. Since
the PHIC is on a bend device that is 3 mm x
3mm with a small 1 mm window, the same
region of the sample is used for imaging by OM
(left) and TEM (right), as seen in Fig. 5.34
[173]. These images permit determination of
the relation between image contrast in OM and
TEM for samples of known thickness and
orientation.

Scanning probe microscopy techniques
have been used to characterize surfaces
related to the processing of benzoc yclobutene
(BCB) dielectric thin films. Thermally cured
resins and photodefinable resins are used

for electronic applications, such as multichip
modul es, printed circuit boards, and active
matrix liquid crystal displays [174, 175]. Scan
ning thermal microscopy (SThM) is being
used to provide property information about
polymer surfaces, such as the study of the
processing of photodefinable benzocyclobutene
(Photo-BCB) dielectric films to make vias to
conductive copper substrates [174].After devel
opment and hard thermal cure of the photode
fined material , an oxygen plasma is used to
remove the residues in the via holes. Perspec
tive view ICAFM images of 30l1m holes before
and after plasma treatment are shown in
Fig. 5.35. Topview SThM images before
plasma treatment are shown in Fig. 5.36 with
the DC images (left) giving an indication of
thermal conductivity where the brighter areas
are more conductive. The AC phase images
(right) are the result of a modulation on
the 40°C DC signal at 1kHz (top) or
30kHz (bottom) frequency. Intermittent
contact mode AFM is also used to follow
changes in adhesion promoter morphology
to help explain adhesion performance between
the polymer dielectric and silicon oxide
wafer substrates . The surface morphology of
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FIGURE 5.35. Intermittent contact AFM image of
35Jim via holes patterned in a photoBCB thin film
over a copper substrate before plasma treatment to
remove polymer residues (top) and after treatment
(bottom). (From Meyers et al. [174],© (2000) Amer
ican Chemical Society; used with permission.)

the promoter layer after deposition at room
temperature and after baking is shown in
Fig. 5.37 [175].

5.2.3.6 Multilayered Films

Multilayered films can be formed by various
processes to create a structure with specific
mechanical and physical properties. Microlay
ers of foam/film were formed by microlayer
coextrusion technology [176], resulting in
unique mechanical properties studied by
optical microscopy. Cohen et al. [177] studied
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the deformation mechanism of a structure
of alternating glassy rubbery layers, at
different orientations of the deformation. Films
of a polystyrene-polybutadiene-polystyrene
(PS/PB/PS) triblock copolymer were prepared
by casting from solution, using a roll casting
technique in which the solution is processed
between rotating cylinders while the solvent is
evaporated. The morphology was studied using
TEM of samples stretched to 300% and cross
linked by electron irradiation (energy 2.6MeV,
dosage 200 Mrad) at the MIT High Voltage
Lab. Cryosectioning was done at -90°C, and
sections were stained in the vapor above a 4%
aqueous solution of osmium tetroxide for 2 h to
stain the PB component prior to examination
by TEM at 200kV.

Hiltner, Baer, and coworkers have conducted
extensive work on the production and observa
tion of microlayers, assemblies of thousands
of alternating layers of two polymers , with
individual layer thickness on the nanometer
size scale, that create an "interphase" region by
layer multiplying coextrusion (see Section 1.3.2)
(e.g., [178-180]). Multilayered tapes consisting
of two ductile and incompatible polymers (PET
and PC) were made by coextrusion of both
components as uniform laminates with thou
sands of alternating layers [178]. The multilay
ered PET/PC samples were annealed at high
temperature, and semithin sections (ca. 1Ilm)
were cut using glass knives parallel to the extru
sion direction and perpendicular to the layers.
Sections were strained in tension, stained in
RU04 vapor, and imaged by high voltage elec
tron microscopy (HVEM) at 1000kV. Adhikari
et al. [179] also studied PET/PC multilayer
composites, in this case by TEM (120kV) of
ultrathin sections made using a diamond knife
and treated in RU04 vapor for several hours.
Intermittent contact mode AFM was conducted
on the cryoultramicrotomed block face to
show the strain-induced structural changes.
An extruded film of an amorphous polyester,
poly(ethylene terephthalate-co-l,4-cyclohex
anedimethylene terephthalate) (PETG), and
PS was embedded in 5min epoxy, cured over
night at room temperature, sectioned perpen
dicular to the plane of the film, and the flat
block face was examined in air by AFM, as seen
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FIGURE 5.36. Scannin g thermal microscopy images of 3511m via holes patte rned in a photoBCB thin film
over a copper substrate before plasma trea tment to remove polymer residues. DC thermal images (left) and
AC phase images (right) are shown for frequencies of 1kH z (top) and 30 kHz (bottom). (From Meyers et
al. [174], © (2000) American Chemical Society; used with permission.) (See color insert. )

in Fig. 5.38, showing the layer thickness in the
assemblies [180].

Chao tic advection, described and reviewed by
Aref [181], has been used as a meth od to build
in situ blend morphologies by the recursive
stretching and folding of melt doma ins in
response to shear flows by Zumbrunnen and
coworkers at Clemson University to produce

multilayer films and interpenetrating blends
[182]. Chao tic mixing of immiscible binary com
ponents was used in both batch and cont inuous
flow process to obtain extruded films with many
interna l layers, the former to enable study of
the formation and the latter for industrial films
[183]. Polystyrene and low density polyethylene
(LDPE) were used as a model binary system and

FIGUR E5.37. Intermittent contac t AFM images of adhesion prom oter after spin coating at room temperature
(left) and after a hot plate baki ng step at 100DC (right) . (Fro m Meyers et al. [175], © (2001) Wiley-YCH;
used with permission.)
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FIGURE 5.38. Atomic force microscopy phase images showing cross sections of PETG/PS assemblies with
different layer thicknesses (left is 60nm, center is 30nm, right is 8nm). (From Liu et al. [180], © (2004)
American Chemical Society; used with permission.) (See color insert.)

samples cut to 300Jim thickness and then pol
ished with a silk lap and 0.05Jimalumina powder
in water for OM study. For blends produced for
longer mixing times and containing thinner films,
samples were fractured after immersion in liquid
nitrogen for study by LVSEM in orientations
parallel and perpendicular to the axes of the
mixing cavity. Barrier filmscan also be produced
by chaotic mixing as was done for ethylene vinyl
alcohol copolymer, LDPE, and maleic anhy
dride modified PE, the latter used as a com
patibilizing agent [184]. Morphology study was
conducted after freeze fracturing and gold
sputter coating for SEM; in early work, delami
nation of the extruded films was observed.
Nanoscale structures have also been developed
by chaotic advection [185]. A multilayer blend
morphology that has a hierarchical structure and
intrinsic mechanical interlocking was formed by
chaotic advection of immiscible polymer melts.
In this study [182], a continuous chaotic advec
tion blender (CCAB), or "smart blender," was
used to investigate influences of these morphol
ogies on tensile and impact toughness properties
of PP-LDPE blends. Extruded blends provided
improved properties relative to properties asso
ciated with droplet morphologies typically
obtained with conventional compounding equip
ment . Film samples produced using different
specific rod rotation sequences (N) were exam
ined by LVSEM. Films were immersed in liquid
nitrogen for 5min or longer, fractured in the
transverse or machine direction , and evaluated
as a function of N to show progressive morpho1-

ogy development. A comparison of morpholo
gies in the machine direction (Fig. 5.39A-C) and
transverse view (Fig. 5.39D) is shown for 500Jim
films at N = 12 for various LDPE volumes
[182].

Finally, an industrial example of end use
appearance in a film with a modifier is shown
in Fig. 5.40 [186]. For hazy or cloudy films, the
resolution of TEM may be needed as in this
example of a multilayer film that appeared
clear as extruded but cloudy after deep drawing
to 80% of its original thickness. A dispersed
polymeric phase in the symmetrical nylon layers
surrounding a central barrier layer deforms
from mostly submicron spheres too small to
scatter light (Fig. 5.40A) into mostly microme
ter sized flat "pancakes" that scatter much more
light (Fig. 5.40B) [186].

5.2.4 Flat Film Membranes

5.2.4.1 Introduction

The technology of membrane separations con
tinues to be a growing field where the polymer
membrane contributes unique separation prop
erties based on its structure and on its chemical
composition. Various manufacturing processes
are used to create special structures in forms
such as flat films and hollow fibers. Lonsdale
[187]provides a review of the history and status
of separation media and their applications, and
a text [188] provides a discussion of the materi
als science of synthetic membranes.
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FIGURE 5.39. Comparison of morphologies in machine direction views for 500,um films at N = 12 for (A)
10%, (B) 20%, and (C) 30% by volume LOPE shows the fibrous structures at lower volumes and a dual
continuous phase morphology at higher volumes. A transverse view of the interpe netrating morph ology in
(C) is shown in (D) . (Fro m Ohoble et al. [182], © (2005) Elsevier; used with permission .)

Conventional filters pro vide separation of
particles in the range of 10 to 1000,um. Microfil
ters, ultrafilters, nanofilters, and reverse osmosis
membran es provide sepa ration on the scale
from l,um down to less than a nanometer, as
shown in Table 5.2. In order to provide such
varied separation properties, the pore size,
shape, and distribution are significantly different
in these membranes. Microfiltrat ion involves
the passage of water and dissolved materials
while retaining micrometer sized suspended
materials using homogeneous membra nes.
Micropo rous membran es or microfiltration
(MF) can meet many separation demands when
the pore size range is 0.05-1 ,um, providing a
range of applications [1 89]. Ultrajilters (U Fs) are
surface permeable , passing water and salts while
retaining macromolecular sized particles. The
relation between the surface pores and flux for
ultrafilters has been described [190]. Nanofiltra-

tion (NF) is the newest named memb rane,
enabling the removal of monovalent ions such as
chlorides at the 50% to 90% level and often used
for water softeners and raw water treatment.
Reverse osmosis (RG) filters pass water and
retain both dissolved and particulate materials
in the ionic size range. Reverse osmosis mem
branes are generally asymmetric and anisotro
pic; that is, they have a gradient of pores ranging
from a dense surface layer to a porous substruc
ture, which provides mechanical strength, and
they only work in one direction. Compos ite
membran es are also asymmetric with a thin
surface film sprayed or coated onto a porous
substructure, suppor ted by a synthetic fabr ic.

5.2.4.2 Literature Review

Electron microscopy has been applied to the
determination of the structure of membranes for



296 Applications of Microscopy to Polymers

FIGURE 5.40. Transmission electron microscopy thin section of phosphotungstic acid stained cryosect ions of
an as extruded (A) and deep drawn (B) coextruded film constructed of toughened nylon/barrier resin/tough
ened nylon. (From Wood [186]; used with permission of the American Chemical Society Rubber
Division.)

correlation with transport properties. The SEM
provides both the best overall view and detailed
three dimensional images of these structures
[191]. Optical microscopy can give a rapid over
view without the possibility of a change in struc
ture caused by an electron beam or vacuum.
Essentially, three structural types of membranes
have been described: homogeneous, asymmet
ric, and composite. In the homogeneous mem
brane ,the pore structuresare uniform throughout
the cross section, whereas asymmetric mem
branes exhibit a pore gradient from a dense
surface layer to macrovoids . Polycarbonate and

TABLE 5.2. Membrane separation processes

polyacrylonitrile are examples of homogeneous
membranes, and polybenzimidazole (PBI) and
cellulose acetate (CA) are examples of asymmet
ric membranes. Composite membranes have a
dense surface layer with a support structure com
posed of another polymer , often polysulfone .

Transmission electron microscopy was used
to study high temperature polyimide-based
nanofoams derived from triblock copolymers
for applications in microelectronics packaging,
storage cells, and high temperature polymer
membranes [192]. Films before and after
forming were prepared for microtomy by sub-

Process Filtration Materials retained Pore size

Conventional filtration

Microfiltration (MF)

Ultrafiltration (UF)

Nanofiltrat ion (NF)

Reverse osmosis (RO)

Gas separation

Coarse filters

Microporous membranes

Membrane

NF membrane
Not as pure as RO

Semipermeable membrane

Semipermeable membrane

Large particles

Suspended matter

Macromolecules, colloids
(passes salts)

Dissolved and suspended
materials (ionic) saline
at 50-90% at 200psi

Dissolved and suspended
materials (ionic) saline
at 98-99 % at 200psi

Gases and vapors

>2 (10-1000) psn

O.l-20f.lm

O.01-O.5f.lm

1-80 nm

1-80 nm

0.2-1.5nm
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merging only part of them in the epoxy making
it easier to locate them for trimming and leaving
the protruding film free of embedded epoxy.
Sampl es wer e microtomed at room temper a
ture using a diamond kni fe and the sections
picked up and sta ined in the vapo r of a 1%
RU04 solution. Transmission electron micros
copy imaging at 200 kV showed irreg ularly
shaped voids with nanometer size pores.

Field emission SEM and AFM have been
used to image surface topograph y of membranes.
Imaging with FESEM at low voltages does not
require a metal coatin g, which might fill very fine
pores if a thick layer is used. Low voltage is
import ant to minimize beam damage of fine
topography , again as the finer pores might be
easily damaged or filled with carbon prior to the
operator even being aware it has taken place.
Comparison of AFM with SEM is most useful to
ensure that interpretation of the AFM images is
accurate. Atomic force microscopy does not
require that the membrane be dry nor is the
sample placed in a high vacuum system, although
this is requ ired for SEM. Variable pressure
SEMs permit hydrated materials to be imaged ,
however, this technique is not very useful at very
high resolution , so its value depends on the level
of de tail that is of interest. Fritsche et al. [193,
194] studied the structure of polyeth ersulfone
ultrafiltration membranes using SEM and AFM,
concluding that size differences in the topogra
phy was due to the metal coa ting and vacuum
used in the SEM , although they prepared the
samples by different meth ods.The SEM samples
were dried . frozen in liquid nitrogen, and frac
tured, followed by Au coatin g and imaging at
80,OOOx using a 25kV electron bea m. The SEM
images clearly showed cracks in the thick metal
coating, not mentioned by the authors, but sig
nificantly different sized textures were obse rved
in the AFM images of hydrated , uncoated
samples. For such comp arisons to be valid, the
specimen preparation must be similar and the
condit ions used should not produ ce artifacts.

Ultrafiltra tion membranes made of dif
fere nt materials-polyeth ersulfone (PE S),
poly(vinylidene fluoride) (PVDF). and polyac
rylonitri le (PAN) - have also bee n character
ized by FE SEM and image analysis (e.g., [195]).
Samples were coated with a 5 nm layer of sput-
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tered Pt for FESEM at 2 or 3kV, and images
were digitized for analysis using the public
dom ain program NIH Image (developed by the
National Institut es of Health, Division of Com
puter Research and Technology). Results,
combined with porosity and water permeability
values, gave material information. Nanofiltra
tion type electronically conductive membranes,
formed by deposition of a gold coating (150 nm
thick), und er a comme rcial NF membrane, have
also been studied by FESEM (e.g., [1 96]).

Atomic force microscopy is finding more use
in examina tion of membranes, but artifacts
must be addressed , as was don e by Bowen and
Doneva [197], who noted changes in pore size
and stru cture and used Fast Fourier Transform
(FFT) filtering to show the true pore shape .
Samples for AFM were prepared by attaching
them to steel disks with double sided tape.
These same authors used AFM to charac terize
ultrafiltration membranes [198, 199] and char
acterized the pore dimensions and quantified
the interaction or adhesion of cellulose with
two polymeric UF membranes. A tomic force
microscopy was also used to characte rize
molecularly imprinted composite polyethersul
fone membran es for quantification of the pore
size and surface roughness [200].

Proton exchange membranes (PEMs) are
being developed using rigid rod polymers as the
supporting substrates as they have the potential
to meet the high strength, dimensional stability,
chemical resistance, good barrier properties, and
high temperature properties requi red for fuel
cell applications. Fuel cells have the potential
to produce cleaner more efficient energy.
Rigid rod polymer membranes, such as poly(p
phenylenebenzobisoxazole) (PBZO) and poly(p
phenyleneb enzobisthiazole) (PBZT), have been
extruded and studied by wide angle x-ray diffrac
tion (WAXD), SAXS, AFM , SEM, and TEM
[201]. Fracture surfaces were prepared after
immersion in liquid nitrogen for low voltage high
resolution SEM . Samples for TEM were micro
tomed from an epoxy mounted sample, followed
by surface etching with oxygen plasma. At omic
force microscopy was conducted in the repul sive
contact mode on small pieces of the membranes
mounted on the sample holder with double sided
tape. Layers were peeled from both surfaces with
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tape and the thickness measured with an AFM.
The study showed the orientation of the rings
with respect to the surface and suggested their
potential as microporous PEMs.

Yang and Martin [202] have been working
on developing biocompatible polymer coatings
on the surface of neural implants to lengthen
their life when they are implanted in the
brain. Microporous films of the conducting
polymer developed for this application,
poly(3,4-ethylenedioxythiophene) (PEDOT)
and polypyrrole (PPy), were electrochemically
deposited on the microelectrodes of neural
probes using different sized polystyrene latex
spheres as templates. Scanning electron micros-
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copy revealed a three dimensional microporous
structure consisting of voids with intercon
nected channels; the surface morphology varied
with the particle size of latex spheres and
coating thickness.

5.2.4.3 SEM: Surface and Bulk

The SEM is used for the study of the surface
and bulk structures of membranes. Membranes
are prepared by attaching them to the specimen
stub and applying a conductive surface coating.
Bulk structures are observed for membranes
fractured in air or liquid nitrogen, sectioned, or
critical point dried. Figures 5.41 and 5.42 are

FiGURE 5.41. Scanning electron microscopy micrographs of several membrane surfaces reveal a range of
pore structures that in turn result in a range of separation applications. An experimental, microporous,
polyethylene membrane is shown (A) with elongated, stretched porous regions of various sizes, separated
by fibrils, in the draw direction and unstretched lamellae normal to the draw direction. This surface structure
is quite different from three commercial membranes (B-D). One membrane (B) consists of a low density
network of rounded pores, many of which are larger than IJlm across. A nucleopore membrane (C) has
more defined pore structure with rounded pores bored through from one side to the other. The morphology
in (D) is an open network structure with the polymer in the form of strings of particles.
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FlqURE 5.42. A polysulfone composite membrane is shown in both cross section (A and B) and surface views
(C). Scanning electron microscopy images reveal large macrovoids on the bottom side of the membrane
within a porous texture support layer. A dense surface layer (arrow) appears to be composed of granular
particles of polymer with little pore volume. Some surface porosity is seen (C), but these pores are consider
ably smaller than those observed in the bulk of the membrane. Chemical etching of the top surface results
in removal of the active surface (D), which gives another view of the bulk porous morphology.
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examples of the varied structures of typical
membranes that can be imaged by this tech
nique. An experimental HDPE microporous
membrane has pores elongated in the draw
direction (Fig. 5.41A) where the pores are less
than 1pm wide and have a range of lengths to
about 2usn. The pore volume is formed by
stretching lamellae; the remaining unstretched
lamellae are seen as flatter regions, perpen
dicular to the draw direction. Another
example (Fig. 5.41B) is a membrane with a
large, rounded, and stretched porous network.
A nucleopore membrane (Fig. 5.41C) has very
discrete and rounded pores etched randomly
into the film surface. This structure is similar to
the polycarbonate nucleopore films [187],which
have circular pores of constant cross section
that run from the top to the bottom of the mem
brane. A cast membrane (Fig. 5.41D) has an
open three dimensional network structure that
appears formed by polymer in coated, particu
late strings.

Polysulfone composite membranes provide
a different chemical composition and struc
ture compared with some of the examples
shown. A polysulfone composite membrane is
shown by SEM of cross sections (Fig. 5.42A,
B) and of the top surface (Fig. 5.42C). A porous
texture is seen (Fig. 5.42A) with larger
macrovoids near the bottom surface. There
is an open porous structure with a pore
gradient, with smaller pores nearer the dense
top surface (Fig. 5.42B). The asymmetric
membrane has very fine surface pores, about
0.05-0.2 pm across (Fig. 5.42C) with an under
lying open network composed of strings of
polymer. The surfaces of composite mem
branes are generally dense, and SEM micro
graphs may not reveal any resolvable surface
pores. Chemical etching of this dense surface
layer is useful to observe the porous substruc
ture (Fig. 5.42D).

5.2.4.4 Reverse Osmosis Membranes

Cellulose nitrate and cellulose acetate (CA)
were among the first asymmetric, reverse
osmosis membranes to be produced [203].
Plummer et al. [204] described 13 specimen
preparation methods for the observation of
CA membrane structures. They pointed out
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the lack of contrast in epoxy embedded sec
tions and that one of the best stains, osmium
tetroxide, reacts with the polymer. Freeze frac
tured membranes were found by these authors
to be of questionable value. In our experience,
if care is taken, SEM study of fractured mem
branes can provide an informative view of the
structure even though some structures collapse
and their sizes cannot be accurately deter
mined. A method found acceptable was ultra
thin sectioning of gelatin embedded wet
membranes (TEM). The structure of CA mem
branes was shown by replication [205] and
SEM [206].

Optical, scanning, and transmission electron
micrographs of a commercial cellulose acetate
asymmetric membrane are shown in Fig. 5.43.
Each view provides a different perspective on
the membrane structure while, together, they
give the complete structural model. Specimen
preparation for OM and TEM cross sections
was by microtomy of embedded membrane
strips using a method developed to limit struc
tural collapse (see Section 4.3.4). An optical
micrograph (Fig. 5.43A) shows the membrane
cast on a woven support fabric with an active
surface layer (top), which appears as a "skin"
several micrometers thick, and a support struc
ture of rounded macrovoids. Scanning electron
microscopy images (Fig. 5.43B, C) provide
higher magnification views of the membrane
cross section formed by fracturing in liquid
nitrogen; this bulk view shows the network of
submicrometer sized pores (Fig. 5.43C). Trans
mission electron microscopy micrographs (Fig.
5.43D, E) show greater detail of the micro
structure, although there is little contrast
between the polymer and the epoxy embed
ding media. Smaller pores, not clearly resolved,
are observed near the membrane surface
(arrows), and larger pores are seen deeper
within the asymmetric membrane (Fig. 5.43E).
Resolution of the finest pores is limited due to
the section thickness.

Asymmetric polybenzimidazole membranes
have been developed for RO applications, in the
form of hollow fibers [207] and flat film mem
branes [208] for water transport. By comparison
with cellulose acetate, PBI has very attractive
chemical, flammability, and thermal properties.
There are two problems encountered in attempt-
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FIGURE 5.43. Cellulose acetate membrane structures
are shown by complementary techniques. The optical
micrograph (A) shows an overview ofthe membrane,
cast on a woven fabric support (bottom). A surface
layer (arrows) is observed above large, rounded mac
rovoids (V). Scanning electron microscopy cross sec
tions reveal these macrovoids in more detail (B) and
also show the nature of the fine pores (C). A TEM
micrograph (D) of a section near the surface (arrow
heads) reveals a dense layer, with a porous micro
structure, shown more clearly at higher magnification
(E).
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FIGURE 5.44. The fine structure of a PBI asymmetric membrane is shown in TEM micrographs of cross sec
tions. A dense surface layer (arrowheads) is observed in a micrograph (A) taken with the high brightness
lanthanum hexaboride gun that shows no pores are resolved in the top 50nm of the dense surface layer.
Pores on the order of about 0.05)1mare clearly shown (B) within the membrane support structure.

ing the preparation of such membranes for TEM:
(1) deformation during drying and (2) lack of
contrast. Often, specific methods must be devel
oped for each membrane type, although method
development is quite time consuming.

A general method was developed [209] to
limit drying deformation by directly embedding
the wet membrane and removing water during
resin infiltration (see Section 4.3.4). Transmis
sion electron microscopy micrographs taken
with a lanthanum hexaboride high brightness
gun, for enhanced resolution, show pores less
than 5nm, but no pores are resolved in the top
50nm of the surface layer (Fig. 5.44A) of this
PBI membrane. Within the bulk membrane
(Fig. 5.44B), there are much larger pores (about
50nm). Scanning electron microscopy images of
a fractured, critical point dried membrane (Fig.
5.45) show robust, macrovoid structures with
the top dense surface layer clearly composed of
a monolayer of densely packed, deformed par
ticles, about 80nm in diameter, packed so closely
as to limit surface porosity. Less well packed
particles form the more open bulk membrane
texture. The structure shown confirms those
hypothesized from earlier TEM replica studies
of wet poly(amide-hydrazine) and dry poly
imide asymmetric membranes [210, 211].

Thin film composite polyamide membranes
are used for reverse osmosis and nanofiltration

FIGURE 5.45. High resolution SEM images of a criti
cal point dried and fractured PBI membrane reveal
the fine structure quite clearly. The overview micro
graph (A) shows the macrovoids (V) and the porous
walls within the membrane. The robustness of the
macrovoids suggests that the method is useful for
observation of the in situ structure. The dense surface
layer is composed of spherical particles (arrowheads)
that are deformed into a dense monolayer, whereas
the support structure below is formed by a more
open network of these spherical particles (B).
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due to their excellent perform ance and econom
ics for water treatment. Freger et al. [212] modi
fied the surface of a polyamide membrane by
grafting of a hydrophilic polymer onto the
surface to improve the fouling propert ies of thin
film composite membranes. The structure of the
NF membranes was modified using graft polym
erization of acrylic (AA) monomers and was
characterized by AFM, TEM, and Fourier trans
form infrared spectroscopy. The NF-200 mem
brane (Filmtee; trademark of Dow Chemical
Co., Midland MI) is composed of a serniaro
matie piperazine-based PA layer on top of a
polysulfone support reinforced with a polyester
nonwoven backing. Atomic force microscopy
images were taken of dry membranes, although
the RO membranes in this study were measured
in a liquid cell under water on the AFM. Mem
branes were stained by treatment with dilute
NaOH solution, followed by immersion in an
excess of uranyl nitrat e for about 15min, washed,
and dried in a vacuum at 40°C. For TEM, dry
treated samples were mechanically sepa rated
from the backing and small pieces embedded in
resin, cut to 60- 100nm thickness using an ultra
microtome, and placed on a carbon/collodion
covered copper grid for imaging at 120k Y.
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Figure 5.46 shows an AFM image (left) of modi
fied NF-270 with an average surface roughness
of 4.9nm and a TEM cross sectional image
(right) of a similarly modified membrane [212].

5.2.4.5 Microporous Membran es

A method using staining and ultramicrotomy
(see Section 4.4.2) has been demon strated that
shows the three dimensional structure of micro
porous membranes such as Celgard 2400 and
2500 membranes (trademark of Celgard USA,
Charlotte, NC) [213]. Celgard is formed by film
extrusion, annealing, and stretching isotactic
polypropylene. This produces an oriented crys
talline structure with parallel arrays of pores
[214]. The surface view of Celgard 2400 was
shown by high resolution FESEM (see Fig. 4.31)
where rows of pores are aligned parallel to the
machine direction and drawn fibrils separate
regions of undrawn crystalline lamellae and
define the pore volume. The surface structure of
Celgard 2400 has much smaller pores than
Celgard 2500, but the overall three dimensional
structures are similar. Transmission electron
microscopy sections of Celgard 2400, prepared
along the three axes, are shown in Fig. 5.47.
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FIGURE5.46. Atomic force microscopy image (left) of a modified NF-270 membrane (size of image is ca. 1
x l urn) and TEM cross sectiona l image (r ight) of the same mem brane. (From Freger et al. [212], © (2002)
Elsevier : used with permission .)
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FIGURE 5.47. Transmission electron microscopy
micrographs are shown of a surfactant treated and
osmium tetroxide stained Celgard 2400 membrane
cut along the three dimensions of the membrane:
along the machine direction, across the machine
direction, and in the plane of the membrane along
the face. A section cut along the machine direction
(A) reveals fibrils (F) separating electron dense
pores (P), filled with stained surfactant, arranged in
rows elongated in the machine direction (arrow).
Unstained lamellae (L) are white regions between
these pores. The cross axial section (B) shows that
these pores are arranged in networks that do not run
straight across the film but have a tortuous path.

Ultrathin sections cut along the axis, in the longi
tudinal direction (Fig. 5.47A), show the pores are
oriented parallel to the machine direction. Dense
regions are surfactant stained, nonporous regions
are white, and gray regions result from the effect
of the section thickness [213].The fibrils separat
ing the pores do stain but not as much as the sur
factant filled pores. The cross section (Fig.5.47B)

Applications of Microscopy to Polymers

is composed of a network of pores, with little
order, in agreement with the axial view. The
TEM micrographs clearly show short parallel
rows of pore channels, separated by unstretched
lamellae and defined by the drawn fibrils. There
is a random, tortuous pore volume that provides
unique microporous membrane applications.
These micrographs could be combined to formu
late a three dimensional model as was done
earlier for Celgard 2500 (Fig. 5.48).

Field emission SEM , using a cold cathode
field emission gun (FEG) SEM , of Celgard
2400 (samples supplied by B.A. Petrey, Celgard
USA) lightly coated with carbon [215] were
compared with ICAFM images of the same
membrane, prepared by attachment to carbon
tape on a steel fiat [216]. The FESEM images
are shown in Fig. 5.49 with fine, aligned pore
structures. Atomic force microscopy images, in

FIGURE 5.48. A three dimensional model of Celgard
2500 (trademark of Celgard LLC) is shown com
posed of sections cut along, across, and in the plane
of the machine direction viewed by TEM. The
surface is shown by an SEM micrograph. (From
Sarada et al. [213]; used with permission.)
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FIGURE 5.49. Field emission SEM images of Celgard
2400 clearly showing the porous network . (From
Robe rtson , lEOL USA , Peabody MA [215];
unpublished. )
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Fig. 5.50, in height mode (left) and phase mode
(right) , clearly show the same structure overall
with detail resolved in the phase images of the
undeformed lamellae, perpendicular to the
draw direction (fibrils).

Field emission SEM has provided increased
information in the case of several experimental
membranes [217] with very different pore
structures. In the first case, the surface of a
PTFE membrane exhibits a nonuniform series
of rounded pore s (Fig. 5.51A) , and an image
taken at much higher magnification reveals the
three dimensional nature of the pores as they
extend into the bulk membrane (Fig. 5.51B).
The surface of the membrane is seen to be
wrinkled in texture, but various attempts to
view the image at lower magnifications, after
high magnification imaging, did not reveal
picture frame contrast that would suggest
that this texture is due to beam damage . In a
final example [217], a two phase system was
processed into a film that was fractured and
imaged. Details of the texture shown in the
FESEM images in Fig. 5.52 reveal very coarse,
irregularly shaped pores and fine, dispersed
second phase particles.

5.2.5 Hollow Fiber Membranes

The structures of hollow fiber membranes are
somewhat analogous to those described for
flat film or sheet membranes produced from
similar polymers. Hollow fiber membranes
[187, 218] have been produced from CA, PP,
PBI, polysulfone, aromatic polyamides, and
polyacrylonitrile. Polysulfone hollow fibers
were described [219] in an SEM study that
showed a dense skin formed on the surface
with a porous or spongy subsurface support
structure. The fibers were prepared for SEM by
breaking at liquid nitrogen temperature. The
porosity of the hollow fibers was shown to be
complex and asymmetric. Cabasso and Tarnva
kis [220] described composite hollow fiber
membranes in some detail, showing the surface
structure was composed of a polysulfone porous
substrate coa ted with cross linked polyethyle
neimin e or furan resin. A dense , semiperm e
able layer on top of the porous substructure
is responsible for high salt rejection in this
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FIGURE 5.50. Atomic force microscopy images taken in intermittent contact of Celgard 2400 taken using
moderate amplitude, light tapping, clearly show consistent details to the TEM and FESEM images with
detail of the undeformed lamellae running perpendicular to the draw direction (fibrils).
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FI GURE 1.3. A thin section of bulk crystallized nylon, in polarized light, reveals a bright , birefringent and spheru 
litic texture. (A) At high magnification, a classic Maltese cross pattern is seen, with black crossed arms aligned
in the position of the crossed polarizers; the sample was isothermally crystallized, and exhibits large spherulites.
(B) The sample quenched during crystallization yielding large spherulites surrounded by smaller ones.

Polymer A

Polymer B

FlOW >

151 Die Element

Flow >
2nd Die Element

FIGURE 1.8. Schematic of layer multiplying coextrusion used for forced assembly of polymer nanolayers
shows that two die elements mult iply the number of layers from 2 to 8. (From Liu et al. [66], © (2004)
American Chemical Society; used with perm ission.)
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FIGURE 3.15. Two images of a thin melt cast film of high density polyethylene: the region is 200 x 250pm. The
left hand image was taken in crossed polars. The radial "Maltese cross" is due to the extinction position. The
spherulites in this material have dark circumferential bands. The crystals twist as they grow, and their orientation
in these bands has the optic axis perpendicular to the specimen plane. The right hand image is the same area
when a first order red plate is also used. The blue and yellow colors show that the spherulites are negative.

FIGURE 3.16. Two images of a thin melt cast film of polycaprolactone. As with Fig. 3.15, the region is 200 x
250pm and the left hand image was taken in crossed polars. The spherulites in this material are much less
regular and some show colors under crossed polars, indicating a thicker film or a larger birefringence. The
right hand image is the same area when a first order red plate is also used. The colors can still show that
these spherulites are also negative.
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FIGURE 5.4. A polyester fiber in polarized light,
aligned at 45° to the crossed polarizers. The dark
bands are fringes that reflect the high-order birefrin
gence. In the orthogonal position, the same fiber
would exhibit extinction and thus appear black.

FIGURE 5.19. Tire cords are shown by several com
plementary microscopic methods. A cross section of
an adhesive coated yarn is shown by optical micros
copy (A).
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FIGURE 5.18. Combination of optical microscopy and EDS analysis permits the identification of contami
nants plugging a spinneret. Rust colored material present on the spinneret (A) was scraped off to give the
EDS spectra (B). The plugging material contains silicon, phosphorus, antimony, titanium, chromium, and
iron. The copper is due to the specimen holder.
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FIGURE 5.22. The three dimensional reconstruction of the fiber by electron tomography [87] shows the
overall shape of the fiber (D) and the cross sections indicating the strands are in close contact throughout
their length (E). (From Kubel et al. [86], © (2001) American Chemical Society, and Kiibel [87]; used with
permission.)

FIGURE 5.23. Large scale AFM image of the surface of unstretched threads shows fibers and fibrils. Image
dimension is 4.8 x 4.8,um. (From Gould et al. [94], © (1999) Elsevier; used with permission.)
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FIGURE 5.36. Scanning thermal microscopy images of 35 f1m via holes patterned in a photoBCB thin film
over a copper substrate before plasma treatment to remove polymer residues. DC thermal images (left) and
AC phase images (right) are shown for frequencies of 1 kHz (top) and 30kHz (bottom). (From Meyers et
al. [174], © (2000) American Chemical Society; used with permission.)
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FIGURE 5.38. Atomic force microscopy phase images showing cross sections of PETG/PS assemblies with
different layer thicknesses (left is 60nm, center is 30nm, right is 8nm). (From Liu et al. [180], © (2004)
American Chemical Society; used with permission.)
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FIGURE5.58. Scanning tunneling microscopy pro vides a direct measurement of the depth of a pit. This is the
height difference between the media surface and the cent er of the pit, as see n in this image, especially where
the depths of struc tures are very shallow compared with the thr ee dimensional geometry. Th e total height
varia tion in the image is 77nm divided into 15 different colors; the depth of the pit is ca. 41 nm. (From
Goldberg et al. [281]; used with permi ssion .)
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FIGURE 5.67. Intermittent contact mode AFM height and phase images of CET-GRC (5 wt.% rubber, 0.1pm diam
eter) after cryo-polishing (images are 1 x 0.3jlffi). The table at the right indicates the parameters used to generate
each pair of images. (From Meyers et al. [174], © (2000) American Chemical Society; used with permission.)
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FIGURE 5.76. Height (left) and phase (right ) images (5pm on a side) of a thermoplastic vulcanizate made by
mixing EPDM, iPP, and carbon black show the detailed morphology of these complex blends. (From
Magonov and Yerina [253], © (2005) Springer; used with permission.)

FIGURE 5.112. At omic force microscopy image of nano- l/SWCNT sample exhibiting a Y-junction (1) and
an X-junction (2)( A). Transmission electro n microscopy image of pepti de-coated SWCNTs exhibiting Y
junction apparently crea ted through pept ide-peptide interactions provided complementary evidence that
individual peptide-wrapp ed SWCNTs cou ld be isolated using an amphiphilic a- helical pepti de (B). (From
Musselman et al. [506], © (2004) American Chemical Society; used with permission.)
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FIGURE 5.121. Atomic force microscopy images of glass fiber surfaces heat cleaned and acid treated (B) show
little surface detail, whereas a silanized glass fiber surface (C) shows detail with height information. The top
view (D) after treatment with acetonitrile solvent shows detail of the particle size. (From Turrion et al. [584],
© (2005) Elsevier; used with permission.)
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FIGURE 5.122. Height images of ethylene octane (EO) copolymer dispersions, dried on glass slides at room
temperature, were heated and imaged to show the effect of particle size on film formation temperature using
an AFM with a miniature hot stage. (From Li et al. [586]; unpublished.)
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FIGURE 5.124. Atomic force microscopy images of PEDOT/LiCI04 coatings deposited on gold-coated sites
with deposition charge (A-C) of 1.8, 7.2, 43.2mC. The scanning length was 2pm. (From Yang and Martin
[587]; used with permission, Materials Research Society.)
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F IGU RE 5.129. Thick and thin regions of a thermo
tropic melt structure in polarized light. In a thick
region (A), the fine structure is not too clear but the
onset of decomposition is shown by the round
bubbles. A thinner region (B) shows thread-like
detail and a nematic texture with four brushes.
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F IGURE 5.130. A polarized light micrograph of a
section cut from a molded article reveals a complex,
fine nematic texture with no obvious orientation.
Color in the image enhances the detail.

FIGURE 5.131. Incomplete extinction in uniaxially
oriented TLCP fiber, ribbons and films give a "salt
and pepp er" texture that is seen as individual
doma ins less than 0.5Jim across. The similar polar
ization colors in polarized light suggest the domains
are within the same order and thus have similar
birefringence.

FIGURE 5.133. Polished thin sections of a low orien
tation extrudate observed in polarized light. An
unoriented free-fall strand shows banding normal to
the strand axis (arrow) and away from the slightly
oriented skin.
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FIGURE 5.137. Skin-core structures are shown in
more detail in a highly magnified polarized light
micrograph with the specimen at 45° to the crossed
polarizers. The skin is seen clearly to be more ori
ented than the core.

FIGURE 5.138. Free-fall TLCP strands are shown in
polished sections in circularly polarized light (A)

FIGURE 5.141. A glass fiber reinforced LCP compos
ite is shown to have interesting morphology. A pol
ished thin section is shown in polarized light (A) to
exhibit a fine domain texture with some orientation
of the polymer on the glass surfaces.

FIGURE 5.145. Optical micrograph of an ultrathin
longitudinal section of an extruded experimental
PBZT film (on a TEM grid) in polarized light with
the fiber at 45° to the crossed polarizers. A definite
skin-core texture is observed as the skin appears
bright yellow and the core appears blue and less
oriented.
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FIGURE 6.2. Thin calcite films obtained by heating a PMAA brush stabilized ACC film for 2h at 250°C.
(A) Polarized optical micrograph; (B) LC-PolScope image (retardance values are indicated as false color);
(C) retardance gray-scale image (red vector overlay indicate s the orientation of the slow birefrin gence axis);
(D) high magnification SEM image. (From Tugulu et al. [38]; reproduced with permission.)
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FIGURE 6.8. Thermal analysis of a multilayer polymer using a nanoTA heated tip. The sensor deflection was
used for detection of the glass transition temperature of each component when the penetration was confined
to each layer. For the PMMA , this was 120°C, and for the PC, it was 160°C.
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FIGURE 6.15. Comparison of IR mapping and IR imaging of a thin tissue section measured in transmission.
Integrated intensities of a band typical of sugar polymers in tissues (at 1,155em") are plotted at the top and
those for methylene (at 2,850cm-') at the bottom. Mapping with 12,um aperture and 10,um stepping is shown
on the left (32 x 32); IR imaging (64 x 64) on the right. Images are 250,um square. (From Schultz [307];
reproduced with permission.)
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FIGURE 6.23. X-ray photoelectron spectroscopy microprobe images of contamination on a polyester sheet.
(A) A secondary electron image; 20/lm x-ray beams on the indicated area gave (B) the survey electron
spectrum and (E) the high energy resolution spectra. These show the presence of fluorine in the contaminant
and by the presence of CFz that it is a fluorocarbon. The maps of (D) carbon and (C) fluorine confirm this
and also show that the other smaller contaminants seen in the secondary electron image are not of the same
material. (From PHI [367]; reproduced with permission.)
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FIGURE 5.51. The surface of a PTFE membrane imaged at 5kV in an FESEM exhibits a nonuniform series
of rounded pores and a three dimensional nature as the pores extend into the bulk membrane. The surface
of the membrane appears wrinkled in texture, but imaging at lower magnifications, after high magnification
imaging, did not reveal picture frame contrast that would suggest this texture is due to beam damage . (From
M. Jamieson, unpublished [217].)

asymmetric RO membrane. Scanning transmis
sion electron microscopy was used to image
ionomers used in novel polyimide membranes
such as in the production of asymmetric hollow
fiber gas separation membranes requiring high
thermal stability [221].Hollow fiber gas separa
tion membrane cross sections were prepared
for FESEM imaging by cryofracturing the fiber
in liquid nitrogen and sputter coating with

elemental chromium or Au/Pd; the dense
surface layer was found to be key to properties
[222]. Scanning electron microscopy images
of freeze fractured hollow fiber membranes
produced by dry-jet wet spinning from
PEEKWC,a modified poly(ether ether ketone) ,
were used to make pore size measurements
as a function of different spinning conditions
[223].

FIGURE 5.52. Field emission SEM images of a two phase polymer system, processed into a film that was
fractured and imaged, reveals coarse, irregularly shaped pores and fine dispersed phase particles. (From M.
Jamieson, unpublished [217].)
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FIGURE 5.53. Hollow microporous polyethylene fibers are shown in SEM images of cross sectional (A) and
longitudinal (B) views, which permit assessment of the structures.

An example of a PE hollow fiber membrane
was prepared for SEM by fracturing in liquid
nitrogen to show the bulk cross sectional struc
ture (Fig. 5.53A), and a cold razor blade was
used to fracture the fiber for the longitudinal
view (Fig. 5.53B). Combination of both views
shows the dimensions and the porous structure.

5.3 ENGINEERING RESINS
AND PLASTICS

5.3.1 Introduction

It is well known that the microstructure and the
mechanical properties of engineering resins
and plastics are determined by the chemistry of
the polymers and the manufacturing process.
Thus, resins and plastics produced by such pro
cesses as injection and compression molding,
extrusion, and thermoforming are evaluated by
microscopy techniques in order to determine
their structure and to provide an understanding
of structure-property-process relations. The
range of polymers that are considered engi
neering resins and plastics is very large, and
their applications are even broader. A listing of
common commercial plastics and resins is pro
vided in Appendix IV with trademarks and
some applications. Information such as pro
cessing data, mechanical properties, and other
detailed information can be found on the
company Web sites and in many texts; for

example, Daijal [224], Margolis [225], Paul and
Sperling [226], and Paul et al. [227]. Sperling
[228] is an excellent teaching text that provides
all the basic concepts of multicomponent poly
mers, modeling of their behavior, fracture
behavior, and characterization by many tech
niques, including microscopy. The more recent
edited volume by Michler and Balta-Calleja
[229) covers the broad range of work on
mechanical properties resulting from specific
polymer nanostructure and morphology
with review chapters on polymer morphology,
characterization techniques, processing, and
mechanical property development.

5.3.1.1 Resins and Plastics

Polymers in the category of engineering resins
and plastics may be classified in several ways.
They may be thermoplastic or thermoset. They
may be crystalline or amorphous, and they may
be single phase or multiphase systems. This
would allow for eight types of materials except
that thermosets, because of their irregular cross
linked structure, are never crystalline. Single
phase polymers do not have discernible second
phase structures of different chemical composi
tion. Thus, homopolymers and random copoly
mers are single phase polymers, even if they are
semicrystalline and so contain amorphous and
crystalline regions. Blends of the few pairs of
polymers that mix well (miscible blends) can
also produce single phase material. The single
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phase polymers have a wide range of mechani
cal properties and morphologies, which depend
on their specific characteristics, such as flow
behavior and melting point, if they are crystal
line. Examples of single phase thermoplastics
are PE, iPP, PA, and POM, which are all crys
talline, and PS, PMMA, poly(vinyl acetate)
(PVAC), and polystyrene-poly(phenylene
oxide) (PS-PPO) blends, which are all amor
phous. Epoxies, unsaturated polyesters, and
phenol formaldehydes are examples of single
phase materials that are amorphous thermo
sets. Much information can be obtained by
microscopy of crystalline thermoplastics,
whereas microstructural study of single phase
amorphous materials is not usually of much
practical interest. This is why most microscopy
studies of single phase polymers relate to crys
talline materials, and amorphous polymers are
mostly described as part of multiphase
systems.

Multiphase or multicomponent polymers can
clearly be more complex structurally than single
phase materials, for there is the distribution of
the various phases to describe as well as their
internal structure. Most polymer blends, block
and graft copolymers, and interpenetrating
networks are multiphase systems. A major
commercial set of multiphase polymer systems
is the toughened, high impact or impact modi
fied polymers. These are combinations of poly
mers with dispersed elastomer (rubber) particles
in a continuous matrix. Most commonly, the
matrix is a glassy amorphous thermoplastic, but
it can also be crystalline or a thermoset. The
impact modified materials may be blends, block
or graft copolymers, or even all of these at
once.

As may be guessed from the names for these
systems, the rubber particles are added to
improve the mechanical properties of the matrix
material, particularly to improve their impact
strength or toughness. The size of the rubber
particles, their distribution, composition, and
compatibility with the matrix all influence the
mechanical properties of the final engineering
resin.

Typical multiphase polymers that include
elastomers are:
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(1) high impact polystyrene (HIPS);
(2) acrylonitrile-butadiene-styrene (ABS);
(3) poly (styrene-acrylonitrile) (SAN);
(4) acrylonitrile-chlorinated poly(ethylene

styrene) (ACS);
(5) poly(styrene-butadiene-styrene) (SBS);
(6) ethylene-propylene terpolymer (EPDM).

5.3.1.2 Characterization

A wide range of microscopy techniques are
applied to the characterization of engineering
resins and plastics. For example, crystalline
polymers are viewed by polarized light micros
copy (PLM) to reveal the size and distribution
of spherulites and the nature of the local orien
tation. Surface details, such as wear and abra
sion, are best viewed by SEM or SPM. Vaziri
et al. [230] for example conducted a detailed
investigation of the wear of polymer materials.
Scanning electron microscopy of fractured and/
or etched materials provides additional infor
mation on multicomponent structures. Com
bined OM and EM and more recently AFM are
applied to measure the size and distribution of
the dispersed phases for correlation with
mechanical properties such as impact strength.
Particle size distributions are now routinely
obtained with commercial image analyzers.
Critical parameters, such as calibration and sta
tistical sampling, were considered in a study of
latex particle size distribution (see Section
4.9.2) using automated image analysis [231].
Dispersed phase particle size measurements
of acrylonitrile blends were made directly
from PLM micrographs and from TEM
negatives [232] with a similar system. A
morphological parameter, "CoContinuity," has
been developed for quantitative measurement
of morphology in co-continuous polymer blends
[233].

Wu [234] reviewed the basic principles of
optical and electron microscopes and their
applications to characterization and investiga
tion of polymer toughening mechanisms. Mul
tiphase polymers are prepared for SEM by
methods such as fractography, etching, and
extraction and for OM and TEM by thin sec
tioning methods. The dispersed phase in a
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multiphase polymer is often directly examined
by SEM study of fractured surfaces. Polymers
with large dispersed phases that adhere poorly
to the matrix are the best candidates for direct
analysis but are unfortunately the worst engi
neering materials. Well adhered and small dis
persed phases are often not visible directly
in fractured samples viewed in the SEM. Elec
tron microscopy of polymer blends has been
reviewed by Bassett [235]. Chemical staining,
chemical and electron beam etching [236], dif
ferential interference contrast [237, 238], and
phase contrast TEM are all methods to increase
image contrast. X-ray microanalysis and back
scattered electron imaging provide contrast
based on the presence of high atomic number
materials, such as chlorine in poly(vinyl chlo
ride). Bucknall [239] reviewed applications
of microscopy to the deformation and fracture
of rubber toughened polymers, pointing out
the need for complementary techniques to be
used especially for study of deformation micro
mechanics. In this review, PLM is said to
be important for study of crazing, TEM
for study of cavitation behavior of complex
rubber particles, and SEM to study all
micromechanisms.

The method of differential radiation induced
contrast depends on enhancement of contrast
in multicomponent polymers where the compo
nents have different electron beam-polymer
interactions [236]. Contrast has been observed
in sections of styrene-acrylonitrile/poly(methyl
methacrylate) (SAN/PMMA) polymers where
the PMMA exhibits a high rate of mass loss com
pared with SAN, creating contrast between the
phases. It is well known that electron irradiation
results in chain scission and crosslinking, loss of
mass, and crystallinity [95]. Polystyrene, polyac
rylonitrile, and SAN crosslink and thus are stable
in the electron beam, whereas polymers exhibit
ing chain scission, for example, PMMA, POM
and poly(vinyl methyl ether), degrade in the
beam. It is suggested that experiments be con
ducted on the homopolymers to determine the
expected irradiation damage mechanism in the
multicomponent system [236].

There are multiphase polymers where OM
and SEM techniques cannot fully describe the
microstructure due to a combination of small
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particle size (less than 0.5.um) and good adhe
sion between the dispersed phase and the
matrix. Additionally, broad particle size distri
butions are often encountered, and in these
cases a combination of techniques is required
to describe the microstructure. Transmission
electron microscopy requires ultrathin speci
mens, about 50-500nm or less in thickness,
which are prepared by film casting or ultrathin
sectioning. Films formed by casting or dipping
methods provide a much easier specimen prep
aration method than ultrathin sectioning of
bulk plastics; however, a major question in such
studies is always whether the microstructure is
the same as in the bulk polymer. Specific stains
are often required to provide contrast between
the dispersed phase and the matrix polymer
(see Section 4.4).

Newer techniques can aid imaging and inter
pretation of information for engineering resins,
blends, and plastics. Field emission SEM at
low voltages can replace conventional SEM,
providing similar information but with much
more detail. From early work in the late 1980s
showing the utility of improved contrast and
reduced beam damage, even with metal coated
samples [240,241], advances have been made
that permit imaging of uncoated specimens
with excellent resolution [242,243]. Imaging of
polymer blends and copolymers has benefited
from LVSEM imaging. Schwark et al. [244]
imaged the surface morphology of styrene
butadiene block copolymers by LVSEM. Hime
lfarb and Labat [245] characterized polymer
blends and block copolymers using both con
ventional and LVSEM and TEM of stained
polymer blends. In this work, they used prefer
ential staining with ruthenium tetroxide and
suggested that higher accelerating voltages (10
25kV) are preferred for the measurement of
particle size and shape. For high resolution
images of surface topography, in this case 20nm
domains in hydrogenated styrene-butadiene
styrene block copolymers, the spatial resolu
tion in LVSEM iscomparable with conventional
TEM. Imaging of polymer blend systems has
also been done using variable pressure SEM
and STEM (e.g., [246,247]). The advantage of
this technique is that samples do not require
metal coatings or modification, and controlla-
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ble charging effects can provide novel voltage
contrast. Often, high resolution SEM imaging
reveals smaller dispersed phase sizes, interfa
cial regions, and other details that preclude the
need for the more laborious microtomy and
staining required for TEM. In the cases of
"molecular composites," of structures formed
by spinodal decomposition, HREM can often
image domains that were not seen previously,
and such materials may have been thought to
be composed of a single phase.

The scanning probe microscopies are also
important to engineering resins because such
imaging does not require a high vacuum system,
and finer surface detail may be imaged than by
SEM, FESEM, or TEM. Annis et al. [248] and
Vezie et al. [249] provided the first detailed,
complementary studies of diblock copolymers
using conventional TEM, low voltage high res
olution SEM, and AFM. Bar and Meyers [170]
reviewed SPM applied to polymers. Magonov
described AFM techniques in a number of
review papers [250-253], including imaging of
a range of polymer blends. Cross-linkable
epoxy thermoplastics modified with 5wt.%
grafted rubber concentrate were "cryo-pol
ished," that is, cryomicrotomed, at -90°C using
a diamond knife to provide a smooth surface
(block face) for SPM [174]. intermittent contact
mode AFM was applied to the study of both
adhesion and mechanical deformation on this
sample. Pfau et al. [254] used TEM and force
modulation AFM to map elastic properties for
a variety of blends, including rubber toughened
PP and HIPS, preparing samples by microtomy.
Thomann et al. [255] studied blends of iPP with
random poly-(ethene-co-1-butene) (PEB) using
phase imaging ICAFM, OM, and TEM. Inter
mittent contact mode AFM was used to study
polydimethylsiloxane (PDMS) samples of dif
ferent crosslink densities [256]. Michler et al.
[257] studied the toughness enhancement of
nanostructured amorphous and semicrystalline
polymers using SEM, TEM, HVEM, and SFM
of a variety of blends by in situ deformation,

One of the major problems with AFM char
acterization is the use of microtomy to prepare
a flat surface (block face), which can result in
artifacts and surface roughness, even debond
ing the interfacial regions. This limitation has
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been addressed by using focused ion beam
(FIB) preparation (see Section 4.5.5) followed
by ICAFM [258] to analyze model interface
thicknesses in HDPE/PS/PMMA ternary
blends. The SEM and AFM images were ana
lyzed to quantify the volume average diameters;
it was found that the polymers had different
etching rates resulting in topologic contrast in
ICAFM. Clearly, SPM imaging requires the
same careful consideration and complementary
techniques that are required for all imaging
techniques. Examples of the various imaging
techniques will be provided in the sections
that follow.

5.3.2 Process-Structure Considerations

5.3.2.1 Extrusion and Molding

A brief description of the relation of the extru
sion and molding process to engineering resin
or plastic morphology is intended to provide a
basis for structure-property studies and is not a
complete description of polymer manufactur
ing processes. The focus is on examples of the
structure of crystalline or crystallizable thermo
plastics formed by these processes. There is a
wide range of processes than can be considered
for manufacturing polymer products including:
extrusion, injection and compression molding,
RIM (reaction injection molding), blow
molding, thermoforming, and casting, among
many others (e.g., [259, 260]). The structure
formed by any process affects the mechanical
and physical properties. The structural hetero
geneity resulting from injection molding of
plastics results in a higher degree of anisotropy
for instance compared with compression
molding and extrusion, but similar techniques
are used to evaluate the microstructures formed
by these processes. Specialized processes for
blends will be noted in Section 5.3.4. In the fol
lowing discussion, most of the background
information has been taken from the earlier
edition of this book and, for example, from
Griskey [260], who should be considered if
greater details are required. Further details
regarding these processes are found in the ref
erence books and on the polymer manufactur
ers' Web sites.
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Extrusion can be defined as the shaping of a
material by forcing it through a die by means
of a rotating screw using a machine called an
extruder. The goal is to deliver thermally homo
geneous polymer melts at a uniformly high rate
whether the machine is an extruder, blow
molding machine, or in cases in which the melt
is injected into a mold, as in injection molding.
Polymer material in the form of pellets is gener
ally fed into the hopper of the extruder and
then to the screw channel where thermal energy
is supplied by external heaters and the flowing
polymer. The plastic is melted and conveyed
through a series of screw components and ulti
mately to a die, which results in mixing of the
polymer or polymers and other materials. This
process causes deformation, resulting in molec
ular orientation in the extrusion direction. The
amount of orientation depends on the polymer,
temperature and flow rate of the melt, among
other factors. Single screw, twin and multiple
screw configurations all affect the melt flow and
the final morphology of the extruded and/or
molded product. Extruded products include
fibers, films, tubes, rods, and pipes and pellets
used for further processing (e.g., injection
molding).

In the case of injection molding, generally
the polymer pellets, of either neat or filled
polymer (composites), are heated until they are
melted or thermally softened and forced into a
mold and then cooled to a specific shape. There
are clearly many more engineering details to
fully understand these processes, but overall
the polymer morphology in extrudates and
moldings is affected by the major process vari
ables, such as melt and mold temperature, pres
sure, shear, and elongational flow.The injection
process causes deformation of the polymer and
orientation in the flow direction. The flow
pattern during mold filling [261] has a semicir
cular shaped advancing front, curving toward
the mold wall, where the macromolecules orient
parallel to the wall. Orientation induced by
elongation and shear flow is found in the flow
direction [262], especially near the surface. As
with extrusion, the injection molding process
causes formation of anisotropic structures.
Anisotropic morphologies formed due to such
flow fields are termed skin-core, multilayered,
or banded to describe the variation in orienta-
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tion in the final specimen. Molded parts are
used in all major industries today.

Bowman [263] conducted a systematic study
of the structure-property-process relations of
injection molded polyacetals (polyoxymeth
ylene, or POM) and observed correlations
between process conditions, structures, and
mechanical properties. Barrel temperature
effects were studied as they are known to influ
ence both microstructure and mechanical prop
erties [264]. Increased barrel temperature was
shown to reduce the outer skin layer while
increasing the extent of the equiaxed, unori
ented core, resulting in decreased tensile yield
strength parallel to the injection direction.

Compression molding is used with thermo
setting resins, finding limited use today and it is
not useful for intricate parts. Compression
molding involves placing polymer powder or
granules into a mold and softening by heating.
This process consists of forcing a resin and a
curing or crosslinking agent into a mold using
pressure resulting in thermosetting the product.
There is little orientation because polymer flow
is limited. In injection molding, the polymer
melt is injected into a cooled or heated mold.
Compression molding is generally used for very
high temperature parts and for thermosets.
Blow molding is a process that is used to
produce hollow objects, and it may be extrusion
blow molding, injection blow molding, or
stretch blow molding with the former being
used in much commercial production. Blow
molded parts include bottles and fuel tanks.

5.3.2.2 Spherulitic Structures

The units of organization in polymers are lamel
lae or crystals and spherulites. Bulk polymers
are composed of lamellar crystals that are typi
cally arranged as spherulites when cooled from
the melt. Polymer melts solidified without defor
mation form structural units, termed spherulites,
composed of a central nucleus with a radiating
array of lamellae. Process variables can affect
the physical properties of the material during
processing, which in turn affects the resulting
morphology. The morphology of the fabricated
product in turn influences final mechanical prop
erties and part performance. Pressure increases
during processing, for instance, can increase
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both the melting temperature and the glass tran
sition temperature of a polymer, with the result
that the polymer solidifies more quickly. In a
crystalline polymer, the nucleation density can
increase, resulting in a decrease in spherulite size
with increased pressure in injection molding. A
schematic image of a spherulite was shown in
Chapter 1 (see Fig. 1.1), and a PLM image of an
acetal cooled from the melt (see Fig. 1.2) shows
the recrystallization and formation of spheru
lites (see Section 1.2.2). The size and nature of
spherulites is well known to be affected by the
temperature of crystallization, as was shown for
example for PET [265]. Standard production
processes, such as extrusion and molding,
however, often produce deformation of the
spherulitic structure, and the local polymer ori
entation is frozen in the final product. The crys
tallization of polymers is also affected by their
composition and whether they are homopoly
mers or multiphase polymers. More details on
the morphology of crystalline polymers has been
published by Bassett (e.g., [266-268]).
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Keith et al. [269] reported that small concen
trations of compatible polar polymers change
the morphology of aliphatic polyesters. Crystal
line polyesters such as poly(s-caprolactone)
have much larger spherulites when about 1%
PVC or poly(vinyl butyral) is added. These
amorphous polar polymers act as antinucleating
agents; typically these are polar, low molecular
weight compounds that preferentially adsorb on
the nucleating impurities and have a low melting
point. At the polymer crystallization tempera
ture, they keep a liquid surface on the particles
that usually act as nuclei, suppressing their
effect. This study, using transmitted light inter
ference contrast microscopy to observe the
banded spherulites, shows that miscible poly
mers can act in the same way.

Polarized light microscope images show details
of the spherulitic structure in molded nylon. The
nonspherulitic skin, a transition zone, and a
spherulitic core region are observed in Fig.
5.54A. This is as expected, as the quench rate
declines away from the surface, for example, in

FIGURE 5.54. Polarizedlightmicrographs of a moldednyloncrosssectionshowa nonspherulitic skin (top in A)
and rounded isolatedspherulitesin the transitionzone. A classical Maltesecrossextinction pattern isobserved
withblack brushesshowing the radial texture withinthe spherulites(B). (See alsoFig.1.3 color insert.)
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FIGURE 5.55. Banded spherulites are observed in TEM of perman
ganically etched, high density copolymer exhibiting a mature
banded structure (A). Intermittent contact mode AFM images of
the same polymer are shown in a normal height image (B) and in
a three dimensional height image (C). (From Janimak et al. [271],
© (2001) Elsevier; used with permission.)
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the transition zone, and thus there is some nucle
ation of spherulites. A view of the transition
zone (Fig. 5.54B) shows round spherulites in a
fine textured matrix. The equiaxed spherulites,
especially adjacent to the skin, indicate there is
little or no orientation. Poly(butylene terephthal
ate) (PBT) skin thickness has been shown to
increase with decreasing melt and mold tem
peratures, resulting in increased impact proper
ties in bars with molded-in notches [270].

As with all microscopy techniques and prepa
ration methods, artifacts can form and be imaged
by AFM. Examples of AFM images are shown
here, using permanganic etching of a thin film
[271] and microtomy followed by permanganic
etching [84]. Images of PE spherulites have been
made using AFM to examine the three dimen
sional profile of permanganically etched, HDPE
[271,272]. The advantage of AFM imaging is the

ability to obtain direct three dimensional infor
mation without the need for heavy element
staining and replication for TEM. The first
example of AFM imaging of spherulite struc
tures is a comparison with the standard TEM
method [271]. Specimens were melt crystallized
under dry nitrogen at 170°C in a hot stage, cooled
at 15°C/min to room temperature, and micro
tomed in a rotary microtome and slices exam
ined with interference contrast OM followed by
etching for 3 h in a 1% w/v solution of potassium
permanganate dissolved in 2: 1 sulfuric and dry
ortho-phosphoric acids (see Section 4.5). For
TEM standard, two stage indirect carbon repli
cas were made of the etched specimen using
cellulose acetate film moistened with acetone.
The etched high density copolymer observed by
TEM of a replica (Fig. 5.55A) shows the banded
structure as is also seen directly using ICAFM
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FIGURE 5.56. Intermittent contact mode AFM height images of a microtomed surface of a commercial LDPE
pellet , before and after perm anganate etching (A and B, respectively), and in a phase image (C) of the
spherulite. Size of images are 20,um on a side. (From Chernoff and Magonov [84], © (2003) American
Chemical Society; used with permission.)

height images (Fig. 5.55B, C), showing several
impinged spherulites in a normal height image
and three dimensional height image, respec
tively. In another example , commercial LDPE
was microtomed to form a flat block face and it
is shown in height images, before and after per
manganate etching (Fig. 5.56 A and B, respec
tively), used to clean up surface debris, and in a
phase image of the spherulite (Fig. 5.56C) shown
by the arrow [84]. Clearly, there was debris on
the original surface, obscuring details that the
etching process was able to remove.

5.3.2.3 Skin-Core Structures

Anisotropic structures are typically observed in
molded parts and extrudates. The higher orien-

tation in extrusion can result in highly oriented
rods or strands, at high draw ratios and/or small
diameters, or in structures with an oriented skin
and a less oriented central core in thicker strands.
This skin-core texture is due to a combination of
temperature variations between the surface and
the bulk and the flow field in both extrusion and
molding processes. Extensional flow along the
melt front causes orientation. Solidification of
the polymer on the cold mold surface freezes in
this orientation. Flow between the solid layers is
affected by the temperature gradient in the
mold, and the resulting flow effects result in a
rapidly cooled and well oriented skin structure
and a slowly cooled, randomly oriented core.
Extensional flow along the melt front results in
molecular orientation parallel to the knit lines
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when two melt fronts meet. The resulting knit,
or weld line, is a region of weakness in the
molded part, and weld line fractures are com
monly encountered. Malguarnera and Manisali
[273] reviewed the topic of weld line formation
in injection molded thermoplastics. The local
orientation is quite important as tensile strength
and impact strength properties are known to be
higher in the orientation direction. The gener
ally expected correlation of Young's modulus
values increasing with orientation along the
tensile axis has been observed [274, 275]. Izod
impact strength values have been shown to be
higher for specimens with increased skin and
shear layer thickness, for postnotched PP [275,
276],and for increased skin thickness for molded
in notched PBT [270].

Typically, in a semicrystalline polymer there
are three zones within the molded part: an ori
ented, nonspherulitic skin; a subsurface region
with high shear orientation, or a transcrystalline
region; and a randomly oriented spherulitic core.
The thickness of the skin and shear zone is
known to be an inverse function of the melt and
mold temperature with decreased temperatures
resulting in increased layer thickness. In the skin,
the lamellae are oriented parallel to the injection
direction and perpendicular to the surface of the
mold. Amorphous polymers also show a thin
surface oriented skin on injection molding.
When amorphous polymers are heated to the
glass transition temperature and then relaxed,
they exhibit shrinkage in the orientation direc
tion and swelling in the other directions.

In contrast with polyacetals, PE, and PP,
multilayered textures have not been observed
for PBT [270] or nylon, and moldings exhibit a
low crystallinity or amorphous surface layer,
with little or no orientation, and a crystalline
core that depends on mold conditions [263].
This amorphous skin is due to the rapid quench
ing of the polymer at the surface and the high
glass transition temperature of these materials,
not to the flow of the polymer. Thus, a simple
skin-core texture rather than a multilayered
texture has been observed for these polymers.
An example was described in the previous
section for nylon (see Fig. 5.54).

The structures of injection molded semicrys
talline polymers are quite heterogeneous,
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resulting in substantial differences in mechani
cal and thermal properties at different points
within a single molding. The interrelationships
among processing, microstructure, and proper
ties of thermoplastics have been reviewed by
Katti and Schultz [262]. The thickness of the
various layers, especially the oriented surface
skin, is affected by process variables, such
as temperature and pressure. These authors
described three temperatures that are known to
be important: the mold or wall temperature,
the melt or barrel temperature, and the freez
ing point. A cooler wall temperature will result
in thicker skin and shear zones while a mold
temperature near the melt temperature will
lead to higher degrees of orientation. Melt and
mold temperature are the most important pro
cessing parameters for both crystalline polypro
pylene and for amorphous polystyrene and
HIPS. In general, higher melt temperature
improves mechanical properties. Apparently,
increases in pressure result in thicker surface
layers [277].The effect of crystallinity [278]and
the cooling rate from the melt [279],as expected,
confirmed that differences in microstructure
result in differences in tensile properties.

5.3.3 Single Phase Polymers

5.3.3.1 Amorphous Polymers

Polymers are considered to be either amorphous
or crystalline although they may not be com
pletely one or the other. There is no measurable
order seen by x-ray scattering, an absence of
crystallographic reflections, in noncrystalline or
amorphous polymers. There is a range of amor
phous polymers that are commercially signifi
cant, including PS, PC, and PMMA. Studies of
these materials include observation of their ori
entation and texture, but as with amorphous
films, these textures are not generally very inter
esting to image. Addition of additives, particles,
or fibers and contamination and failure analysis
can be imaged as for semicrystalline polymers,
and this is shown in other sections of this chapter.
A commercially important product will be used
to describe the various microscopy techniques
and preparation methods commonly used for
amorphous polymers.
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Compact Disks (CDs) with digitally encoded
music have taken a major share of the music
recording business from more traditional analog
media. In addition, CD-ROM, CD-RW, and
DVD disks are also being marketed that permit
inexpensive information storage at high density.
A technical advantage of optical recording is
that reading and writing with a focused laser
beam has spot sizes less than 1pm in size, thus
there is a high density of information. Grooves
or other features on the disk permit tracking of
the data. The groove structure in PC substrates
commonly used in the fabrication of optical
disks has been studied [280], as have the pit
structures in organic write once (WORM)
optical data storage media [281],by SEM, TEM,
FESEM, STM, and AFM. In the WORM disks,
organic thin films are spin coated onto the PC
and then marked with diode lasers. Critical
parameters in optical recording are the size,
shape, and depth of the features in which the
information is coded. The symmetry of the
groove geometry is important to the tracking as
is the flatness of the land or groove bottom.
Average sizes of the grooves are obtained
by diffraction patterns of incident light, but
these are bulk average data and often there
is a need to characterize the geometry in
more detail, especially during development of
new products.
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A cross section of a PC disk would appear as
a regular series of grooves and lands (raised, flat
regions) with some periodicity. Depths can be
on the order of 60nm with periodicities around
1.5J1IT1 and groove: land ratio of 1: 3. The sub
strates [280] were injection molded commercial
disks with grooves created by the mold insert.
Samples were cut and coated with thin gold and
platinum films using ion beam sputtering (mS)
(see Section 4.7.3) to form a conducting layer.
Initially, STM images were obtained using a
"pocket-sized" STM [280]. Complementary
images were obtained from single stage carbon
replicas of the sample surfaces in the TEM. The
PC was shadowed with Au/Pd at a shallow angle
(ca. 30°), and then a thin carbon layer was
deposited in a vacuum evaporator. The disk was
dissolved using methylene chloride, and the rep
licas were placed on copper grids for TEM
evaluation. In addition, substrates were thin
sectioned about l00nm thick perpendicular to
the grooves for TEM study. Scanning electron
microscopy of the ms coated disk showed
general details, and these were compared with
FESEM images of uncoated disks.

The morphology of the grooves in a PC sub
strate is shown in Fig. 5.57. A SEM micrograph
in Fig. 5.57A [280] of a gold coated disk reveals
the general groove and land morphology of the
disk with ca. 0.5pm width grooves and 1.5pm

land
; , groove,.

o.z um

gold
coating

FIGURE 5.57. The morphology of the grooves in a polycarbonate substrate is shown in an SEM micrograph
(A) of a gold coated disk, which reveals the general groove and land morphology with ca. 0.5.um width
grooves and 1.5.um periodicity. Transmission electron microscopy of ultrathin cross sections of gold coated
disks (B) show a heavy dark line of the continuously coated surface; the thickness is in good agreement with
the thin film thickness monitor. (From Baro et aI. [280]; used with permission.)



318 Applications of Microscopy to Polymers

FIGURE 5.58. Scanning tunneling microscopy provides a direct measurement of the depth of a pit. This is the
height difference between the media surface and the center of the pit, as seen in this image, especially where
the depths of structures are very shallow compared with the three dimensional geometry. The total height
variation in the image is 77nm divided into 15 different colors; the depth of the pit is ca. 41nm. (See color
insert.) (From Goldberg et al. [281]; used with permission.)

periodicity. Complementary TEM of ultrathin
cross sections of gold coated disks are shown in
Fig. 5.57B [280]). The heavy dark line shows
the continuously coated surface; the thickness
is in good agreement with the thin film thick
ness monitor. Transmission electron micros
copy of carbon replicas of the IBS gold coated
disk showed the grain structure and the groove
asymmetry (in Fig. 4.28 [280]). Large particles
(see arrow) are defects in the substrate surface.
Scanning tunneling microscope (STM) imaging
was conducted as part of that work to show the
groove depth [280]. An additional conclusion
of this study was that platinum coated samples
produced much finer textures than the gold
coatings, in agreement with prior expectations
(see Section 4.7.3). The pits made in organic
WORM media were also examined using STM
and evaluated versus media performance [281].
Disks were prepared by spin coating an organic
medium from an organic solvent onto polycar
bonate substrates at varying spin speeds.
Samples were laser marked at various energies
and pulse times and then IBS coated. The STM
was used to determine the thickness of the

organic layer and also the pit geometry. The
thickness of a "soft" organic layer is very diffi
cult to determine by profilometry or even TEM
of microtomed sections, as there is no sharp
step to aid measurement. As seen in Fig. 5.58,
STM provides a direct measurement of the
depth of a pit, that is, the height difference
between the media surface and the center of
the pit [281], although STM has been substan
tially replaced today by AFM imaging.

A comparison of pit sizes in PC disks in Fig.
5.59 shows ICAFM images of audio CD, DVD,
and high density DVD surfaces with submi
crometer sized pits [216]. A stained audio CD
was also examined by ICAFM (Fig. 5.60), which
showed various regions to exhibit surface
damage that provided a direct correlation of
playability with morphology [216].

5.3.3.2 Semicrystalline Polymers

Crystalline polymers are more correctly termed
semicrystalline as their measured densities
differ from those obtained for perfect materi-
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FIGURE 5.59. A comparison of pit sizes in PC disks is shown in ICAFM images of audio CD (680MB) on
far left, DVD (4.7GB) in the center, and high density DVD (7.5GB) on the right, with submicrometer sized
pits.

also The degree of crystallinity, measured by x
ray scattering, also shows these polymers are
less than completely crystalline. The general
morphology of crystalline polymers is now well
known and understood and has been described
by Geil [260], Keller [282], Wunderlich [283],
Grubb [284, 285], Uhlmann and Kolbeck [286],
Bassett [287,288], and Seymour [289].

The morphology of molded articles depends
on the chemical composition of the polymer,
the process variables, and the mold geometry.
Standard molded tensile bars are discussed
here for simplicity, but the principles are the
same for any molding, although the nature of
the specific flow field must be taken into
account. The relationships between process
conditions, microstructure, and mechanical
properties of an injection molded thermoplastic
have been reviewed [236, 290, 291]. Semicrys
talline moldings and extrudates are most often

imaged by PLM, SEM, and TEM and more
recently by SPM techniques as well. Prepara
tion is done by sectioning, cutting and polish
ing, staining and etching. The morphologies of
injection molded tensile test bars of PE [292],
POM [274,277,293,294], and PP [275, 276] are
similar and can be described as complex, mul
tilayered, skin-core structures. This structure is
shown in the SEM micrograph of a molded
POM test bar in Fig. 5.61. The molding shows
the orientation of the polymer, emphasized
here by the presence of voids that are highly
oriented at the bar surface and less oriented
within the core. Several intermediate layers are
seen between the skin and the core.

An example of the multilayered structures
common in polyacetals is shown in the polar
ized light micrographs (Fig. 5.62) that depict
a uniformly nucleated crystalline structure
formed due to mold filling and variations in the
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FIGURE 5.60. A stained audio CD was also examined by ICAFM, which showed various regions to exhibit
surface damage (especially far right) that provided a direct correlation of playability with morphology.
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FIGURE 5.61. Scanning electron microscopy of a frac
tured, molded POM test bar , containing a high void
level shows a skin-core morphology. Elongation of
the voids at the skin surface is due to high orienta
tion, whereas the more rounded voids and the semi
circular flow front in the core results from less
orientation in that region of the mold.

FiGURE 5.62. Optical micrographs of polyacetal
section show a spherulitic texture in polarized light.
An overview of the outer mold region shows a bire
fringent skin (top) and an unoriented spherulitic
core (A). Between the skin and core is a transition
zone composed of spherulites with parabolic bound
aries (B). Spherulites that are polygonal in shape due
to impinging one another are seen in the core (C).
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rate of cooling of the melt. The skin surface in
the microtomed section (Fig. 5.62A, top) is
birefringent, nonspherulitic, and highly ori
ented; the molecular chains are oriented paral
lel to the injection direction. The central portion
of the bar consists of a core (Fig. 5.62A, bottom)
with randomly oriented spherulites (Fig. 5.62C).
It has no preferred molecular or lamellae ori
entation. There are usually one or more layers
between the skin and core that are transitional
shear zones with intermediate structure. In
polyacetals, this has been termed transcrystal
Unity [262,295]. Transcrystalline growth is con
trolled by the heat flow to the mold wall and is
initiated by the cold mold wall; the melt at the
wall cools rapidly, and dense spherulite nucle
ation takes place adjacent to the wall. Spheru
lites nucleated close to the wall, in the thermal
gradient, have parabolic boundaries (Fig.
5.62B). Their continued growth inward can
lead to a layer of columnar structure. The
number and extent of the layers depend upon
the specific processing conditions. For example,
Bowman [263] identified five layers in acetal
copolymers, but where the mold is thin there
may be no core, and in a hot mold there may
be no skin. Multilayered structures are also
observed inothermolded plastics. Poly(butylene
terephthalate) has been observed with four
zones or layers: a nonspherulitic skin, regions
with and without flow lines, and a central core
with many flow lines [296]. Rapid solidification
of the polymer while filling the mold could
explain the presence of the flow lines in this
banded texture. Injection molded polypropyl
ene was shown with four layers [297-299].

A polarized light micrograph of an extruded
polyacetal pellet section (Fig. 5.63A) has an
oriented skin and a spherulitic core. Etching for
15min in an oxygen plasma (162°C) results in
about 5% weight loss, and a spherulite texture
is seen by SEM (Fig. 5.63B) with a 4h treat
ment resulting in a coarser texture (Fig. 5.63C),
and only 10% of the original weight of the
pellet remains. Smaller spherulites at the
surface are revealed by the short etch, and
larger spherulites are uncovered by further
etching. Spherulites too small to measure by
optical microscopy can be seen in the SEM,
although untreated molded bar surfaces or
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fracture surfaces often do not reveal the spher
ulitic texture. Ion, plasma, or chemical etching
can reveal spherulites by differential etching of
crystalline and amorphous material.

Molded plastics generally have relatively
smooth surfaces, although more detail may be
seen by AFM than by SEM. Surface topogra
phy and molecular organization of a molded
flexural test bar of a copolymer was shown by
contact mode AFM to have surface indenta
tions and fibrils (Fig. 5.64) [300]. Samples were
prepared by gluing sections of the molded test
bar onto steel disks with epoxy resin. Scanning
electron microscopy of polyacetal shows a
rather smooth texture as well (Fig. 5.65A).
Etching is often quite useful in manufacturing
processes to promote adhesion between the
plastic and a surface coating, such as by elec
troplating [301]. Chemical etching for short
times results in surface pit formation with pit
shapes reflecting the microstructure (Fig. 5.65B,
C). The effect of acid etching was to produce
elongated pits in the direction of polymer flow
into the mold. Longer etching times resulted in
etching deeper into the unoriented core; thus,
the bottoms of the pits are larger and more
rounded than at the surfaces (Fig. 5.65C). Cross
sectioned, etched, and electroplated materials
provide more information on the etch depth.
Low magnification SEM (Fig. 5.65D) did not
show the etched structure, but the penetration
of the electroplating metal is shown in an EDS
map (Fig. 5.65E), and more detail is seen at
higher magnification (Fig. 5.65F). Such under
cut structures are quite important for well
adhered, plated plastic parts.

5.3.4 Multiphase Polymers

5.3.4.1 Introduction

The topic of multiphase polymers is vast
with books, reviews [224-227, 229, 230, 235,
302-311], and hundreds of research papers
describing the processes, morphologies, prop
erties, and applications of these important
materials. The field of multiphase polymers has
been driven by the realization that wholly new
molecules are not always required for new
applications and that blends can provide a rapid
and economical means of development.
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FIGURE 5.63. Spherulites can be observed by both
polarized light and in the SEM. Polarized light of a
polyacetal section reveals a skin-core texture with
fine, uniform spherulites in the core (A). Treatment
in an oxygen plasma at 162°C for 15min uncovers
the spherulite texture (B) , and after a 4h treatment,
larger spherulites are observed (C) within the
molded specimen by SEM.
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FIGURE 5.65. Scanning electron microscopy of a molded polyacetal surface shows a smooth texture (A) with
little surface detail. Etching for short times results in elongated pits, oriented in the direction of polymer
flow (B). Longer etching times result in surface pits deeper below the surface , due to etching larger spheru
lites in the core (C). Fractured cross sections of plated and etched surfaces do not show the structure near
the surface (arrows) (D) except in EDS maps of the plating material (E) or at higher magnification (F).
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process depends to some degree on the ability
to characterize the structures resulting from the
dispersion of the rubber particles, their graft
ing, crosslinking, and copolymerization. Micros
copy techniques allow measurement of the size
and shape of the dispersed phase particles and
observation of the internal structures and the
adhesion between the particles and the matrix.
The particle size distribution is quite important
as it is well known that there is an optimum
"window" of particle sizes for each type of
matrix; O.l)lm particles provide good toughen
ing for poly(vinyl chloride), whereas the rubber
particle size for PS is more than l um [321].
Particle size determination is simple if the
polymer has discrete particles of the rubber dis
persed in a matrix. However, the measurement
is more difficult in cases where there is core
shell or graft copolymer morphology or where
there are subinclusions of the matrix resin
present in the rubber phase. Subinclusions are
commonly observed in ABS, HIPS, and nylon
blends and may be a result of the chemical
process or the elastomer content.

Matrix polymers can be considered in two
categories, brittle and ductile , each exhibiting
specific requirements for reinforcing polymers.
Brittle matrix polymers (PS, SAN, PMMA, and
epoxy) have requirements for toughening as
follows: interfacial adhesion, optimum particle
sizes 0.l-O.3)lm depending on polymer matrix ,
chemical or physical crosslinking of the rubber
[227]. The toughening mechanisms tend to be
by crazing with some shear yielding and cavita
tion. These same authors [227] consider that
ductile polymers (PC, polyamide, PP, PVC,
PBT, and PBO) have the following require
ments: adhesion isnot always required,optimum
particle sizes are less than 0.5)lm , crosslinking
may be helpful , and at times trace levels of
rubber have large effects (e.g., in PVC). Argon
and Cohen [311] reviewed this topic claiming
the most effective way of avoiding a ductile to
brittle transition is to reduce the plastic resis
tance to delay reaching the brittle strength,
which in unoriented polymers is governed by
intrinsic cavitation. The most widely used tech
niques to meet this need involve incorporation
of rubbery particles that can cavitate or rigid
particles that can debond prior to plastic flow.
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These authors studied six semicrystalline poly
mers to evaluate their potential for toughening
under impact conditions and studied fractured
blends by SEM.

Major factors that affect the size and distri
bution of dispersed phases in multiphase poly
mers are elastomer content, compatibility,
processing , and viscosity. If the elastomer is
present as the smaller volume fraction, it will
most likely be the dispersed phase. As the
volume fraction increases, the size of the dis
persed phase can be larger, and there is more
likelihood of subinclusions of the matrix
polymer in the elastomer [318,322]. These sub
inclusions appear to enhance impact proper
ties. The shape of the dispersed phase often
changes with differences in composition [323,
324], mixing conditions, relative viscosities, and
with polymer orientation. For example, blends
of 20% PE in PS form spherical domains ,
whereas at 50% PE , the domains are elongated
and significantly larger in size [325]. Dispersed
phase particles tend to be elongated parallel to
the flow axis, and they are elongated in shape
with the short axis normal to the surface of a
molded or extruded part while remaining
spherical near the core. The particles tend to be
oriented at a 45° angle in the shear region. Gen
erally, the finer the particle sizes the better,
although particles that are too small (much
less than 0.2)lm) do not generally affect
properties.

Processing plays a major role in the nature of
the dispersed phase in multiphase polymers .
Changes in the shear forces and the tempera
ture provide different structures. In the case of
PS modified with polyisoprene, TEM studies
showed that smaller particles, broken down in
size by melt shearing, resulted in lowered
impact strength and increased tensile strength
[326].Particle dimensions have also been shown
to be affected by the viscosity of the molten
polymer and the concentration of the modifier.
Heikens et al. [327] investigated copolymer
modified PS and LOPE and ethylene-propylene
copolymer with block and graft copolymers and
evaluated the mechanical properties and mor
phology, which showed that the graft and block
copolymers increase the compatibility of the
two phases .
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After a brief review of processing, the three
main types of multicomponent polymer systems
will be discussed: (1) impact modified thermo
sets, (2) impact modified thermoplastics, and
(3) combinations of two or more semicrystal
line polymers.

5.3.4.3 Processing of Multiphase Polymers

The topic of processing was discussed earlier
in this section (see Section 5.3.2), in the discus
sion of films, especially multilayered films (see
Section 5.2.6), and in the section on nanocom
posites (see Section 5.4.6), all of which might
be blends. A few additional comments are pro
vided here as the role of processing in multi
phase polymers is so important. Multiphase
polymers are processed by all the standard pro
cesses, such as extrusion and molding, into
useful structures such as films, moldings, rods,
pipes, blown bottles, tanks, among many others.
The nature of the equipment and especially
their size is often a cause for major changes in
morphology and properties. The use of super
compounding extruders, for instance, has
resulted in changes in the size and dispersion of
fillers and tougheners as the volume, pressure,
residence time, and temperatures across the
machine are very different compared with
smaller machines. Process aids used to reduce
melt viscosity also result in morphology changes
as the viscosity ratio between polymers and
rubbers, for instance, will result in changes in
particle size and dispersion and thus the final
product properties. The nature of the various
processes also induces varied orientation of dis
persed phases, which can result in anisotropic
mechanical and physical properties.

Hiltner, Baer, and coworkers have conducted
extensive work on the production and observa
tion of microlayers (e.g., [180]) in which immis
cible polymers are brought into intimate contact
and by highly localized mixing of polymer
chains create an "interphase" region. Assem
blies of thousands of alternating layers of poly
mers, with individual layer thickness on the
nanometer size scale, are created by layer mul
tiplying coextrusion. An extruded film of an
amorphous polyester, poly( ethylene terephthal
ate-co-l,4-cyclohexanedimethylene terephthal-
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ate (PETG), blended with PS was examined in
air by AFM and was shown in the section on
films (see Fig. 5.38 [180]), but the same process
can be used with thicker objects.

Chaotic mixing was also noted earlier (see
Section 5.2.6), and it is being used in the devel
opment of immiscible polymer systems by
Zumbrunnen and his group at Clemson (e.g.,
[182, 328-330]) and also was reported by Sau
and lana [331] as part of their work on mixer
design and its effect on morphology develop
ment in two immiscible polymers, PP and PA6.
Liu and Zumbrunnen [328] showed improve
ments in impact properties of a PS matrix by
the addition of only 9 vol.% of LDPE when
combined using a three dimensional chaotic
mixing process due to the formation of extended
and interconnected structures rather than dis
persed phases, as shown by SEM of fracture
surfaces. A multilayer blend morphology that
has a hierarchical structure and intrinsic
mechanical interlocking was formed by chaotic
advection of immiscible polymer melts of PP
LDPE [182]. Extruded blends provided
improved properties relative to properties
associated with droplet morphologies typically
obtained with conventional compounding
equipment. Film samples of these blends were
examined by LVSEM and shown earlier (see
Fig. 5.39) [182].

5.3.4.4 Toughened Thermoset Resins

Toughening of polymers with rubber has seen
greatest application in thermoplastic resins.
However, the technology has also been extended
to thermosetting resins, such as epoxies [332,
333], which has been reviewed [334]. Epoxy
resins toughened with rubber particles have
enhanced properties like toughened thermo
plastics, although the theory of such toughening
is not as well understood. Bucknall [302] and
Kunz-Douglass et al. [335] and others have dis
cussed toughening models, however these are
beyond the scope of the current discussion. In
any model of toughness, a major parameter is
the size distribution of the dispersed rubber
particles. Microscopy provides this information
in the same way as described for thermoplastic
polymers.
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Thermoset epoxy resins were toughened by
small elastomer inclusions of a carboxyl termi
nated butadiene-acrylonitrile (CTBN) random
copolymer by Visconti and Marchessault [332],
who showed the variation in size as a function
of CTBN content by TEM and light scattering.
A major study of rubber modified epoxy resins
has been reported by Manzione et a1. [336,337],
who showed a range of morphologies that result
in a range of mechanical properties, even for a
single polymer. An amine-cured, rubber modi
fied epoxy was characterized by STEM imaging,
and quantitative methods were developed to
determine the volume fraction of dispersed
phase particles [338] as this is known to be criti
cal to enhanced toughness. Sayre et al. [338]
stained the samples in tetrahydrofuran (THF)
containing osmium tetroxide. Bucknall [239]
applied microscopy to the study of the deforma
tion and fracture of rubber toughened polymers,
including discussion of SEM of the fracture sur
faces of rubber toughened epoxy resins that
show the cavitation in the rubber particles.

The fracture morphology of a rubber tough
ened epoxy resin is shown in the SEM micro
graph in Fig. 5.66 that is typical of glassy or
brittle fracture with failure occurring across the
well adhered dispersed phase particles. Subin
elusions of the resin are observed within the
dispersed phase particles, likely due to the high
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concentration of the rubber phase. Voids, large
and small smooth holes, are observed within
the matrix and also within the dispersed phase
particles.

Cross-linkable epoxy thermoplastics modi
fied with 5wt.% grafted rubber concentrate
(CET-GRC) have rubber domains ca. O.I.um in
diameter and consist of a core-shell structure
with an 0.03.um diameter PS seed. Blocks of the
CET-GRC were "cryo-polished," that is, cryo
microtomed, at -90°C using a diamond knife to
provide a smooth surface for SPM imaging
[174]. Intermittent contact mode AFM has
been applied to the study of both adhesion and
mechanical deformation on this sample. Careful
control of the tapping parameters were used to
obtain phase images in which the rubber phase
contrast can invert relative to the phase signal
of the epoxy matrix (Fig. 5.67) [174]. Contact
conditions were controlled and the set-point
voltage at which the phase signal was first
observed to shift was noted (A o) and then
decreased to improve tapping until the desired
operating set-point voltage (Asp) was achieved;
the ratio (rsp) of AsplAo determines the degree
of contact. The force is sufficient to compress
the rubber phase so it appears as holes in the
height images with deeper holes noted for
hardest tapping conditions (left side of Fig.
5.67). The phase angle of the tapping tip is

FIGURE 5.66. Scanning electron microscopy of a rubber toughened epoxy resin shows that brittle fracture
occurs through both the matrix and the dispersedphases. Voids (arrows)are observedwithinthe dispersed
phase and also within the matrix. Small subinclusions are seen within the dispersed phases.



328 Applications of Microscopy to Polymers

50nm 0.52

I • ., ,..-" ~ .
:' . '. : " f"... . .

- · r
o ..

I ~ .• .
I' , ,. " .....

~ • ~ j ~ ;

I .

50nm 0.33

100nm 0.86

100nm 0.38

200nm 0.63

200nm 0.38

200nm 0.19

FIGURE 5.67. Intermittent contact AFM height and phase images of CET-GRC (5 wt.% rubber , O.lJIm
diameter) after cryo-polishing (images are 1 x 0.3JIm), The table at the right indicates the parameters used
to generate each pair of images. (See color insert.) (From Meyers et al. [174], © (2000) American Chemical
Society; used with permission.)

sensitive to the tapping conditions. The rubber
exhibits positive contrast relative to the epoxy
when tapping conditions are trapped in the
adhesive regime (top three phase images) but
negative contrast relative to the epoxy when
conditions are in the repulsive regime (bottom
five phase images). Clearly, SPM imaging
requires careful consideration, and comple
mentary techniques are warranted.

5.3.4.5 Impact Modified Thermopla stics

Much of the preceding discussion has included
semicrystalline thermoplastics and blends that
were used as examples for discussions of struc
ture and process . A brief literature review of
impact modified thermoplastics follows. Reich
and Cohen [339] studied the phase separation
of polymer blends in thin films and compared

the behavior to that of the bulk material, as it
is well known that phase transformations in
thin, nonpolymeric, solid films differ from those
in the bulk [340]. Handlin et aI. [341] studied
ionomer morphology and found that solvent
casting produced artifacts but no information
about ionic domains, whereas microtomed sec
tions of sulfonated EPDM showed phase sepa
rated regions.

A TEM study of poly(vinyl chloride)/chlori
nated polyethylene (PVc/CPE) assessed the
dispersed phase morphology for correlation
with impact properties [342]. Microtomed sec
tions of the blend were stained by a two stage
osmium tetroxide method to reveal the CPE
phase [343]; as the concentration increased, the
discrete two phase morphology changed to a
continuous network resulting in a transition
from brittle to ductile impact fracture (shown
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by SEM) and increased impact strength. The
behavior of these blends was also studied [344]
by deformation under an optical microscope
and by TEM of stained sections. Complemen
tary techniques of hot stage OM, TEM, and
analysis of particle size were used for the deter
mination of the nature of phase separation
dynamics and morphology, especially the late
stage mechanism of phase separation of polymer
blends [345] showing that discrete particles
formed early in the process but they may change
by aggregation and coalescence.

Hobbs and coworkers [346, 347] studied
blends of PBT and bisphenol A (BPA) polycar
bonate (PC) toughened with a core-shell impact
modifier by TEM and SEM. Selective staining
with ruthenium and osmium tetroxide and
etching with diethylene triamine were used to
assess the distribution of the blend components
and to investigate the effects of thermal history
on morphology. The impact modifier was dif
ferentiated from the PBT and PC by reaction
with OS04, which forms chemical complexes
with double bonds; the PC was imaged prefer
entially by its greater ability to absorb RU04.
Poly(butylene terephthalate) was observed as
the continuous phase with the impact modifier
observed isolated in islands of the PC with an
interpenetrating network formed above 40%
Pc. Scanning electron microscopy studies of
specimens etched with diethylene triamine
showed information about melt miscibility and
phase separation. The overall study provides
evidence that supports the strong interfacial
region and aids understanding of the properties
of this blend system. The toughening mecha
nism of these blends was evaluated by combi
nation of notched impact testing and
morphological evaluation [346, 347]. Differ
ences in behavior were discussed in terms of
microscopic failure processes. Dekkers et al.
[348] also studied the effect of morphology on
the properties of blends of PBT, PC, and
poly(phenylene ether) using electron micros
copy. The dispersed particles of rubber modi
fied PPE were observed encapsulated by thin
envelopes of PC and embedded in a PBT
matrix.

Many of the studies of multiphase polymers
are conducted on unsaturated rubbers that are
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adequately stained by osmium tetroxide, which
reveals the nature of the dispersed phase
domains. Polymers with activated aromatic
groups have been selectively stained by reac
tion with mercuric trifluoroacetate (see Section
4.4.8). Hobbs [349] successfully used this tech
nique to provide contrast in blends of poly(2,6
dimethyl-1,4-phenylene oxide) and SBS block
copolymer. Although this stain is effective in
enhancing contrast, a drawback of the method
is that the material is not hardened or fixed by
the stain.

Changes in polymermorphology are expected
upon addition of an elastomer; for instance,
such addition is expected to cause a decrease in
the spherulite size as the elastomer domains
can act as nucleating sites [350]. This has been
observed for many polymers including modi
fied nylon [351]. Characterization of an EPDM
impact modified nylon 6,6 has been reported
[352] by the use of osmium tetroxide staining
(1 week) followed by TEM imaging to show the
core-shell microstructure. Transmission elec
tron microscopy imaging of rubber tougheners
for packaging materials was reviewed by Wood
(e.g., [186]),who described the staining methods
used (see Section 4.4). Environmental scanning
electron microscope (ESEM) work on blends
has been conducted by Donald and her group
(e.g., [246,247,353]).

Microfibrillar reinforced composite blends of
recycled PET, PP, and a compatibilizer (ethyl
ene-glycidyl methacrylate; E-GMA) were pre
pared by melt extrusion, followed by continuous
cold drawing. Test specimens were prepared by
compression and injection molding. Samples
characterized by SEM after fracture, WAXS,
and mechanical testing showed that the extruded
blends are isotropic but become highly oriented
after drawing, and they are converted into
microfibrillar composites during molding.
Mechanisms of compatibilization of PO/LCP
blends with graft copolymers have been studied
by OM and SEM; OM micrographs of the melt
formed films were analyzed to measure the size
and size distribution of the dispersed phase
particles as a function of time [354]. A novel
image processing method was developed to
extract interfacial area concentration measure
ments from two dimensional SEM or TEM
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micrographs of immiscible polymer blends
[355].The method operates by detecting edges
within the images and using standard image
processing to selectively eliminate false edges.
Scanning electron microscopy images of poly
ethylene oxide/polystyrene (PEO/PS) blends
were analyzed using this method to measure
the amount of interfacial area in the samples.
Such interfacial area measurements may be
used in future investigations of blend dynamics,
including coalescence, drop deformation, and
to quantify the effects of compatibilizers on
blend morphology.

More recently, AFM has been included as
one of the complementary techniques for study
of the morphology of blends. Pfau et al. [254]
used TEM and force modulation AFM to map
elastic properties for a variety of blends, includ
ing rubber toughened PP and HIPS, preparing
samples by microtomy. Thomann et al.
[255] studied blends of iPP with random poly
(ethene-co-l-butene) (PEB) using phase
imaging ICAFM, OM, and TEM. The blends at
some compositions were found to be miscible
or partially miscible. Flat block faces were pre
pared for AFM using a microtome, and thin
sections were cut with a diamond knife at
-40°C for TEM after staining with RU04. Inter
mittent contact mode AFM was used to study
polydimethylsiloxane (PDMS) samples of dif
ferent crosslink densities [256].

One of the issues with AFM sample prepara
tion is the use of a microtome to prepare a flat
surface (block face), which can result in arti
facts and surface roughness, even debonding
the interfacial regions. This limitation has been
addressed by using focused ion beam (FIB)
preparation followed by ICAFM [258] to
analyze model interface thicknesses in HDPE/
PS/PMMA ternary blends. Focused ion beam
is a physical process that uses an ion beam to
etch away the surface of a polymer by control
of the beam current and energy, although such
a process is well known to cause changes in
crystallinity, shrinkage, and other surface modi
fications (see Section 4.5.5). The preparation
involves cutting a planar face using a micro
tome with samples and glass knives cooled to
-160°C. Polystyrene was selectively dissolved
with cyclohexane at room temperature for 1
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day and then samples were plasma coated with
Au/Pd for SEM study. Focused ion beam was
conducted on the plasma coated samples using
a 30kV Ga+ beam; samples were fixed on a
metallic support using silver glue or graphite
tape for AFM imaging. Finally, the SEM and
AFM images were analyzed to quantify the
volume average diameters; it was found that
the polymers had different etching rates result
ing in topological contrast in ICAFM. Care
must still be taken to use complementary
microscopy methods to ensure measurements
are correct.

Applications and examples of microscopy
imaging and analysis to multicomponent
polymers follow. The microstructure of semi
crystalline multicomponent polymers can
often be determined by polarized light micros
copy of thin sections. A blend of two polyace
tals, a homopolymer and a copolymer, is
shown in the micrograph of a thin section
(Fig. 5.68). The structure is rather interesting

FIGURE 5.68. A polarized light micrograph of a
polymer blend cross section, composed of two differ
ent polyacetals, shows a nonuniform texture. A trans
crystalline layer is seen adjacent to the skin, and
larger spherulites are seen in a matrix of finer
textures.
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in that large spherulites of one phase are
observed in finer spherulites of the other phase;
a transcrystalline region is observed adjacent to
the skin.

An example of the fracture surfaces of a
polymer blend is shown imaged using a lantha
num hexaboride gun (Fig. 5.69A) and a FEG
gun (Fig. 5.69B), showing significant differ
ences in detail. The FEG gun results in improved
detail, especially obvious at the blend inter
faces. Addition of an elastomer modifies the
brittle fracture behavior of the matrix, as shown
in a fracture surface of a modified nylon. Phase
contrast optical microscopy (Fig. 5.70A),
TEM of a stained cryosection (Fig. 5.70B, C)
and STEM imaging of unstained ultrathin
sections (Fig. 5.70D) all show elliptically
shaped, dispersed phase particles in a matrix.
The contrast in STEM is a result of a difference
in radiation damage between the two polymers;
nylon likely crosslinks in the beam, whereas
the elastomer phase exhibits mass loss due to
chain scission [236]. Advantages of STEM

FIGURE 5.69. Similar fracture surfaces of a polymer
blend were imaged at 5 kV accelerating voltage with
a lanthanum hexaboride gun (A) and with a FEG
gun (B). (From M. Jamieson [217]; unpublished.)

331

are that there is no need for any stain or
etchant and the image can be rapidly obtained
and processed. A disadvantage of STEM
imaging is that the specimen is quickly changed
and then destroyed by the electron beam unless
great care is taken to limit the electron dose.
The particle sizes and distribution are similar
in the STEM images of room temperature
sectioned nylon and the TEM sections of
cryosectioned and stained polymer. The TEM
image permits observation of the smaller
sub-included nylon phase in the elastomer,
due to the effect of staining [356].

The first example of AFM imaging is a
comparison of TEM (Fig. 5.71) and AFM
(Fig. 5.72) of ternary blends of nylon 6
with rubber: (1) nylon 6/maleated ethylene
propylene random copolymer/imidized acrylic
polymer (IA) and (2) nylon 6/maleated styrene
(ethylene-co-butylene)-styrene/IA, both with
70/20/10 wt.% PA 6/EPR-g-MA/IA and PA 61
SEBS-g-MA/IA, respectively [357]. For the
first ternary blend, preferential staining of the
IA by RU04 vapor was followed by cryoultra
microtomy with a diamond knife at -45°C,
and the PA phase was stained with phospho
tongstic acid (PTA) (see Section 4.4.5). In the
second blend, the sections were stained with
RU04 and PTA to reveal the SEBS rubber
and PA matrix, respectively. The surface of
the microtomed blocks was used for phase
contrast imaging by AFM. Digital image
analysis was used to measure particle sizes
from both TEM and AFM images. The values
of particle average diameter and particle aspect
ratio of rubber particles in the nylon 6 matrix
were found to be similar in AFM and TEM. In
the TEM images in Fig. 5.71, the rubber parti
cles are white in the PA 6/EPR-g-MA/IA blend
and black in the section due to the different
staining responses. In the PA 6/SEBS-g-MAl
lA, the larger SEBS-g-MA particles are elon
gated, whereas no elongation is observed in
the EPR-g-MA, and the particles are not per
fectly spherical. In Fig. 5.72, the topographic
(A, B) and phase contrast (C, D) images from
AFM of the two ternary blends, respectively,
are shown. The hill marked in Fig. 5.72A was
generated by the diamond knife, whereas
this effect is not observed in the phase image in
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FIGURE 5.70. A phase contrast optical micrograph (A) of an impact modified nylon shows the fine dispersion
of modifier in the matrix. Transmission electron microscopy micrographs of a cryosection, stained with
ruthenium tetroxide (B and C), show more detail and finely dispersed subinclusions (arrows) within the
elastomeric phase. Scanning transmission electron microscopy (D) of an unstained cryosection shows less
dense regions in a darker background due to mass loss of the rubber phase during exposure to the electron
beam, resulting in contrast enhancement.

Fig. 5.nc. The white regions in the phase
images are the rubber domains , and the dark
regions are the nylon 6 matrix . The IA phase
was observed by TEM but could not be distin
guished by AFM perhaps due to similar tough
ness as the matrix [357].

As seen here, and reviewed by Bar and
Meyers [170], phase imaging by ICAFM is

capable of mapping multiphase polymers with
good resolution and contrast. Figure 5.73 shows
ICAFM images of polypropylene/ethylene
propylene rubber (PP/EPR) blends of differ
ent compositions: 85/15 wt.% (Fig. 5.73A) ,
70/30 wt.% (Fig. 5.73B), and 40/60 wt.% (Fig.
5.73C). Block faces of cryomicrotomed samples
were used for imaging using a specially designed
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FIGURE 5.71. Transmission electron microscopy micrographs of tern ary blends (A) PA 6/EPR-g-MA/IA
and (B) PA 6/SEBS-g-MA/I A. Scale bars are Ipm. (From Radov anovic et aI. [357], © (2004)
Elsevier; used with permiss ion.)
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FIGURE5.73. Phase images of polypropylene/ethylene propylene rubber (PP/EPR) blends of different com
positions: 85/15 wt.% (A) , 70/30 wt.% (B), and 40/60 wt.% (C). The regions of dark contrast in the images
are the rubbery EPR phase, and the PP exhibits bright contrast showing the change in morphology as
expected with changes in concentration. (From Bar and Meyers [170]; used with permission of the MRS
Bulletin .)

sample holder [358] described earlier (see
Section 4.3). The regions of dark contrast in
the images are the rubbery EPR phase , and the
PP exhibits bright contrast showing the change
in morphology as expected with changes in

concentration. Images are used for measure
ment of the diameter of the rubber domains
and their distribution. The advantage of the
AFM is the easier production of a block face
than ultrathin sections required for TEM,
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although there is much less fine detail in the
images; thus if that is required , TEM imaging
is still the best technique to use [170]. A series
of different polymer blends were also imaged
by the gro up at Dow (e.g.. [359]) for HIPS,
impac t PP. ethylene vinyl acet ate (EVA )/PP,
PP/eth ylene-octene copolymer (EO), and PPI
PMMA blends using the se same sample prepa
ration meth ods.

Magonov has described AFM techn iques in
a number of review pap ers [250-253], including
imaging of a wide range of polymer blends.
Multiphase polymer systems provide a differ 
ent response in the AFM tip-sampl e interac
tion. The height images of PE blend samples,
which consist of two polym ers with different
octene branch content and with different
den sities. are shown in Fig. 5.74 [250]. The
polym er with higher den sity crystallizes with
formation of a lamellar structure not seen in
the lower density polymer. Light tapping
(top images) shows slightly elevated dom ains
over the surface compared with hard tapping
(bo ttom images), which results in more
pronounced morphology. I-Ieight profiles
taken as part of this work show the different
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indentations on the soft and hard blend
components.

Xenoy (trademark of GE Plastics, Schenect
ady NY) are blends of a polyester (typically
PBT or PET) and Pc. The Xenoy resin family
offers good chemical resistance, great impact
resistance even at low temperatures, heat
resistance, and outstanding aesthetic and
flow character istics and is used in applica
tions that are exposed to harsh conditions or
that require a high degree of toughness. Images
of a microtomed surface of a commercial
thr ee component Xenoy blend (PC, PBT ,
rubber) are seen in height and phase modes
taken with light tapping (top images) and hard
tapping (bottom images) in Fig. 5.75 [250]. The
hard tapping phase image appears to be the
most informat ive. The practical value of this
work is to show that there is a vast differenc e
in image contrast with specific tapping or
contact conditions, and topographic studies
should be performed in light tapping in which
there is less change in the sample during
imaging.

In another review [253], Magonov and Yerina
described a wide range of polymers imaged by

F IGURE 5.74. Height and phase images of a polyeth ylene blend sample with top images ob tained with light
tapp ing and bott om with hard tapping (6.um on a side ). (From Magonov [250], © (2001) Elsevier ; used with
permission.)
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FIGURE 5.75. Height and phase images of a microtomed surface of a commercial three component Xenoy
blend (PC, PBT, rubber) taken with light tapping (top images) and hard tapping (bottom images) (3,um on
a side). (From Magonov [250], © (2001) Elsevier; used with permission.)

AFM. A thermoplastic vulcanizate (TPV) made
by mixing EPDM, iPP, and carbon black is
shown in height and phase images in Fig. 5.76.
Electrically conducting TPV filled with carbon
black particles can be used as sensors, switches,
and electromagnetic shields. Again, the phase
image shows the best contrast with the distribu-

tion of the EPDM domains (bright regions), in
which the contrast variations are said to reflect
different crosslink densities, and the darker
regions with 40 to 50nm bright particles of iPP
domains filled with carbon black. This complex
morphology would benefit from examination by
TEM to assess the carbon black dispersion.
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FIGURE 5.76. Height (left) and phase (right) images (5J1m on a side) of a thermoplastic vulcanizate made by
mixing EPDM, iPP, and carbon black show the detailed morphology of these complex blends. (From
Magonov and Yerina [253], © (2005) Springer; used with permission.) (See color insert.)

5.3.4.6 Block, Graft and
Random Copolymers

Copolymers are a common form of heteropoly
mer that are formed from a sequence of two or
more monomer units that can be alternating or
include long sequences of one repeat unit,
as found in block copolymers; copolymers
were discussed in Chapter 1 in more detail (see
Section 1.2.4).Each component of a block copo
lymer can be amorphous or crystalline [360].
Amorphous block copolymers generally form
characteristic domain structures, such as those
in SBS block copolymers. Crystalline block
copolymers, such as polystyrene-poly(ethylene
oxide), typically form structures more character
istic of the crystallizable component. Block
copolymers that have the second component
grafted onto the backbone chain are termed
graft copolymers. Most commercial block copo
lymers have the glassy polystyrene (S) and
rubbery polyisoprene (I) paired together, as
reviewed by Bates [361]. Industrially significant
graft copolymers are: high impact polystyrene
(HIPS) and acrylonitrile-butadiene-styrene
(ABS), both of which have rubber inclusions in
a glassy matrix. Evaluation of blends and multi-

layer polymers in film form or by formation of
films for model studies has been discussed
(see Section 5.2) and will not be covered in any
detail here.

Evaluation of bulk industrial material is best
done by microtomy for OM, TEM, and SPM
and by fracture of bulk molded or extruded
samples for SEM and FESEM for determining
microstructure. A brief literature review with
examples of microscopy characterization of
copolymers follows, but this review is not
intended to reflect the thousands of studies and
references on this important topic. Transmis
sion electron microscopy is by far the most
widely used characterization tool for the assess
ment of copolymers, and it has been used for
several decades to uncover and provide under
standing of copolymer microstructure.

The first example is using light microscopy
to provide an overview of the crystalline
structure and even the blend morphology.
Semicrystalline multicomponent polymers
can appear very confusing in polarized light
as the spherulitic texture and the dispersed
phase textures are superimposed and may not
be distinguishable. Comparison of polarized
light (Fig. 5.77A) and phase contrast (Fig.
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FIGURE 5.77. A polarized light micrograph (A) of a polyester-nylon copolymershowsbright and dark bands
obscuringthe spherulitic texture. Phase contrast optical microscopy (B) reveals the dispersed phase texture
of the copolymer, which consistsof multiplephaseswhere the dispersedphaseparticlescontainsubinclusions
of the matrix polymer.

5.77B) of a polyester-nylon copolymer shows
that phase contrast more clearly reveals the
nature of the dispersed domains in this complex
microstructure.

The microstructure of the homopolymers
should be examined for comparison with the
multiphase polymer. Scanning electron micros
copy of an Izod fracture surface of a POM/PP
copolymer is shown in Fig. 5.78. The two phases
are incompatible (i.e., they are present as two
distinct phases). The dispersed phase particles
range from less than 0.5 to 2 J.1m in diameter.
The sample fracture path follows the particle
matrix interface and holes remain where par
ticles have pulled out of the matrix, showing
there is little adhesion between the phases. The
shape of dispersed phase particles is deter
mined by the flow field and heat gradients that
affect polymer orientation. For instance, the
microstructure of copolymers of PE and PP is
similar to the skin-core textures described for
PE [362]. The orientation of the dispersed
phase can affect the mechanical properties of
the system. Spherical domains are more com
monly formed in systems where phase separa
tion occurs while the polymers are liquid.
The SEM image appears to reveal spherical

dispersed phase particles, although tilting
can show they are actually elongated domains.
As with typical fiber reinforcement (see Sec
tion 5.4.2), the length of the dispersed phase
protruding from the matrix is an indicator

FIGURE 5.78. Dispersed phase particlesare observed
in a SEM image of a notched Izod fracture surface
of a polyacetal/polypropylene copolymer. Dispersed
phase particles about 0.5-2 f.1m across and pullouts,
holes where particles were pulled out during frac
ture, are observed.
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of the adhesion between that phase and
the matrix.

Early morphological studies to determine the
nature of multiphase polymers and blends were
reviewed by Folkes and Keller [363]. Many
studies were of extruded block copolymers of
materials such as SBS where the dispersed
phase, an unsaturated rubber stained with OS04
(see Section 4.4.2), was observed in the form of
spheres, cylinders, or lamellae [364]. An excel
lent example is shown in a TEM micrograph of
a thin section of a poly(styrene-butadiene)
diblock copolymer, stained with OS04 [365],
which depicts the (100) projection of a body
centered cubic lattice (Fig. 5.79).

Toughening of a semicrystalline polymer by
a phase segregated block copolymer introduces
several levels of complexity, as shown in an
example of a nylon 6,6 toughened with a Kraton
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G SEBS (Kraton Polymers US LLC) triblock
copolymer in Fig. 5.80 [366]. Double staining
was used to reveal the microstructure of both
the nylon matrix with PTA and the styrene rich
regions of the triblock polymer with Ru04.
There is selective absorption of PTA by the
amorphous nylon phase so it becomes dense,
and the individual crystalline lamellae are seen
as meandering white regions in the matrix.
Regions of Kraton up to 200nm in size are seen
to consist of styrene rich (black) cylinders in a
matrix [366].

Adhikari et al. [367] also reviewed the mor
phology and micromechanical behavior of SBS
block copolymer systems by using TEM and
uniaxial tensile testing. Molded samples were
ultramicrotomed to thin sections (ca. 70nm
thick) followed by staining the rubber phase
with OS04. They found that the molecular

FIGURE 5.79. A transmission electron micrograph of an osmium tetroxide stained thin section of a poly(styrene
butadiene) diblock copolymer (16.1 wt.% polybutadiene shows the (100) projection of a body centered cubic
lattice. (From Kinning et al. [365]; used with permission.)
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FIGURE 5.80. Transmission electron microscopy
image of a thin section of nylon 6,6 with a thermo
plastic elastomer, stained with RU04 and PTA.
(From Wood [366]; used with permission.)

architecture influenced the morphology and
properties. In another study, Adhikari et al.
[368]showed a correlation between morphology
and micromechanical deformation behavior of
blends consisting of a lamellae forming linear SB
block copolymer and PS homopolymer (hPS) by
study of stained thin sections in TEM, fractured
molded tensile bars by SEM, and ¥fIR. A
change in morphology on addition of hPS sug
gested that the failure occurs at the interface
between the added hPS and PS blocks of
the block copolymer. Weng et al. [369, 370]
studied the crystallization of a propylene
ethylene random copolymer by etching for 0.5h
in a permanganic reagent [371] (see Section
4.5.3) (1% w/v solution of potassium permanga
nate in an acid mixture of 2 vol.% of concen
trated sulfuric acid and 1 vol.% of dried
ortho-phosphoric acid) followed by making a
two stage replica (see Section 4.6.2) and shadow
ing (TalW) carbon replicas for TEM.

The influence of the type and the content
of cyclic monomers on the micromechanical
deformation behavior of cyclic olefin copoly-
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mers (COe) of ethylene and different types of
cyclic monomers was also studied by TEM
[372] of ultrathin sections stained with RU04.
HVEM at 1000kV was used to study l um semi
thin sections using a miniature tensile stage
either under OM control or in situ inside
the HVEM. Several deformation modes such
as fibrillated crazes, homogeneous deforma
tion zones, shear-bands, and combinations of
some of these deformation structures were
observed and correlated with the mechanical
properties.

Atomic force microscopy is also used for
the evaluation of multiphase polymer materials
(e.g., [244, 248, 249, 373, 374]). Collin et al.
[373] imaged specimen surfaces of copolymers
prepared using a Mettler hot stage in a model
study. The free surface images of samples pre
pared at varied annealing times were obtained
using AFM in air in the constant force mode,
which provided a better understanding of the
formation of islands in the copolymer that was
similar to previous optical microscopic observa
tions but much more detailed and quantitative.
Dikland et al. [374] used AFM to investigate
the dispersion of low molecular weight com
pounds in ethylene-propylene copolymer
rubbers. Light microscopy could not resolve the
details, and the high vacuum in the electron
microscope caused problems with volatility of
the low molecular weight compounds.

Comparative studies of block copolymer
morphology by TEM and/or SEM with AFM
have been used to verify the structures observed.
Schwark et al. [244],Annis et al. [248] and Vezie
et al. [249] provided the first detailed, comple
mentary studies of diblock copolymers using
conventional TEM, low voltage, high resolution
SEM, and AFM. Examples are shown in Fig.
5.81 (supplied by D. L. Vezie) of polystyrene
polybutadiene diblock copolymers, both of
molecular weight 40,000 (designated SB 40/40).
The bulk samples were cast from dilute solution
in toluene over 7 days and then annealed at
115°C for 7 days. At this composition, the block
copolymer phase separates into a lamellar struc
ture with a 60nm repeat with a corrugated
surface structure. Samples were prepared by
staining with OS04 (24h), followed by cryoul
tramicrotomy perpendicular to the surface to
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FIGURE5.81. PS-PB diblock copolymers designated SB
40/40 separates into a lamellar structure with a 60nm
repe at with a corrugated surface structure. A BF TEM
image (A) [244] of samples stained with OS04 shows
the epoxy block copolymer interface. The dark regions
are PB, and a thin layer of PS covers the entire surface
as it has the lower surface energy. Low voltage FES EM
images at 1.0kV in an FE immersion lens SEM were
taken of the bulk samples after staining with OS04' with
the beam nearly perpendicular to the free surface (B)
and with a tilt of 40° about the axis shown (C), resulting
in a decrease in the lamellar contrast [244]. An image
(D) of an unstained sample taken at 1.0kV [249], under
the same conditions as abo ve, shows weaker contrast.
An AFM image of the free surface of an unstained
sample is shown in (E) and a height profile of the cor
rugated surface is shown in (F) [248]. (From Vezie
et al. [244, 249); used with perm ission.)
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provide a cross section showing the epoxy block
copolymer interface, as seen by bright field
TEM (Fig. 5.81A) [244]. The image was taken
at 200kV at slight underfocus with the beam
parallel to the lamellae. The dark regions are
PB, and a thin layer of PB covers the entire
surface as it has the lower surface energy. Figure
5.81B and Fig. 5.81C are low voltage PESEM
images [244] taken of the bulk samples after
staining and sputter coating with Au/Pd for 15s.
Images were taken at 1kV in an PEG immer
sion lens SEM, in this context a high resolution
SEM (HRSEM), with the beam nearly perpen
dicular to the free surface in Fig. 5.81B and with
a tilt of 40° about the axis shown in Fig. 5.81C,
resulting in a decrease in the lamellar contrast.
Figure 5.81D is an image of an unstained sample
taken at 1kV [249], under the same conditions,
showingcontrast ispresent but isweaker without
the stain. Figure 5.81E is an AFM image [248]
of the free surface of an unstained sample,
imaged using a silicon nitride pyramidal tip in
repulsive mode with medium range forces. The
height profile of the corrugated surface struc
ture is shown in Fig. 5.81F [248]. The AFM is
being used at comparatively low resolution
here, so there are none of the difficulties of
interpretation that can be true for molecular
scale AFM images, and the surface profile can
be accepted as accurate. The complementary
nature of this outstanding study makes the
results clearer and easier to understand.

Pfau et al. [254] noted that although the
best characterization technique for the bulk
morphology of multiphase polymer systems is
TEM, AFM is also capable of mapping these
systems with good resolution and contrast. This
work reported on preparation techniques, the
best of which was said to be cryomicrotomy to
produce a flat block face for ICAFM study
compared with TEM data. Studies included
ABS, ASA, and PP blends. Ott et al. [375] also
used TEM and SFM to verify structural fea
tures of a nanostructured bulk material such as
the morphology in an ABC triblock copolymer
with a "knitting pattern" morphology. Trans
mission electron microscopy preparation was
by diamond knife ultramicrotomy followed
by Ru04 staining. Phase and height images by
SFM were collected under ambient conditions
on samples prepared by cryoultramicrotomy at
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-135°C with a diamond knife, as described
earlier [358].

Characterization of the deformation processes
in polymers in situ, bySEM, TEM, and SFM,used
to understand the mechanisms of toughness
in rubber modified amorphous polymers and
butadiene-styrene block copolymers, has been
reviewed [229, 376]. Scanning electron micros
copy study can be done using special tensile
devices and deformation tests (see Section 4.8) at
temperatures from -150°C to +200°C.Samples of
different thickness can be deformed in tensile
devices or deformed samples examined directly
by TEM or high voltage TEM, which enables
study of thicker samples [377]. Radiation damage
(see Section 3.4) is an issue with any EM tech
nique, whereas SFM can be used for direct study
of surfaces in air with no coating and no electron
beam, and thus this technique is now being used
especially using a deformation device for in situ
study. Adhikari et al. [378,379] studied cryomi
crotomed (-120°C) thick films of different
styrene-butadiene (SB) block copolymers with
triblock architectures by ICAFM. The asymmet
ric SBS triblock copolymer (74 vol.%) forms, as
expected, a cylindrical morphology with hexago
nally packed PB cylinders in the PS matrix.
Depending on the interfacial structure, block
configuration, and the hard/soft phase ratio, other
triblock copolymers (74 vol.% and 65 vol.%)
show lamellae and randomly distributed PS cyl
inders in a random styrene-butadiene copolymer
SB matrix, respectively. Michler et al. [377] used
TEM and SFM to study asymmetric styrene
butadiene block copolymers and their blends
with PS homopolymer and to explore the
influence of phase morphology on the microin
dentation hardness and the nanomechanical
deformation mechanisms using similar prepara
tion methods. In contrast with polymer blends
and random copolymers, in which microhardness
generally is additive, the behavior of these block
copolymer systems was not additive.

Thin films of homogeneous propylene-ethyl
ene (PIE) copolymers of relatively narrow
molecular weight distribution were studied as a
function of constituent comonomer content by
AFM and are mentioned here as an example of
a model study for copolymers [116]. Samples
were melted in an uncovered pan in a DSC,
heated, and rapidly cooled to the desired melt
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temperature, held for 30min, and then rapidly
quenched in a dry ice/acetone bath. Specimens
were then microtomed at -75°C and ICAFM
performed to reveal the domain morphology.

Magonov and Yerina [253] reviewed AFM of
a number of block copolymers. Phase ICAFM
images on a film triblock copolymer of SBS
immediately after spin casting (Fig. 5.82A) and
after annealing (Fig. 5.82B) is compared with
cross sections of a SBS rod cut perpendicular
to the extrusion direction (Fig. 5.82C) and in a
parallel cross section (Fig. 5.82D). The alterna-
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tive lamellar structures of the PS glassy phase
are bright compared with the darker rubbery
PB blocks with the higher contrast observed
after annealing. The extruded rod was annealed
and the well ordered hexagonal pattern is seen
in the image of the perpendicular cross section,
whereas an extended liner structure is observed
parallel to the flow.

High temperature in situ AFM is a powerful
tool to study structure formation and melting
behavior of propylene/ethylene copolymers at
nanometer resolution as shown in the following

FIGURE 5.82. Phase images of SBS film just after spin casting (A) and after high temperature annealing (B) (2,um
on a side). Phase images of cross sections of an annealed SBS rod, made perpendicular (C) and parallel (D) to the
flow direction (1usn on a side). (From Magonov and Yerina [253],© (2005) Springer; used with permission.)
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study by Bar and Meyers [170]. The phase
image recorded at 90°C (Fig. 5.83A) reveals
the existence of several different structures
described as a cross-hatched web composed of
long radial and transverse lamellae with other
regions having smaller, less branched crystal
lites. Structural changes occur above 90°C (Fig.
5.83B) as the number of small crystallites
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Applications of Microscopy to Polymers

decrease and dark "lakes" of molten polymer
emerge. With time and increasing temperature,
these molten regions grow and merge (Fig.
5.83C, D) with the cross-hatch web the last to
melt upon further heating. Hot stage AFM
allows monitoring of thermal transitions in
much the way hot stage optical microscopy is
done but at significantly higher resolution.

FiGURE 5.83. Atomic force microscopy phase images of a propylene/ethylene copolymer recorded at ele
vated temperatures of (A) 90°C, (B and C) 9ZSC, and (D) 100°e. In all images, the gray contrast covers
phase signalvariation of ZOo. (From Bar and Meyers [170]; used with permission of the MRS Bulletin.)
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Block copolymers have more recently been
considered for nanotechnology applications
stemming from the scale of the microdomains
and the convenient tunability of size, shape, and
periodicity; although most of the microscopy is
done using thin films, the bulk state is also rele
vant for this topic as reviewed by Park et aI. [380,
381]. The many applications of nanotechnology
include membranes, photonic crystals, and high
density information storage media, among many
others. Transmission electron microscopy, SEM,
and AFM techniques find applicability in studies
of these copolymer structures using preparation
methods already discussed.

High resolution high angle annular dark field
(HAADF) STEM is a technique that is worth
discussing to assess the nature of copolymer
structure as has been done in work on ionomers
[382]. Figure 5.84 shows a high magnifica
tion (600kX) HAADF STEM image of CdSe
nanoparticles present in a PS/PMMA block
copolymer matrix while the lower image (60kX)
depicts the lamellar morphology of the block
copolymer itself [383].

5.3.4.7 Polyurethanes

Multiphase polymers containing polyurethane
are common toughened polymers in which it has
long been known that phase separation is impor
tant in determining structure-property relation-

FIGURE 5.84. High magnification inset (600kX)
HAADF STEM image of CdSe nanoparticles present
in a PS/PMMA block copolymer matrix; the lower
image (60kX) depicts the lamellar morphology of
the block copolymer itself. (From Winey [383];
unpublished. )
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ships [384]. In some cases, as with a polyurethane
modified polyester, a semi-interpenetrating
network is formed, as seen in TEM images of
OS04 stained sections [385]. Cryosectioning has
been used to study the morphology produced by
a polymer process, known as reaction injection
molding (RIM), in polyester-based polyure
thanes [386]. The large temperature gradients in
the mold were shown by Fridman et aI. [386] to
influence both molecular weight and morphol
ogy, and higher polymerization temperature
resulted in better hard segment organization. A
review of the structure of segmented polyure
thanes has shown incompatibility to be a key
factor in determining morphology. Chen et aI.
[387] used optical microscopy with a hot stage
and video camera, and electron microscopy of
cryosectioned specimens, to assess this morphol
ogy. Three crystal forms have been identified by
complementary optical and TEM study of solu
tion cast model films of polyurethane containing
hard and soft segments [388].

Often, polymers such as polyurethanes do
not fracture at room temperature, or the frac
ture is ductile, and both impact testing and
specimen preparation must be conducted below
room temperature. Additionally, etchants may
be required in order to bring out the dispersed
phase morphology. Demma et aI. [389] studied
the morphology and properties of blends of
polyester-based thermoplastic polyurethanes
with ABS, PS, SAN copolymer, and with an
ASA (acrylonitrile-styrene-acrylic ester) ter
polymer. Specimens did not break when Izod
impact testing was performed at room tempera
ture, and thus lower temperature was required.
For SEM study, specimens were immersed in
liquid nitrogen for lOmin and then fractured.
Fractured ABS specimens did not reveal any
particles. Chemical etching of the ABS blends
was used in an attempt to show the size distri
bution of the phases. Etching with methyl ethyl
ketone (4 h) at room temperature dissolved the
SAN copolymers in ABS [390]. THF vapor
treatment (1h) was said to be a solvent for the
thermoplastic polyurethane [391]. Micrographs
of fractured and etched (methyl ethyl ketone)
polyurethane blends revealed holes where the
SAN copolymer was located. However, a major
problem with etching preparation methods, as
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noted by us and by these authors [389], is that
often the etchant has adverse effects on the
matrix as well as the dispersed phase.

Scanning electron microscopy was also used to
examine the biocompatibility and biostability of
modified polyurethanes used as catheters, gastric
balloons, and prostheses [392]. However, oxida
tion needs to be reduced for these devices to be
used in vivo. Modifications or substitutions of the
soft segment have been studied to enhance bio
stability and evaluated by SEM and ATR-FfIR.
Segmented copolymers contain hard blocks that
form domains with high glass transitions or
melting points and act as physical crosslinks with
some of the most important properties associated
with the rearrangement and deformation of the
hard segment domains. AFM and SAXS were
used to study segmented thermoplastic elasto
mers containing poly(tetramethylene oxide) soft
segments and hard blocks of nylon 12;AFM was
used to provide real-space resolution of the mor
phology during tensile elongation and after sub
sequent relaxation [393]. Samples were solvent
cast onto glass slides from solution and films 10
50 flm thick were stretched for study by AFM
under ambient conditions. The results were com
bined with DSC and birefringence data taken on
filmsunder strain to obtain insight into the micro
scopicbasis for strain softening and plastic defor
mation in these segmented polymers.

A combination of TEM and in situ tensile
testing in an environmental SEM was used
to evaluate the static bulk and dynamic
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surface morphologies of medical polyurethanes
[394].Transmission electron microscopy results
showed phase separated hard segment and soft
segment structures. Surface morphology as a
function of strain was studied using ESEM in
conjunction with a tensometer. Samples were
prepared by casting thin filmsfrom pellets using
a hot press, quenching the films in a cold water
bath, and then annealing them at elevated tem
peratures. Samples were stained with OS04
(stained the PS) and RU04 to distinguish soft
segments from hard segments and then cryo
sectioned for TEM.

Scanning electron microscopy micrographs of
a polyacetallpolyurethane multiphase polymer
are shown in Fig. 5.85. The outer surface and a
fractured internal surface ofthis extrudate were
chemically etched in order to determine the
nature of the dispersed phase. The surface
(Fig. 5.85A) shows a complex structure due
to etching. The fracture surface after solvent
extraction (Fig. 5.85B) is complex, as it appears
that both the matrix and the dispersed phase
particles have been affected by the etchant.
When using etching, other methods should
also be used to confirm the nature of the micro
structure. Combination of SEM and AFM has
also been used to study various plastics applica
tions, including a thermoplastic olefin (TPO) of
75 wt.% iPP and 25 wt.% EPR [395]. Etching
with n-heptane at 60°C was done to remove the
rubbery EPR domains from the crystalline
PP matrix. The SEM image (Fig. 5.86A), taken

FIGURE 5.85. Scanning electron microscopy images of liquid nitrogen fractured polyacetal-polyurethane
blend show a complex network morphology (A) made more complicated by chemical etching (B). Scanning
electron microscopy of the etched fracture surface (B) suggests that the etchant has affected both the dis
persed phase and the matrix.



FIGURE 5.86. A compression molded TPO is imaged
after etching with n-heptane by SEM (A) and after
microtomy to produce a fiat surface by AFM (B).
Detailed interna l structure is more clearly imaged by
AFM than SEM due to the negative effect of the
etching process. (From Mirabella and Weiskellel [395],
© (2005) Taylor & Francis; used with permission.)

after etching and Au coating, shows the domain
structure cannot be fully determined as there
is incomplete etching and residue of the etched
polymer left on the surface. White areas around
the depressions are due to the etching leaving
residues that charge in the electron beam, and
because the rubb er domains were etched away,
no detailed structures within these domains can
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be seen. An AFM phase image (Fig. 5.86B) was
produced from the same TPO compression
molded sample after microtomy to produ ce a
flat sample. More details of the soft domains are
observed, including subinclusions within the
rubber phase not observed by SEM.

5.3.4.8 Biodegradable Polym ers

In recent years, there has been an increasing
interest in the development of degradable poly
mers [396-400]. Much of this interest has been
driven by increasing volumes and visibility of
plastic waste from commodity and packaging
products. Methods to reduce the volume of
waste include reduction of use, increased recy
cling of polymers, and the development of
biodegradable materials. Starch based blends
can be used as a biodegradable alterna tive in
disposable packaging, cups, composting bags,
and so forth. Biodegradable materials have
another use in biomedical produ cts, such as
degradable sutures that do not need to be
removed, screws and pins to repair brok en
bones that degrade as the bone heals, and
devices for the controlled release of drugs into
tissue [397]. The definition of "b iodegradable"
is in disput e, but fully degradable materials
and materials that quickly break down into
more stable, small fragments can be distin
guished. The latt er would remove the visibility
of plastic waste but would not be suitab le for
medical devices described here.

The fullydegradable material s that are of inter
est include polyesters that are sensitive to hydro
lysis. This is the reverse of the condensation
polymerization reaction, and these materials will
depolymerize in the presence of water back to
oligomers that can be digested by microbes.
Biopol (trademark of Metabolix,Inc.,Cambridge
MA) is a material of this type, a copolyester of
poly 3-hydroxybutyrate (PHB) and poly 3
hydroxyvalerate (PHV) , and is produced by bac
terial fermenta tion and willslowly degrade and is
compostible [398].This company develops PHAs
(polyhydroxyalkanoates; chemically related to
polyesters). These polyesters, because of their
biological preparat ion, are much purer than the
average commercial polymer. The homopoly
mers are very highly crystalline and have very
large spherulites, and even samples for optical
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microscopy may contain no effective nuclei [399].
The commercial product is a copolymer because
it has reduced crystallinity and spherulite sizeand
therefore better mechanical properties. Other
polyesters used for biomedical applications are
poly(lactic acid), poly(glycolic acid), and poly(p
dioxanone). These generally degrade faster;
degradable sutures, for example, must be packed
individually in vacuum sealed foiland used imme
diately on opening.

Starches, a class of natural polysaccharides,
have been modified and used combined with
thermoplastic materials to form blends that
degrade into small, stable particles. These
blends can often be processed by standard
melt forming polymer techniques, by com
pounding and extrusion into films and fibers,
and injection or blow molded. Accordingly,
process and material variables that affect mul
tiphase polymers affect these degradable
blends. Naturally, blends can also be designed
that are fully biodegradable, for example by
blending poly(hydroxybutyrate)-based materi
als with natural poly(saccharides) and synthetic
poly(caprolactone) polymers, as described by
Yasin and Tighe [400].

Irradiation-modification of blends of
various starches with a synthetic polymer,
poly(ethylene-co-vinyl alcohol) (EVOH), was
carried out using an electron beam [401]. The
effect of irradiation on the starch blend fila
ments was evaluated by SEM after freeze frac
turing under liquid nitrogen. The irradiation
was said to increase the beam damage of the
starch but not the EVOH under regular SEM
conditions, and thus lower beam energy and
higher chamber pressures were preferred.
Enzymatic etching was used to prepare the
cross sections for study and remove the starch.
Transmission electron microscopy has also
been used to examine the morphology of
extruded thermoplastic starch/EVOH blends
[402]. The blend composition is tailored to
provide the properties needed for thermoplas
tic processing by injection molding, fiber spin
ning, or making blown film. Simmons and
Thomas [402] reviewed this topic and details
on a method for evaluation by TEM. Samples
were cryoultramicrotomed at a sample tem
perature of -20°C to 15°C and a knife tempera-
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ture from -20°C to ooe, with temperatures
decreasing as the EVOH level increased, using
a 35° diamond knife to prepare sections 30
50nm thick. Sections were collected with an
eyelash tool and deposited onto a droplet of
ethanol on copper grids. No water is used
during this entire process to eliminate swelling
of the starch. Sections were stained with ele
mental iodine vapor for 1h to stain the amor
phous starch and carbon coated. These authors
discussed the imaging issues with these materi
als that warrant review prior to conducting
such studies. Issues include beam sensitivity,
contrast mechanisms for the starch versus
EVOH, and contrast changes as a function of
electron beam exposure. Low dose techniques
were used with conventional TEM to reliably
image the blends.

Blends of thermoplastic starch and natural
rubber were prepared using natural latex and
cornstarch [403], fractured in liquid nitrogen,
vacuum coated with a thick layer of gold
(20nm), and studied by SEM to reveal the dis
persed phase morphology. Recycled LDPEI
cornstarch blends were extruded and character
ized by SEM [404]. Atomic force microscopy
has also been used to image the internal struc
ture of starch granules [405]. The starch was
embedded in melamine or Araldite resin after
drying and then sectioned 1.5J1m thick onto
water using glass knives. Sections were stained
with very dilute iodine in potassium iodide for
light microscopy and directly for AFM. The
rapid setting Araldite, which is nonpenetrating,
allowed the ultrastructure to be viewed better
than melamine resin, which obscured the detail.

The change in the structure as a result of the
hydration or degradation process is of major
interest for biodegradable materials, therefore
examination of the material both before and
after hydration or degradation process is appro
priate. Dynamic imaging techniques such as
environmental or high pressure SEM (HPSEM)
to image wet specimens during water induced
swelling and degradation would seem to be the
preferred technique for such studies. Video
taping images of dynamic experiments has
value for understanding the failure of biode
gradable systems and understanding the mech
anisms of degradation. An example of the effect
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FIGURE 5.87. The HPSEM images of compost sur
faces that were evaporated with chromium were
taken at lOkV. An HPSEM image (A) of the film
has a porous surface due to the removal of one of
the blend components during the composting stage.
Microorganisms and white rot fungus remain on the
moderately hydrophilic surface. A porous extruded
film surface (B) in more detail has pores due to
composting; robust microorganisms and yeast colo
nies adhere to the hydrophilic film surface. (From
Loomis et al., unpublished [406].)

of degradation on a starch based polymer blend
film imaged in an HPSEM is shown in Fig. 5.87
[406]. The biocomponent films were prepared
and then slightly oxidized using a plasma etcher
and exposed to a thermophilic compost for 60
days. Upon completion of the compost cycle,
the samples were rinsed with isopropanol to
remove loose debris and dried at room tem
perature. The HPSEM images were all taken at
lOkV of surfaces that were evaporated with
chromium. Figure 5.87A is an HPSEM image
of the film, which has a porous surface due to
the removal of one of the blend components
during the composting stage. Microorganisms
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and white rot fungus remain on the moderately
hydrophilic surface. Figure 5.87B shows the
porous extruded film surface in more detail,
again with pores due to the removal of one
of the blend components during composting;
robust microorganisms and yeast colonies
adhere to the hydrophilic filmsurface. Although
the HPSEM is not a technique for high resolu
tion imaging, it does allow imaging of wet mate
rials and dynamic experiments.

5.3.5 Failure or Competitive Analysis

A major objective of microstructural analyses
on multiphase and other polymers is failure
analysis, that is, determination of the mode or
cause of failure, especially of a product in use in
the marketplace. Failure analysis generally
involves characterization of a material that has
failed, either in service or in a physical test.
Controls are not always available, and timing is
often critical. In some cases, the types of analy
sis required may well be similar to those
described above: phase contrast light micros
copy, PLM, SEM, TEM, and AFM. Other
microstructural techniques that are valuable in
solving such materials problems are chemical
contrast imaging and elemental x-ray mapping.

Plastic pipes made from PVC and high density
PE are used in many applications, including
pipes for water and gas transport where brittle
failure obviously limits their use. A method for
inducing brittle failure for testing was devel
oped as a plane strain fracture toughness test
[407,408]. The test involved notching the speci
men and using a razor blade induced fracture to
replace fatigue cycling tests. The fracture tough
ness measured was a function of the resistance
to brittle failure in a sharp crack region. Micros
copy of the fracture zone was used to character
ize the nature of the fracture surface.

A toughened nylon with low impact strength
is seen in the SEM images in Fig. 5.88 with a
brittle surface exhibiting a classical flaw-mirror
mist-hackle fracture pattern. At higher magnifi
cation, the fracture is shown to have propagated
from a defect site and has formed fracture ridges
where the fracture accelerated (Fig. 5.88B). An
enlarged view of the defect site (Fig. 5.88C)
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shows it to be a round contaminant fiber, which
itself exhibits brittle failure .

X-ray microanalysis and BEl provide infor
mation regarding the elemental composition of
dispersed phase particles and also of the con
taminants responsible for failure . These tech
niques are useful for the study of multiphase
polymers, if one of the phases contains an
element not contained by the other. For
example, Price et al. [409] used SEM/EDS to
study the interface between two polymers, one
of which was PVC, to measure the local com
position during interdiffusion. Failure of elas
tomer compounds used in tank track pads,
natural rubber, SBR, EPDM, and 50/50 SBRI
BR was studied as a function of elastomer cure
and degradation in service [410]. Andrade et al.
[411] used BEl of osmium tetroxide stained PSI
PB to provide images that showed the dispersed
and stained PB as a result of atomic number
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FIGURE 5.88. Scanning electronmicroscopy studyof
brittle failure in an impact modified nylon molded
article reveals classic fracture morphology. The
locusof failure(arrow)isseen (A) withsurrounding
mirror (M), mist and ridged hackle (H) regions
propagatingout into the bar.A highermagnification
viewof the flaw and mirror is shown (B). The flaw
(C) appears to be a round fiber, likely a
contaminant.

contrast. Hobbs and Watkins [412] used the
inherent differences in atomic number of mul
tiphase polymers for imaging by SEM and BEL
They stained polymers of low inherent chemi
cal contrast with either osmium tetroxide or
15% bromine in methanol (30s).

The combination of SEM, BEl, and elemental
mapping provides identification of the chemical
composition and distribution of elements within
polymers that is quite useful for failure analysis.
For example, SEM of a multiphase polymer (Fig.
5.89A) shows a fractured polymer surface con
taining large dispersed phase particles, about
10pm across , and submicrometer sized particles
as well as large holes. The BEl image (Fig. 5.89B)
shows that both the large and the smaller parti
cles are brighter than the background polymer,
and thus they are composed of elements of higher
atomic number than the polymer. Elemental
mapping shows that the small particles, at and
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below the surface, contain antimony (Fig. 5.89C),
whereas the larger particles contain chlorine
(Fig. 5.89D). The subsurface particles are not
observed in SEM but are sampled in the x-ray
detection volume. Care must be taken in elemen
tal mapping and x-ray analysis, in general, to
allow for the fact that the detection volume for
x-rays is always greater than that for scattered
electrons, and the actual detection volume is a
function of both the atomic number of the matrix
and the accelerating voltage of the electrons.

Another use of microscopy is the study of
competitive materials, which is similar to doing
failure analysis as the full nature of the material
is not known. In this example, the question was
to learn the nature of the process used to make
a dual oven able food tray. Transmission elec
tron microscopy cross sections, stained with
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RU04 vapor (Fig. 5.90), revealed a bilayer con
struction with neat PET (left side) at the shiny
surface and submicrometer modifier particles
with a sharp interface outlined by the stain
formed by coextruding a multilayer construction
[52]. A skin ailment in a molded auto resin part,
made of Noryl GTX (trademark of GE Plastics),
an inherently conductive blend of PA and PPE
designed for electrostatic painting, is shown in
Fig. 5.91. The sample was sectioned perpendicu
lar to the melt flow direction using cryoultrami
crotomy with a diamond knife, and sections were
accumulated in cold ethanol, transferred to a
water surface, and placed on copper grids for
TEM at 200kV [52]. The domain structure is
fairly uniform in the center of the part (Fig.
5.91A), but coarser domains have been pulled
apart at the surface (Fig. 5.9IB).

FIGURE 5.89. Scanning electronmicroscopy of a multiphase polymer(A) showslargedispersed phaseparticles
and submicrometersized particles and holes. BEl (B) shows that the dispersed phase particles have higher
atomic number than the matrix. Elemental mapping shows that the small particles contain antimony (C),
whereas the larger particlescontain chlorine (D). Once the specific size/shape of the particlesare identified
by mapping, BEl imaging can be used to study the specimen surface.
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FIGURE 5.90. Transmission electron microscopy cross
section of a dual ovenable food tray reveals a bilayer
construction with neat PET (left side) at the shiny
surface and submicrometer modifier particles with a
sharp interface outlined by the stain formed by coex
truding a multilayer construction. (From Wood [52];
unpublished. )

Atomic force microscopy techniques includ
ing scanning thermal microscopy have been
used in research and failure analysis, as reviewed
by Bar and Meyers [170]. The insulation mate
rial for high tension cables can be composed of
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a mixture of a cross-linkable long fiber PE
(LFPE) with ethylene-butylacrylate (EBA).
Extruded defects or lumps on the surface of the
outside cladding were observed between 50 and
600Jim in size; these defects were apparently
traced to the insulation layer below the outside
cladding material. The defects were excised
from the cable insulation and thick sections
cryomicrotomed for identification, as shown in
the reflected light images in Fig. 5.92A, B; the
defect has a different texture than the matrix.
Intermittent contact mode AFM phase images
indicated that the EBA was well dispersed in
the crosslinked PE matrix as 50 to 100nm phases
(Fig. 5.92C), but the defect region was rougher
in texture and devoid of discrete EBA phases
(Fig. 5.92D). Scanning thermal microscopy in
the local thermal analysis (LTA) mode was
used to determine the melting behavior of the
defect and matrix (see regions marked in Fig.
5.92B). The final figure, Fig. 5.92E, shows the
LTA on the gel defects to have a different
melting temperature than the matrix, which was
also confirmed by hot stage optical microscopy
[170].

FIGURE 5.91. Transmission electron microscopy cryoultrathin cross sections, cut perpendicular to the melt
flow direction and stained with RU04 vapor, revealed a skin ailment in a molded auto resin part, made
with Noryl GTX (A) compared with the same blend near the skin surface (B). (From Wood [52];
unpublished.)
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FIGURE 5.92. Reftected light image of a defect in cable insulation. The defect appears rougher in texture
than the surrounding matrix (dotted outline) (A). Reftected light image of the thick section shown in (A)
following three local thermal analysis cluster measurements using SThM (B). Intermittent contact mode
AFM phase images of (C) the cross linked PE/EBA matrix and (D) the defect shown in (A) . The defect is
devoid of discrete EBA phases. The thermomechanical response of the heated probe in contact with the
defect (solid curves) and matrix (dashed curves of [A]) are seen to melt at different temperatures (E). (From
Bar and Meyers [170]; used with permission of the MRS Bulletin.i
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5.4 COMPOSITES

5.4.1 Introduction

Polymers containing rigid fillers, both fibrous
and particulate, are termed composites. Com
posites generally contain short or continuous
fibers or nonfibrous particles, usually minerals.
Fibers used in composites include both inor
ganic fibers, such as glass, carbon, graphite,
ceramic and organic fibers, such as aramids,
and naturally occurring fibers (e.g., flax and
wood). Particles used in composites are gener
ally minerals, such as mica, clay, talc, wollaston
ite, calcium carbonate, and carbon black.
Polymer composites have seen a major upheaval
in the past decade with the surge in the litera
ture and the marketplace of new materials
termed nanocomposites based on their use of
nanometer-sized fillers (e.g., clays and carbon
nanotubes). The development of these materi
als has paralleled the development of nano
structure characterization tools , such as SPM.
These new materials provide a source of
improvements in mechanical and barrier prop
erties that offer major opportunities in many
materials fields. Accordingly, a section of this
chapter will be devoted to nanocomposites.

Thermoplastic homopolymers, multiphase
polymers, and thermosets are all used as the
matrix for composite materials. Rigid fillers are
added to composites either to fill the polymer
and perhaps modify some physical property or
to reinforce the matrix, that is, to bear some of
the load. Fiber composites are used in applica
tions such as in small boat hulls and automotive
bodies because of their light weight and high
strength. Applications of carbon fiber rein
forced composites are in tennis and racket ball
rackets, fishing poles, and in the medical/ortho
pedic field for joint replacement [413],and more
recently in aircraft [414] and ships designed for
fast responses. Continuous graphite (carbon),
glass, and Kevlar fibers in epoxy resins have
been the major composite materials applied to
such components.

Incorporation of short or long glass or carbon
fibers into many engineering materials improves
their strength, stiffness , and heat deflection.
The strength and fatigue crack resistance
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depend on the volume fraction of fiber in the
composite, the mechanical properties of the
fiber and polymer, and particularly the adhe
sion between the two components. Adhesion is
controlled by a compatible surface finish, or
"size," put on the fibers to enhance bonding. In
fact, in the case of glass fibers, the fibers require
protection so they do not break during han
dling. The complex interface between the size
and the fiber is termed the interphase region, in
much the same way as the interface of polymer
blends. Sizing developments are well guarded
secrets by the various glass fiber manufacturers,
who try to provide products that are easy to
handle and form into composites. Nonfibrous
fillers find application in low cost composites
where they may enhance physical properties or
simply replace the more expensive polymer
with minimal loss of mechanical integrity . There
is increased demand for additives for electron
ics with conductive and antistatic additives to
limit charge buildup during fabrication, storage,
and use (e.g., auto fuel systems and medical
applications). Additives are also used as flame
retardants, colorants, thermal and chemical sta
bilizers, to enhance conductivity, and to improve
electrical properties of the thermoplastics or
thermosetting plastics used as a matrix.

Cellulosic materials have been used as fillers
in polymer composites (Bakelite) and as cellu
lose derivatives (collodion) since the very begin
ning of the plastics industry. More recent
applications for cellulosic fillers include the use
of wood flour [415] or fibers with isotactic PP for
interior automotive panels, and wood polymer
composites for construction material, especially
decking. Improved modulus composites based
on cellulosic fiber with thermosets and thermo
plastics are being used for automotive, furni
ture, and road making, to nameafewapplications
[416].As with all fillers, a major reason for using
these natural fibers is to reduce the cost of the
product, although they are of high modulus and
may increase the stiffness if their aspect ratio is
kept high enough during processing. Reviews
describe current trends in the use of cellulosics
in general [416], prospects for the use of wood
cellulose as reinforcements in polymer compos
ites [417], composites that contain natural poly
mers , including cellulose derivatives [418],wood
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consumption compared with plastics [419], and
natural fibers, plastics, and composites [420].

The processing of composites is quite complex
as the nature of the polymer matrix, the filler or
reinforcement, the sizing or surface treatment
of the filler, and the process all contribute to
the microstructure and properties. Key to the
assembly is the dispersion of the filler, the
wetting of the filler surface, and the chemical
bonding, if any, at the interface. The lack of
fiber to resin bonding can result in a decrease in
the stress transfer from the resin to the fiber and
limited reinforcement. Important topics in pro
cessing composites are found in the literature
(e.g., [421--425]). All of the structures, from the
macro to the micro and nanoscale, are relevant
to control and therefore must be observed using
a range of microscopes. The relevant micros
copy techniques and examples of their applica
tion to morphological study are described here
and elsewhere (e.g., [426--429]).

5.4.2 Literature Review

5.4.2.1 Composites in General

The strength of a short fiber reinforced com
posite depends upon the fiber length and orien
tation, the volume fraction of fibers (typically
15--40%), the matrix and its mechanical proper
ties, and the interfacial bond between the fiber
and the matrix resin. Long fiber composites are
dependent upon the method of preparation,
whether by extrusion of long glass fiber com
posites or the use of carbon or graphite fabrics
or laminates. The properties are also depen
dent of course on the specific fiber and poly
mers and the type of composite. Fiber
composites include multilayered composites,
both laminates and hybrids, and single layer
composites, using either continuous or discon
tinuous fibers [421]. Natural fibers are also
established options for composites. The most
common are short fiber composites with random
orientation although long fiber composites are
becoming more common. End uses for these
composites include the full range of materi
als-electronics, medical, lighting, automotive,
construction, and so forth. A text by Folkes
[430] provides an excellent review. De and
White [431] review short fiber composites, of all
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types, including design, process, and property
considerations.

Optical microscopy and SEM are the tech
niques usually employed to evaluate the struc
ture of composite materials. The hardness of
composites generally (but not always) precludes
microtomy, so polishing is used to provide thin
sections for transmitted light microscopy or
thick sections for reflected light study. Since
about 1967 [432], fractured composites have
been studied by SEM techniques, primarily due
to the great depth of focus of this technique.
Specimens are fractured by normal physical
testing procedures or in use, and SEM is used
to evaluate such features as the size, distribu
tion, and adhesion of the fibers or particles. The
length of protruding fibers and their adhesion
to the matrix playa major role in revealing the
strength and toughness enhancement. Quanti
tative microscopy techniques can be used to
determine the length distribution of the fibers
in a composite or the length of fibers protruding
from a fracture surface. These are important
parameters that relate to mechanical proper
ties. Fiber length distribution information is
important, as there is a critical fiber length
required for reinforcement [433, 434]. After
compounding and extrusion and/or injection
molding, there is a distribution of lengths with
many fibers that may be less than this critical
length, resulting in poor composite properties.
Earlier studies [435] described a method of
removal of fibers from composites, without
damage, followed by quantitative analysis of
the fiber length distribution. Such methods are
used to understand and optimize the glass fiber
length during processing.

Oron [436] described dynamic evaluation of
fracture mechanisms in composite materials by
direct observation in the SEM. In this systematic
study, tensile loading of notched carbon fiber
epoxy composites was conducted in the SEM.
The three stages of fracture described by
Tetelman [437] are: (1) the tip of the notch is
blunted and microcracks form there, (2) micro
cracks grow with fiber debonding, and (3) failure
occurs with cracks widening followed by cata
strophic failure. The effect of short glass fibers
and particulate fillers on fatigue cracking in
polyamides was evaluated in the SEM [438].
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Improvement in fatigue crack propagation was
found with increased glass fiber loading and
reinforcement. The percolation network in poly
olefins containing antistatic additives was imaged
by low voltage SEM, revealing the conductive
pathway in the volume beneath the sample
surface [439]. Fiber matrix interactions were
studied in aramid short fiber reinforced thermo
plastic polyurethane composites using SEM to
compare with mechanical properties [440]. Com
posites with small metal or metal oxide particles
were studied using variable pressure SEM in
which BEl images showed the morphology and
size distribution, which was quantified using
image analysis techniques [441].

Electronic devices are moving to ever higher
frequencies and speeds resulting in a need for
better understanding of the materials construc
tion and microstructure as subtle effects in par
ticle size, dispersion, and part and layer thickness
affect dielectric and other electronic properties.
Compounds made using conductive fillers, such
as graphite fibers and ceramic particles, enable
a material to transfer heat through conduction,
a necessary feature in electronic components,
lighting, and other devices in which heat can
limit service. High temperature resistant ther
moplastics, such as PPS, PEl, PPO, and liquid
crystal polyesters, have been combined with
conductive fibers, generally chopped graphite
and nickel coated graphite. Fiber distribution,
orientation, and fracture morphology are deter
mined by optical and SEM techniques. Poor
bonding in a nickel coated graphite composite,
as observed in SEM tensile fractures, resulted in
lowered tensile and impact properties [414].

5.4.2.2 Contact Microradiography

Contact microradiography is a method that
permits assessment of the length and orientation
of glass fibers in composites and thus is included
here for completeness. Sections are cut50-150 pm
thick with a low speed diamond cutting saw and
exposed to an x-ray beam providing an image on
an underlying photographic plate. The resulting
photograph has more contrast than an optical
micrograph [430, 442]. The effect of molding
conditions on fiber length and distribution has
been studied by contact microradiography. Flow
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geometry and injection speed have been shown
to affect fiber orientation and skin thickness of
the molding. Bright et al. [443] used contact
microradiography of glass filled PP to show the
effect of the flow field on the fibers. They
explained the flow field according to the "foun
tain" flow model [261], which shows that skin
orientation is due to extensional flow, whereas
shear flow is observed in the core. This exten
sional flow causes a high degree of molecular
orientation along the flowaxis in fiber filled com
posites in much the same way as was described
for unfilled polymers (see Section 5.3). A high
injection rate causes an increase in skin thick
ness, and fibers in the core are aligned transverse
to the flow axis. Low injection rates result in a
thicker core with fibers parallel to the flow axis.
Mold temperature also affects the nature of the
skin and core, and thus fiber orientations at
colder mold temperatures give thicker skin
layers. Fiber alignment resulting from three flow
conditions was shown using contact microradiog
raphy [444]. Convergent flow causes high fiber
alignment, and diverging flow causes fibers to
align perpendicular to the flow direction. Shear
flowleads to alignment nearly parallel to the flow
direction. Overall, process conditions affect
polymer orientation and filler fibers are gener
ally oriented with the polymers. The interested
reader is directed to the references for details
relating to the method.

5.4.2.3 Carbon and Graphite
Fiber Composites

Specific surface features identified by SEM
examination of fractured composites have been
more widely documented in the case of carbon
fiber than for glass fiber composites. Fatigue
damage in graphite/epoxy composites was
investigated by Whitcomb [445] where delami
nation and cracking were found to result during
fatigue tests. This is an important result as such
testing relates to long term behavior of the
composite. Richards-Frandsen and Naerheim
[446] described graphite/epoxy composites
where three point bending induced delamina
tion fatigue failure. Fracture surfaces were
examined in the SEM in order to characterize
the structure. Several common features were
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noted: matrix cleavage, hackle formation (in
the epoxy) , and wear. Defects causing crack
propagation were caused by resin-rich inclu
sions and voids.Tensile fracture in high modulus
graphite fiber composites, subjected to off-axis
tensile loading, showed severa l fracture fea
tures [447],such as matrix lacerations or hackle,
fiber pullout, resin-free fibers, matrix cleavage ,
and matrix debris. Fracture modes were identi
fied (447), and smooth surfaces with matrix lac
erations in intralaminar shea r and smooth
surfaces with matrix cleavage were shown in
transverse tensile fracture. Alth ough fractogra
phy studies of brittle fibers can be conducted to
det ermine the locus and cause of failure by clas
sical fracture mechanics, such a simple determi
nation cannot be made in the case of a composite
[448]. Accordingly, single fiber testing of graph
ite fibers in thermosetting resins has been con
ducted in an optical microscope to determine
the nature of the stress concentration at the
fiber matrix interface [449].

Composites may also be examined by trans
mission EM methods, such as by bright field,
dark field, and electron diffraction of ultrathin
sections. Sections of carbon fiber composites
are quit e difficult to obtain, but the technique is
possible [450,451] . Important information that
can be obtained relates to the fiber-resin inter
face, which is known to be critical to composite
properties and is often adversely affected by
envir onmental conditions.

5.4.2.4 Hybrid Composites

Hybrid composites are formed from a mixture
of fibers and a bonding matrix [452], and these
include carbon-glass and carbon-aramid fibers.
Hybrid composites have economic, physical,
and mechanical property advantages that are
exploited for various applications. For instance,
composites containing expensive carbon fibers,
for added strength and stiffness, may include
glass fibers for increased toughness. Kalnin
[453] evaluated glass-graphite fiber/epoxy resin
composites. Nylon 6 polymerized around unidi
rectionall y aligned carbon and glass fibers
showed reinforcement properties [454]. Kirk et
al. [455] measured the fiber debonding length
in a model hybrid carbon and glass fiber com-
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posite and evaluated the fracture energy as a
function of the carbon fiber/glass fiber ratio.
They determined that the rule of mixtures pre
diction overestimates the fracture energy in the
hybrid composites. Hardaker and Richardson
[452] described the theoretical and empirical
developm ents in this area.

5.4.3 Composite Characterization

The major topics in this section are the micros
copy techniques and preparation methods used
for fiber composites (e.g., [429]). There are
three imaging techniques and methods that are
typically applied to assessment of composite
microstructure: (1) optical microscopy, by
reflected light of polished surfaces and trans
mitted light through thin sections, (2) SEM
analysis of both polished and fractured speci
mens, and (3) TEM of ultrathin sections gener
ally of particle filled composites. Scanning
probe microscopy can also be used to stud y
polished surfaces and SPM and TEM tech
niques are most often used to assess the micro
structure and nanostructure of nanocomposites
due to the small size of the dispersed particle s,
generally clays and carbon nanotubes. Speci
men preparation for these techniques has been
discussed in Chapter 4, and more detail on
applications will be given later in this sect ion .
Applications of microscop y to the study of
glass, carbon, or graphite fiber comp osites and
mineral filled composites will be explored,
especially relating to the effects of processing,
fiber length , and interfacial bonding.

5.4.3.1 OM Characterization

Fiber and particulate fillers can be observed
prior to compounding or they can be removed
from the composite by high or low temperature
ashing, plasma ashing, microwave ashing, or
etching. High temperature ashing in a muffle
furnace can change the phase of the filler or
cause embritt lement and breakage. Low tem
perature ashing with radio frequency (RF)
plasma is used to remove the organic matter
without such phase changes or embrittlement
[435]. It is important to know the morphology of
the fillers before studying them in a composite
as an aid in understanding the complex
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morphologies. Examples of fiber and particulate
fillers, removed or free from resin, are shown in
Figs 5.93 and 5.94. A transmitted light micro
graph (Fig. 5.93A) shows the general nature of
short glass fibers. Glass fibers removed from a
filled resin by low temperature ashing are shown
by SEM in Fig. 5.93B. Flat mica flakes (Fig.
5.94A) are quite different in morphology from
irregularly shaped talc particles (Fig. 5.94B) and
finely divided clay particles (Fig. 5.94C). Polar
ized light microscopy of such minerals also aids
their identification if the filler in the composite
is an unknown. In that case, the Particle Atlas by
McCrone and DeIly (the book [456] and online
reference [457]) is an invaluable source of rep
resentative optical micrographs of common min
erals, fibers, and particles.

Reflected light microscopy is a technique
that provides an overview of composite micro
structures. Specimens are cut, polished (see
Section 4.2), and examined in reflected light,
generally at magnifications about 30-500x.
Glass fibers appear as light colored round or
elliptical sections. The orientation and loading
of glass fibers in various regions of a composite
can be shown by such studies. It is worth noting
that the ratio of the major and minor axes of
the ellipse produced when the cylindrical fibers
are intersected during cutting and polishing can
be used to determine the angle of the fibers
(their orientation) within the matrix. Image
analyzing computer systems can be used to
rapidly measure the orientation of many fibers

Applications of Microscopy to Polymers

within the matrix in this way, as long as the
fibers are exactly cylindrical. For most fibers, a
thin section viewed in transmission is required,
and this is difficult with a normal optical micro
scope. A very thin section is difficult to prepare
and includes long sections of few fibers; on the
other hand a thicker section is not all in focus
at one time and may contain overlapping fibers.
However, only a clear image can give good
results, as the computer system must be able to
distinguish fiber boundaries and discard over
laps. The laser confocal scanning microscope
(LCSM) can overcome these problems. The
instrument is described in Section 6.2.1 (see
also [458]). It has the ability to form "optical
sections," that is, sharp images of a particular
plane within a composite, as long as the matrix
material is transparent. Observation of one
such sectional image gives information on the
orientation of fibers within that plane, but the
associated computer systems can put together
the information in many such images, formed
as the sample is scanned along the optic axis of
the instrument. The result is a full determina
tion of fiber orientation, for a depth of up to 20
or 30.um into the composite [459,460].

Transmitted light microscopy permits assess
ment of the polymer matrix as well as the fiber
orientation. Polished thin sections can be used
for bright field, polarized light, and phase con
trast microscopy, as shown for a glass fiber rein
forced polyamide (Fig. 5.95). In bright field
(Fig. 5.95A), in a section cut perpendicular to

-7
A

FIGURE 5.93. An optical micrograph (A) of glass fibers removed from a filled engineering resin by a low
temperature ashing method shows that they are isotropic, clear cylinders that tend to break into bits or
shards (arrows). A low magnification SEM (B) shows the surface texture and shape of the fibers.



Composi tes 359

FiGURE 5.94. Optic al micrographs show the size and
shape of several minerals used as fillers for compos
ites: (A) mica flakes appea r platy in shape with
irregular boundar ies, (B) talc particles have a much
finer , platy textur e and the part icles exhibit a range
of shapes from nearl y fibrous to platy; and (C) clay
pa rticles are very fine grained with no characteristic
shape.

the flowaxis of the test bar, the fibers are round ,
showing that they are oriented along the bar
axis. The regions between the fibers cont ain the
fine textured polymer. In polarized light (Fig.
5.95B), the polymer is birefrin gent and com
posed of fine spherulites whereas the fibers are
isotropic, as expected. Phase contrast imaging
(Fig. 5.95C) shows particles (white) are present
that are different in refractive index compared
with the polymer. Overall, combination of the
three optical microscopies shows that the rein
forced polyamide is composed of glass fibers,
orient ed with the flow axis of the mold, and that
dispersed, second phase particles are also
present.

5.4.3.2 SEM of Composites

Scanni ng electron microscopy is the most
widely used imaging technique for the study of
both shor t and continuous fiber comp osites.
The nature of the adhesion between the matrix
and the resin and information relat ing struc
ture to mechanical properties can be obtained
by SEM assessment of the composite frac ture
surface. Voloshin and Arcan [461] showe d
by SEM inspection that debonding of the
fiber and matrix in unidirectional glass fiber/
epoxy composites is the cause of shear failu re
under bidimensional stress. Wu et al. [462]
studied the impact behavior of short fiber/
liquid crystalline polymer composites by SEM
evalu ation of instrumented impact tested and
modular falling weight tested mater ials. They
observed a high degree of anisotropy in both
the morph ology and mechanical properties
of the unfilled polymer. Adding short fibers
reduced this anisotropy. The SEM observa
tions also suggested failure mechanisms in
these comp osites. The mechani sms of fatigue
in short glass fiber reinforced polyamide 6
were studied by SEM of specimens afte r
environmenta l conditioning and testing, pro
viding a corre lation between tensile and
fatigue strength [463]. Even relatively low
magnification SEM can be used to eva luate the
distribution of fibers and orienta tion with the
direct ion of flow, as was done for extrusion
blow molded, long fiber reinforced polyolefins
[464].

J,
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FIGURE 5.95. Transmitted light micrographs of a
glass fiber reinforced polyamide polished thin section
is shown by three optical techniques. Imaging in
bright field (A) reveals clear, round fibers aligned
perpendicular to the section plane and a mottled
textured matrix. Polarized light (B) shows the glass
fibers are isotropic (black), whereas the polymer is
birefringent and composed of finely textured spheru
lites. Phase contrast (C) shows that there are small
white regions of different refractive index than the
matrix.
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The fiber lengths of fillers or reinforcements
are dramatically diminished during compound
ing and injection molding, and many studies
have been conducted on both minimizing
that breakage and determining the critical
fiber length required for reinforcement [433].
Most of these studies have been conducted on
glass fibers, although the principles are similar
for all reinforcements. There is also a great
range of variability of orientation and fiber
length in composites. However, critical applica
tions require precise predictions of mechanical
behavior, which has been addressed [430,465].
A model of microstructure-property relations
has been developed to predict mechanical
behavior. Quantitative microscopy was applied
to determine the location and orientation of the
fibers in a polished specimen and to measure
fiber pullout lengths in SEM fracture surfaces.
The critical fiber length was assumed to be
about four times the mean observed pullout
length. It is important to know the length of
the fibers in the composite compared with
the critical fiber length for that system in
order to know if the fibers are providing
reinforcement.

Scanning electron microscopy images of
composite surfaces of two different specimens
resulting from notched Izod impact testing of
glass fiber filled thermoplastics are shown in
Fig. 5.96. Fibers are aligned parallel to the
surface in the skin, and they are not aligned in
the core (Fig. 5.96A). Fibers are shown that
exhibit poor fiber wetting, as seen by the clumps
of fibers with no resin rather than single fibers
distributed within the matrix (Fig. 5.96B).
A typical "hackle" morphology is observed
in the fractured resin (Fig. 5.96C), between
fibers and larger hackle or ridged patterns
within the matrix. Short fibers with resin coating
(Fig. 5.96D) suggest there is some good bonding,
whereas fibers are seen debonded from the
fracture surface (Fig. 5.96E). The surface of
an individual glass fiber shows a thin layer
of resin bonded to the fiber surface (Fig.
5.96F). Adhesion is controlled by a compatible
surface finish, or "size," put on the fibers to
enhance bonding. Classical brittle fracture of
the glass fibers is seen (Fig. 5.97A, B), and
the bonding at the fiber surface is shown in
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FIGURE 5.96. Scanning elect ron microscopy of Izod impact fractured, glass fiber filled thermoplastic text
specimens show nonuniform distribution of fibers in the two different specimens (A, C, D and B, D, F). Th e
fibers (A) appear aligned parallel to the skin, and the matrix exhibits brittle failure as hackle mark s (arrow
heads) are seen. The fibers (B) protruding appear long and poorly wette d with the resin. Hackle or ridged
pattern s (arrowheads) are observed (C). Resin is also seen on the fiber surfaces in some regions (D and F),
whereas cleaner fiber surfaces and less well bonded regions are also observed (E).



362

detail (Fig. 5.97C) in another glass fiber
reinforced resin.

A comparative study using different types of
SEM techniques is worthwhile when imaging
fiber filled composites. An uncoated, glass fiber
filled nylon is shown in a BSE image taken at
low vacuum and 5kV in Fig. 5.98A and in
SEI at high vacuum and low kV (1.2kV) in
Fig. 5.98B [215]. The atomic number contrast
in the BSE image shows the fiber and the
polymer coating more clearly than in the poorly
resolved SE image taken at high vacuum.
Finally, it should be remembered that failure

Applications of Microscopy to Polymers

analysis often requires several techniques be
used for evaluation with the most common
being OM and SEM, coupled with EDS (e.g.,
[466]). Figure 5.99 shows a fracture surface of
a molded sample with a defect particle present,
found by EDS spectra and elemental map
to contain Ti and to likely be an undispersed
TrO, particle.

5.4.3.3 Problem Solving Application

The application of TEM to imaging rubber
modifiers in polymers was reviewed (see Section

FIGURE 5.97. Scanning electron microscopy of a
glass fiber reinforced nylon shows excellent compat
ibility between the fiber surfaces and the matrix.
Short, nearly lateral failure across the matrix and
fiber is observed (A). Some glass fibers exhibit clas
sical brittle fracture (arrow) (B). Adhesion of the
matrix resin is seen (arrowheads) at the fiber sur
faces (C).
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FIGURE 5.98. An uncoated glass fiber filled nylon is shown in a BSE image taken at low vacuum and 5 kV
(A) and in SEI at high vacuum and low kV (1.2kV) (B). (Fro m V. E. Robertson, JEOL USA [215],
unpu blished.)
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FIGURE5.99. Scanning electron microscopy of a fracture surface of a molded sample with a defect par ticle
presen t (A) , found by EDS spectra (C) and map (B) to contain Ti and to likely be an undispersed Ti02

part icle.
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5.3). However, in many cases TEM is required
for identification of the details of an unknown
product in the marketplace, and in some cases
the composite is complex and includes glass
fibers or other additives. In the example here,
a glass fiber reinforced polyamide contained
elastomer, but the type and amount were
unknown [186]. The samples were cryoultra
thin sectioned with an older diamond knife,
because of the presence of the glass fibers, and
images of the sections unstained (Fig. 5.100A)
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and stained (Fig. 5.100B) with RU04 vapor
showed the dark dispersed phase of the elasto
mer in the latter and irregularly shaped mineral
particles in the former. The broken glass fibers
are the larger structures in the image, with
holes in the sections, but they do not detract
from the ability to image and measure
the other components. At higher magnifica
tion (Fig. 5.100C), the dark dispersed phase is
more clearly resolved as fairly round particles
about O.2,um in diameter. Particle shapes are

FIGURE 5.100. A glass fiber reinforced polyamide with elastomer was cryoultrathin sectioned with an older
diamond knife, due to the presence of the glass fibers, and images of the sections unstained (A) and stained
with Ru04 vapor (8) showed the dark dispersed phase of the elastomer in the latter and the irregularly
shaped mineral particles in the former. The broken glass fibers are the larger structures in the image. At
higher magnification (C), the dark dispersed phase is more clearly resolved as fairly round particles about
0.2,um in diameter. (From Wood [186]; used with permission of the American Chemical Society Rubber
Division.)
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generally determined by sectioning both
parallel and perpendicular to the melt flow
direction [186].

5.4.4 Carbon and Graphite Fiber
Composites

The microscopy techniques described for the
evaluation of glass fiber composites are widely
used to determine the microstructure of carbon
and graphite fiber composites. Microscopy of
crack propagation in carbon fiber reinforced
composites is also very important in under
standing mechanical properties. Test specimens
and actual composite products are often evalu
ated to determine the distribution of the fibers

365

in the resin, typically epoxy, and the degree
of resin wetting of the fibers. Voids in the
composite can be the locus of failure, and
their identification and cause are quite impor
tant to mechanical property evaluation. Studies
of the effects of surface treatments have
been done by SEM, but also HREM has
been used to assess the interfacial phenomena
(e.g., [467]).

An example of reflected light microscopy of
a polished specimen is shown in Fig. 5.101,
which elucidates the complex engineering
involved in fabrication of a tennis racket. The
micrographs show the nature of the continuous
fabric, or prepreg, used for fabrication with
layers of fiber bundles arranged at angles to
one another (Fig. 5.101A). Black regions are

FIGURE 5.101. Reflected light micrograph of polished carbon fiber composites are shown: fibers are white,
voids (holes) are black, and the resin is gray in color due to surface reflectivity. A section of a graphite fiber
reinforced composite (A) shows a complex arrangement of fibers with uniform wetting and packing. Single
ply carbon fiber panels (B) embedded in epoxy and polished are uniformly packed. Higher magnification
micrographs show detail is possible by this technique for fibers oriented parallel (C) and perpendicular
(D) to the polished surface.
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voids where there is no reflection of light. The
polished fiber cross sections in the micrographs
app ear white due to their high reflectivity. Gray
regions are devoid of fibers and are termed
resin-rich. Single panels of unidirectionally ori
ent ed yarn bundles, or tows, are uniform in
both distribution and resin wetting (Fig.
5.10lB). Higher magnification of fibers that are
nearl y parall el (Fig. 5.101e) and perpendicular
(Fig. 5.101D) to the polished surface are also
shown.

The polished surface of a specimen with
carbon fibers and a resin contains several voids
and some regions show poor fiber wetting,
whereas adjacent regions exhibit good wetting
and fiber distribution (Fig. 5.102A, B). Fibers
that exhibit poor resin wetting are shown by
SEM of carbon fiber epoxy fracture surfaces
(Fig. 5.103). The carbon fiber fabric has long
fibers protruding from the surface (Fig. 5.103A).
Fracture along the bundles shows hackle for
mation in the resin matrix (Fig. 5.103B). Higher
magnification micrographs (Fig. 5.103C, D)
show fibers protruding from the surface with
little resin on the striated surfaces, and resin is
seen pulled away from the fiber surfaces.
Overall, this particular composite exhibits poor
wettin g of the fibers with resin, and thus frac
ture occurs at the fiber-matrix interface.
Although SPM imaging could be conducted on
the polished sample, the three dimensional
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fracture surfaces would not be appropriate for
this technique.

5.4.5 Particle Filled Composites

5.4.5.1 Introduction

Minerals and other particles used as fillers in
plastic moldings either to enhance mechanical
properties or to reduce shrinkage and flamma
bility include mica, clay, talc, silica, wollaston
ite, glass beads, carbon black, and calcium
carbonate. Theberge [468] summarized product
advances in thermoplastic composites. Small
mica flakes are known to boost mechan ical
properties in composites, but color changes are
caused by their brown color. Mica was used to
reinforce polypropylene with optimum perfor
mance obtained for particles in the range
80-280pm diameter [469]. Factors found
important in this study were concentration ,
aspect ratio, surface treatm ent , processing,
mean size and size distribution of the
mica flakes. Garton et al. [470] discussed
modification of the interface in mica reinforced
PP. Adh esion of the filler is quite important
to improving properties, and therefore fillers
are usually surface treated with coupling
agents to enhance the interfacial bonding and
wetting.

F IGURE 5.102. Scanning electron microscopy of a polished carbon fiber composite specimen reveals details
relat ing to fiber uniformit y and packing. Wetting of the fibers with resin is seen clearly. The overview (A)
shows severa l voids (arrows) in the specimen, which are seen to be regions where the fibers are poorly wetted
with resin (B).
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FIGURE5.103. Fracture surfaces of a carbon fiber composite are shown in the SEM images. An overview
(A) shows the fibers are in the form of a fabric, with yarns aligned at 90° to one another. Matrix hackle, or
ridges (arrowheads). are seen adjacent to the fibers in one orientation (8 ). Poor fiber wetting is shown as
clean, striated fiber surfaces (C) pulled away from the matrix (0).

Mineral fibers have also been used in the
reinforcement of polypropylene and nylon 6
[471]. In some cases, the properties are similar
to those of glass fiber composites. An important
factor is the extent of fiber length loss during
processing. Mineral fillers that are not fibers,
with an aspect ratio (length/width) less than
10 :1, reduce warpage of thermoplastics but
they also result in a loss of tensile strength and
other mechanical properties. Miller et al. [472]
studied the role of the int erface on properties
in model composites using SEM to examine
fracture surfaces of glass sphere filled polyeth
ylene . The SEM provided a qualitative view of
the bonding process and the nature of the
region of modified matrix surrounding the glass
sphe res . High degrees of chemical modification

to the glass surfaces resulted in the formation
of an int erfacial layer and a change in failure
mechanism from adhesive to cohesive failure.

This section would not be complete without
some mention of flame retardants, as the fire
safety of plastics continues to increase in impor
tance. Electrical and electronic end uses are
increasing as thin wall connectors are used in
miniaturized applications. Although haloge
nated additives continue to be used , some
applications and regions .of the world are
demanding halogen-free phosphorus com
pounds and others with cost-performance bein g
major issues. Dispersion of the fillers is a major
requirement for the actual properties of the
composite , and thus microscopy plays a role,
generally OM and SEM.
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5.4.5.2 Carbon Black Filled Rubber

Carbon black is a common particulate filler
added, to stiffen rubbers, for conductivity, and
also simply to provide black coloration. The
microscopy of rubbers generally involves the
characterization of the particle size distribution
of such additives. Microscopy of rubbers is
found in many sections of this chapter and in
many references (e.g., [186, 366, 429, 473].
Often, the rubber particles are composites or
blends themselves containing additives and
fillers required to modify properties. The behav
i?r of . th~ rubber is very dependent upon the
size distribution of the carbon black and its
adhesion to the rubber matrix. Optical micros
copy and TEM are employed to study the struc
ture of filled rubbers, as has been reviewed here
~nd by Kruse [474] and Hobbs [475]. Prepara
non methods are similar to those discussed for
rub~er in tire cords, the ebonite method (see
Sect~on 4.4.6) , ultrathin cryosectioning (see
Section 4.3.5) and staining methods (see Section
4.4) . Scanning electron microscopy analysis is
more difficult than might be assumed, as often
the filler is well adhered to the rubber and thus
is not obvious. The fracture morphology of
elastomers has been studied by SEM; for
example, the flaw controlled fatigue fracture of
styrene-butadiene rubber (SBR) and EPDM
rubber [476].

Carbon black particles are generally aggre
gates that appear as fine, dense particles when
observed in sections viewed in an optical micro
scope (Fig. 5.104). However, processing prob
lem~ can oc~ur that result in significantly larger
particles (Fig. 5.104A), which can be the locus
of failure in the molded part. Particle size dis
tribution is especially critical for conducting
polymers, although it can be difficult to deter
m~ne the locus of failure, as larger particles
might have poor adhesion to the matrix and a
fracture surface might well contain only a hole
where the particle was located before failure. If
such failures occur, optical assessment can
provide leads to the problem if larger than usual
aggregates are observed. At times, black molded
parts are seen that are streaked, that is, the
black color appears nonuniform, and different
gray levels may be observed (Fig. 5.l04B). A
more subtle surface variation, matte and gloss
surfaces on the same part, may also be caused
by poor or improper mixing of the carbon black
during processing. Poor distribution can be a
pro~le~ in any fiber filled or particle composite
and IS likely to cause variations in both physical
a~d mechanical properties as a result. Optical
microscopy shows the carbon black distribution
and processing variants, and optimization can
be monitored by optical techniques for both
quality control and problem solving.
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FIG~RE 5.104. In bright field opti~al micrographs, carbon black particles appear as dense particles (A). Such
particles can aggregate a?d provl?e a locus of failure. Streaks in molded parts, due to poor mixing of the
carbon black, are shown III a section of a molded specimen (B) .
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It is well known that carbon black is found as
aggregates best imaged by TEM of ultrathin
sections. The dense particl es in Fig. 5.105A are
aggregates of individual carbon black particles.
Th is micrograph is a good cont rol for study of
a multiphase polymer containing carbon black
as shown in a TEM micrograph of a black ,
polyurethane-filled polyacetal in Fig. 5.105B.
Interestingly, the carbon black particles
have enhanced the image contrast as they are
located within the dispersed polyurethane,
and thus the dispersed phase is observed
without staining.
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5.4.5.3 Examples of Particle Filled Composites

Mica is often used as a filler or reinforcement as
this mineral can provide enhanced prop erties .
Scanning electron microscopy fractur e surfaces
of a mica composite and a glass fiber-mica com
posite are shown in Fig. 5.106. The mica compos
ite has a fibrillar fracture surface texture , due to
the thermotropic copolyester matrix, with the
platy mica flakes aligned with the polymer and
split along these plates during fracture (Fig.
5.106A). A glass fiber-mica composite fracture
surface (Fig. 5.106B) shows the mica has frac-

FIGURE 5.105. Carbon black part icles (arrowheads) are shown in a sectioned carbon black filled polymer
(A) to be aggregates of smaller particles less than O.1,um in diameter . Interestingly, a black, multipha se
polymer , shown in a TEM micrograph of an ultrath in section (B), has carbon black part icles within the dis
persed phase domains.
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tured and the particles and the glass fibers appear
well adhered to the matrix. These factors suggest
good adhesion and reinforcement , leading to
enhanced mechanical properties. Mica flakes
can be dozens of micrometers in diameter, and
thus they lend themselves to optical observation.
Sections of a mica filled polyester are shown in
an optical bright field micrograph in Fig. 5.107A.
The size and shape of the mica flakes after pro
cessing may be determined from such images.
Measurement of the thickness of the thin, platy
flakes is much more difficult, as they tend to
align in any matrix, and they are much thinner
than they are wide. Transmission electron
microscopy of an ultrathin section (Fig. S.107B)
shows the mica in cross sectional view to be
dense and broken during sectioning.

Particulate fillers are known to cause changes
to the polymer matrix, for example calcium car
bonate affects the nucleation of some thermo
plastics. The addition of any part iculate filler
has the potential of causing nucleat ion, although
specific nucleating agents are also added to
polymers to affect crystallization . Chacko et al.
[477] observed no large scale order, i.e., there
are no spherulites present upon addition of
calcium carbon ate to PE. An optical micrograph
of POM appears spherulitic (Fig. S.108A),
whereas addition of calcium carbonate appears
to result in a loss of spherulitic texture (Fig.
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S.108B). Addition of fillers can also have delete
rious effects, for example, the formation of a
nonuniform or matte surface finish on a molded
part , as shown in the SEM micrograph (Fig.
S.108e). Such particles in craters could be
caused by a problem with the mold surface, but
EDS analysis provided confirmation of the pres
ence of calcium, as shown in the EDS map (Fig.
S.108D). Apparently, the calcium carbonate
particles at the surface of the mold were not
fully wetted with the polymer under the specific
molding cond itions used, and therefore a non
uniform matte surface finish resulted . Thus,
processing polymers with particulate or fibrous
materials does not preclude changes in the
polymer morphology during the proce ss, espe
cially if the filler is added either prior to polym
erization or before crystallization.

5.4.6 Nanocomposites

5.4.6.1 Introduction

The mark etplace is always looking for new
products that have better performance at a
lower cost, and such demands are very clearly
seen in the composites aren a where materials
development is closely followed, or led, by
newly developin g microscopes. The fields of
nanocomposites and nanostructure have seen
parallel development during the past two

FIGURE 5.106. Scanning electro n microscopy of a mica filled plastic bottle (A) and a mica-glass fi ber
composite (B) both show the platy shape of mica. Alth ough the mica fracture surfaces do not appear resin
coated, there is good adhesio n of these particles with the matrix. The mica is aligned with the oriented
polymer (A) .
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FIGURE 5.107. Sections of a mica filled thermoplastic are shown in the optical (A and B) and TEM
(C) micrographs. The platy mineral filler particles are aligned with the polymer. The particulate texture of
the mica (black) in the TEM cross section reflects the effects of diamond knife fracture of individual
mica fl akes.

decades, both with a focus on materials on the
scale of nanometers (1O-9m). The electrical and
electronics markets demand for miniaturization
and for higher conductivity, antistatic additives
and flame retardants is continuing. Whereas
many argue that the cost for nanoadditives and
their processing is too high, others point out the

need and great promise of such new products.
Every scientific journal and magazine has arti
cles on this topic from every vantage point, and
every major scientific conference has reported
on the challenges and the opportunities some
time during the past few years (e.g., [478,479])
making it impractical to review these references
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FI GURE 5.108. Semicrystalline therm oplastics, such as a polyacetal, shown in polarized light (A) do not
appear spherul itic after the addition of calcium carbonate (B). The surface of such a filled, molded part can
exhibit a matte finish due to poor wetting of the particles with the polymer. Scann ing electron microscopy
observation of the molded surface (C) shows pock marks, which are particles in cavities not filled with
polymer. EDS mappin g (D) shows the particle s contain calcium.

in this rap idly changing field. Whether the
advance in microscopes came first or the
nanomaterials themselves is not the issue here
but simply that they have developed and
this multidisciplinary topic is a must for the
polymer microscopist to understand. Several
texts and articles that describe information
relevant to microscopy are cited here by way
of example [84, 185, 229, 253, 420, 480-486]
as current work is best found by conducting
an appropriate search on the specifics of
interest.

Polymer nanocomposites are a class of mate
rials that generally cont ain less than 6% of
nanometer sized add itives. The nanofillers
are of two general forms, plates (layered

silicate nanoclays; mainly montmorrillonite)
or carb on nanotubes (e.g., single and multi
walled carbon nanotubes; SWCNTs and
MWCNTs, respectively). The increasingly
availabl e nanoparticles create the opp ortunity
for many different products in the future. The
major differences between nanocomposites
and traditional filled composites are the signifi
cantly smaller additive size and the lower con
centration used in the product resulting in
weight reduction, especially noteworth y for
aerospace applications. In the case of nanom e
ter sized clay particle s, they are known to
improve fire resistance, barri er properties,
stiffness in films, chemical resistance, and
mechanical prop ert ies (e.g., strength, modulus,
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and dimension al stability) . However, process
ing to fully disperse these tightly packed clays
(exfoliation) is a major issue. Carbon nano
tub es are conductive add itives that are ther
mallysta ble when compounded into enginee ring
resins for electronic and medical applications.
Polymers used for these applications include
nylon 6 and nylon 12, polypropylene, polyes
ters, polycarbonate, TPO, and blend s. Over
time, the number and type of nanofillers and
polymers that can be used has increased. Fab
ricat ion meth ods gene rally used for making
nanocomp osites are during polymerizat ion ,
melt compounding, or solution blending.
Forming techniques for nanocomposites are
similar to those used for all polymers: injection
mold ing, blow molding, extrusion , film or fiber
mak ing, and coatings.

Applications that benefit fro m these improved
properties include gas barri ers for bott les (bee r
bottles), food packaging (boil-in bags, stand-up
pouches), fue l tank s, automotive applications,
electronics and electrical applications (compo
nents, printed circuit boa rds) , electrically con 
ductive parts, wires, cables, and many others.
Most major plastics companies and compo und
ers are deve loping, manufacturi ng, and mark et
ing such produ cts.

The mater ials science focus is on the balance
of the materials (polymer and filler), method of
cost-effective processing for goo d dispersion ,
fabrication of the product, and the final perfor
mance and thu s the eva luation of the interac
tion of the matrix and filler (e.g ., [479]).
Research has included the manufacture of
nanomaterials such as clays by exfo liation and
other methods to form finer, high aspect ratio
part icles. The range of polymers used has cer
tainly increased with recent work done using
natural or biopolymers [487]. The smaller size
of the fillers results in significantly higher par
ticle density and most importantly a larger
inte rfacia l area. This inte rface is responsible for
the final prop erties. Thus, the nanofillers
provide a mean s to "e ngineer and tailor mor
phology to achieve a desired prop erty suite
from the polymer nan ocomp osites" [479].
Charac teriza tion methods used include TEM,
SEM, and SPM, rheology, thermal ana lysis, and
mechan ical analyses.
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Although the re can be major improvement
in physical and mechanical properties, as with
all materials the nature of the materials and the
process used are key to limiting downsides,
such as loss of toughness. Another pot enti al
downside is the fine sizes of the fi llers them
selves, and the possibility of their ingestio n in
the hum an lung and possible threat of disease
such as is known for asbestiform materials.
Finally, the patent literature on nanocompos
ites gives a view of the breadth and importance
of this new technology.

5.4.6.2 Literature Review of
Clay Nanocomposites

A common class of nanomaterials in use today
is montmorrillonite, a layered silicate clay com
posed of stac ked ultrathin platelets with higher
sur face areas than conventional particle rein
forcements. When polymer nanocom posites
are form ed , the polymer fits into the spaces
between the clay plate lets result ing in swelling
of the clay causing the plates to be exfo liated
or dispersed throu ghout the po lymer (e.g .,
[478]). Thus, the process for formin g the nano
composites is key to the dispersion and prop er
ties. Karger-K ocsis and Zhang [485] provide
one of the many book chapt ers reviewing
manufactu ring methods, structure-property
relat ionships, and characte rization of these
materials. The focus for this section is on the
microscopy techn iques and prepara tion
meth ods used to study the compl ex struc ture of
nanocomp osites. Important elements of that
structure include the dispersion of the particles,
changes in the bulk matrix, and the for mat ion
and nature of the interphase between the par
ticles and the matrix. The techniques commonly
used for these studies are TEM, AFM, and
SEM. Transmission electron microscopy is the
preferred method to examine the dispersion of
these part icles, and as has been noted in this
text many times, the higher the magnifi cat ion
used , the more care must be taken to ensure the
images are represe nta tive (or not) of the bulk
struct ure. Changes in the matrix polymer may
be assesse d by polarized light microscopy, but
there is usually a need for TEM and/or AFM
with combi nation of microtomy and staining or
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etching to image detail of the crystalline micro
structure. Scanning electron microscopy frac
ture analysis continues to be the best method
for assessing structure-property relations, espe
cially for toughness. Complementary tech
niques include x-ray diffraction (XRD) and
light scattering, and the suggestion is made to
conduct XRD and TEM for silicate dispersion
and to use various spectroscopy techniques,
especially dynamic mechanical thermal analy
sis, to assess the formation of an interphase
material [485].

Ethylene-vinyl alcohol copolymer (EVOH)/
clay nanocomposites were prepared by dynamic
melt blending [488], and the blend morphology
was studied by SEM of microtomed surfaces
after gold sputtering; freeze fracturing was not
useful to distinguish between the two phases.
Ultrathin sections were cut at room tempera
ture using a glass knife for TEM imaging. X-ray
diffraction showed advanced EVOH intercala
tion within the galleries , whereas TEM images
indicated exfoliation, thereby complementing
the XRD data. Addition of the clay was shown
to change the thermal and viscosity properties
of the composite. This study shows that com
plementary studies are important to under
standing new materials. Poly(phenylene oxide)
(PPO)/PA6 (50/50 w/w) blend nanocomposites
were prepared by melt mixing of PPO, PA6,
and organically modified clay and the morphol
ogy was studied by SEM, TEM, rheology,
and WAXD [489]. The extruded nanocompos
ite was fractured in liquid nitrogen and then
etched with chlorobenzene for 4h at room
temperature to dissolve the PPO phase and
kept in a vacuum for 8h before coating with
gold for SEM imaging. Samples were ultrami
crotomed at room temperature to about
60nm thickness and sections stained with OS04
for 20min for TEM. Careful comparison was
done with SEM of the blend with various levels
of clay, showing the change in the domain
size of the dispersed PPO to decrease at 2%
clay, but a co-continuous morphology formed
at 5% clay. The TEM observation shows
that all the organoclay is dispersed only in the
PA6 phase with a high degree of exfoliation,
and there is no clay detectable in the PPO phase
for the nanocomposites regardless of the

Applications of Microscopy to Polymers

amount present. Therefore, the clay was
shown to have significant effects on the blend
morphology.

Apparently, relatively few attempts have
been made to address the thermal stability of
nanocomposites and thus research has been
conducted using a pure, natural, and commer
cially available layered silicate, treated with 7
octenyltrichlorosilane in order to chemically
graft the functional pendent organic group con
taining a C=C bond and using a pure , natural,
and layered silicate, treated with synthesized
imidazolium salts [490]. The nanodispersion of
the treated clay in an epoxy matrix was evalu
ated qualitatively by XRD, TEM, confocal
laser microscopy, and laser-induced fluores
cence spectroscopy enabling complimentary
characterization of the clay platelets over
several length scales.

Polymer-clay nanocomposites as a class of
flame retardant materials have a balance of
mechanical, thermal, and flammability proper
ties. Nanocomposites appear to offer advan
tages for flame retardants, especially in regions
of the world where brominated compounds
are being assessed negatively [491]. Although
mechanical properties are improved with addi
tion of nanoclays, they often also show reduc
tion of heat release rates that can be important
in a fire. Complex composites with organoclay
and , for example, magnesium hydroxide, pro
duces sufficient flame retardancy and allows for
a reduction in the total filler content [491],
giving hope for future research in this area.
Natural and synthetic clays in polystyrene were
studied by TEM of room temperature ultrathin
sections (to show the size and dispersion of the
clay), XRD, thermal analysis, and various heat
release tests. Although the data suggest the
synthetic clay does slightly better at reducing
the heat release rate, the nanocomposites con
tinue to burn once ignited.

The crystallization behavior of PA6 and its
nanocomposites undergoing a microcelIular
injection molding process was studied using
TEM, XRD , SEM, and PLM; the addition of
polarized light microscopy was important to
study crystal formation [492]. A synthesis
approach to make PP nanocomposites by in situ
polymerization was studied by OM, TEM, and
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XRD [493]. The OM images showed the overall
clay dispersion and TEM images supported
exfoliation of the clay into very small stacks.
Nano composites based on iPP and montmorril
lonit e were studied by TEM and XRD to assess
the polymorphism of the polymer and the inter
action between the iPP and the clay [494]. Poly
propylene is well known to be a commodity
polymer with low cost and good mechanical
perfo rman ce and thus it lends itself to develop
ment of nanocomposites. Generally, the mate
rials need to be modified to form compatible
systems. Sample s were prepared for TEM by
staining with RU04 and cryomicrotomed to
assess the clay morphology and distribution.
Wide angle x-ray diffraction was used to study
the influence of the additives on polymer crys
tallization , and SAXS was employed to assess
the lamellar morphology. Transmission elec
tron microscopy confirmed the XRD results ,
and image analysis was used to measure the
particle sizes.

The phase structure and clay dispersion in
PA6/PP/organoclay (70/30/4) systems with and
without 5 parts of maleated polypropylene
(MAH-g-PP) compatibilizer were studied by
AFM [495]. Polished surfaces of specimens that
were chemically and physically etched with
formic acid and argon ion bombardment,
respectively, were examined . Argon ion etching
showed the PP was mor e resistant than PA6. In
the absence of the compatibilizer, the organo
clay was seen in the PA6 phase, as was shown
also by TEM. The addition of MAH-g-PP
resulted in a markedly finer PP dispersion and
good interfacial bonding between PA6 and PP.
In this blend , the organoclay was likely dis
persed in the PA6-grafted PP phase. Nanocom
posites of PA6 and clay were made at different
clay loadings by melt processing, and the
mechanical structure and microstructure were
explored [496]. Scanning electro n microscopy
of fractured specimens showed a rounded
"cabbage- like sheet" when the clay was exfoli
ated and absent in the poorly dispersed mate
rial. Transmission electron microscopy of
cryomicrotomed samples also showed the clay
dispersion.

Research is being conducted that shows that
the thermomechanical propert ies of polymer
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nanocomposites are quantitatively equivalent to
planar polymer films [497]. This work is focused
on drawing a direct analogy between film thick
ness and an appropriate experimental interpar
ticle spacing. Silica/polystyrene nanocomposites
were made with varied loadings and the thermal
and morphological properties assessed using
SEM of fracture surfaces and TEM of micro
tomed samples to permit assessment of particle
dispersion and interparticle spacing.The changes
in glass transition temperature with decreasing
interparticle spacing for two filler surface treat
ments were shown to be quantitatively equiva
lent to the corresponding thin film data with a
nonwetting and a wetting polymer-particle inter
face. It appears from this work that the glass
transition process requires that the interphase
regions surrounding different particles interact.
Clearly, more research is needed to understand
these novel materials.

Natural polymer research has included use of
these alternative materials with nanoparticl es
[487] because of three significant properties:
multifunctionality, biodegrad ability, and bio
compatibility. Breakthroughs in cost of produc
tion and property profiles for biomaterials will
be needed before they become reasonable to
market. Research has been conducted on melt
formation of a starch-clay nanocomposite for
bioplastic applications [487]; however, an issue
is the high water uptake and thus loss in
mechan ical properties requiring modification
of the clay and the compo site process. As with
other nanocomposites, microstructural charac
terization is typically by TEM and AFM .

5.4.6.3 Literature Review of Carbon
Nanotube Composites

Single wall carbon nanotubes (SWCNTs) are
an arrangement of a sheet of carbon atoms
joined in a patt ern of hexagons and rolled into
a cylinder. The conductivity of the nanotubes
depends on the way in which the ends wrap
around and meet. The mass-strength rat io and
exceptional mechanical properties are of impor
tance for space applications as critical part s of
both shuttle vehicles and satellites depend on
strength and toughness of the materials, while
there are strict limitation s on the weight of the
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components. The significant potential of nano
tubes as a material for space applications is
being investigated as are new processes in an
attempt to realize these potential properties by
limiting phase segregation (e.g., [498]). Scan
ning electron microscopy and TEM evaluation
is critical to development of new process
structure understanding.

Carbon nanotubes have been used to toughen
high performance PE to produce improved
electrical and mechanical properties. Many
studies have been conducted to develop these
materials with the best dispersion to exploit
these new applications. In one study, the addi
tion of 1 wt.% multiwalled carbon nanotubes
(MWCNTs) to high modulus ultrahigh molecu
lar weight polyethylene (UHMWPE) films
drastically enhanced toughness [499]. The mor
phology of the nanotubes was observed by
SEM and TEM and the surface of the nano
composite films was shown by OM, SEM, and
AFM. A combination of tensile and Raman
spectroscopic measurements showed that the
presence of MWCNTs in the composite can
lead to a -150% increase in strain energy
density in comparison with the pure UHMWPE
film at similar draw ratios. This is accompanied
by an increase of -140% in ductility and up to
25% in tensile strength. Plasma coating of
carbon nanofibers with ultrathin films of poly
styrene has been used to enhance the disper
sion and interfacial bonding when used in a
polystyrene nanocomposite. Scanning electron
microscopy and HRTEM were used to assess
the coating interface [500].

Single wall carbon nanotube/poly(methyl
methacrylate) (PMMA) nanocomposites were
prepared by a coagulation method, providing
uniform dispersion of the nanotubes in the
polymer matrix, as observed by OM, SEM,
AFM, and Raman imaging [481]. Intermittent
contact mode AFM amplitude images of
SWCNTs deposited from a dimethylformamide
(DMF) suspension onto an amine-terminated
silicon surface showed the nanotubes over
lapped very little and thus the length and
height could be measured. Multiple methods
were said to be critical for understanding
the complex morphologies on a range of size
scales.
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Schulte and Nolte [501] reviewed the topic of
carbon nanotubes and carbon nanofiber
polymer composites. They reviewed the field of
research in carbon materials since the 1985 dis
covery of C60 structures and described the
nature of the two types of carbon nanotubes:
SWCNT and MWCNT, their production, and
imaging the structures by high resolution TEM.
Carbon nanotubes are characterized by an
extremely high specific surface area that can
interact with the matrix material and form a
potentially strong interface for good load trans
fer [501], but also important is the wide varia
tion in properties that depend on the process
for dispersion. As with nanoclays, the effect of
these nanoparticles on the crystalline morphol
ogy of the matrix has been studied, generally
using TEM. For the most part, commercial
applications for polymer composites with nano
tubes are based on their electrical properties;
further research is ongoing on the cost
performance of nanotubes and the best methods
for their dispersion into polymers.

5.4.6.4 Problem Solving Applications

Several published problem solving applications
have been chosen as examples of microscopy of
nanocomposites. Research is being conducted
on the process to form nanoclay composites
that will be effective for clay particle exfolia
tion and improved property enhancements.
One of the newer process methods being devel
oped at Clemson University is the use of chaotic
blenders (e.g., [184, 185, 329, 502]). Examples
of this work on PA6/nanoclay nanocomposites
having platelets volumetrically oriented and
localized within alternating platelet-rich and
virgin PA layers, produced with a continuous
chaotic blender (see Chapter 1), are shown in
Fig. 5.109 [502, 503]. The nylon and clay were
first compounded with a twin screw extruder to
form a master batch. A nanocomposite film
with overall volume composition of 2% plate
lets was obtained using the continuous chaotic
blender. Thin transverse sections were cryomi
crotomed for TEM investigation, seen in Fig.
5.109, which shows the layers of oriented plate
lets and matrix polymer. Sufficient chaotic
blending results in minimization of the matrix



Composites

10-2-9.tif
10-2 2 microns

377

FIGURE 5.109. Transmission electron microscopy micrographs of cryomicrotomed sections of a nylon/clay
nanocomposite produced by continuous chaotic blending forms layers of oriented platelets and matrix
polymer. (From Zumbrunnen et al. [502, 503]; used with permission of the Society of Plastics
Engineering.)

layers and better dispersed nanoclay with
improved mechanical properties.

The morphology of thermoplastic olefin
(TPO)/clay nanocomposites with clay loadings
of 0.6-6.7 wt.% was investigated by AFM ,
TEM, and XRD and compared with their
mechanical behavior [504]. A master batch of
TPO (25%), maleic anhydride grafted PP
(25%), and clay (50%) was compounded and
used with TPO to vary the clay loading of the
nanocomposite. Atomic force microscopy was
conducted on cryomicrotomed surfaces, as a
function of clay loading as shown in Fig. 5.110
[504] ; the polymer particle diameter was seen
to decrease as the clay loading increases. Cryo
microtomy with a diamond knife was conducted
after end block staining with RU04 for 8 h to
produce 40nm thick sections for TEM, of the
same samples, as shown in Fig. 5.111 [504].
Transmission electron microscopy micrographs
showed that the clay plat elets preferentially
segregated to the rubber-particle interface. The
ethylene-propylene rubber (EPR) particle
morphology in the TPO underwent progressive
particle breakup and decreased in particle size

as the clay loading increased from 0.6 to 5.6
wt.% resulting in an increase in the flexural
modulus without a loss in toughness.

The group at the Nano Tech Institute and
Department of Chemistry at the University of
Texas at Dallas, led by Musselman, has con
ducted research on the separation of SWCNTs
to enable their use in biological applications
such as artificial muscles (actuators) and bio
medical sensors, among many other electrical
and electronic applications [505-509]. Two
challenges for effectively exploiting the remark
able properties of SWCNTs are the isolation of
intact individual nanotubes from the raw mate
rial and their assembly into useful structures. In
an early work, OM , SEM, and TEM were used
to image carbon nanotubes coated to control
their assembly into macromolecular structures
[505]. Scanning electron microscopy sample
preparation was by placing a drop of the nano
tube solution on a precleaned Si chip or carbon
substrate, wicking away the solvent and drying
the sample in air, and imaging without metal
coating. Transmission electron microscopy
sample preparation was conducted on a sample
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FIGURE 5.110. Atomic force microscopy phase images of (A) TPO-O (no clay) , (B) TPO-l (0.6% clay) ,
(C) TPO-3 (2.3% clay) , (D) TPO-6 (5.6% clay). (From Mirabella et al. [504], © (2004) Wiley-Interscience;
used with permission.)

made using one drop of solution on a Cu TEM
grid with a holey carbon support film. In a more
recent study [506], TEM sample preparation
was as described, and AFM images were
acquired in air of samples deposited on mica,

rinsed , and dried. In this study, AFM (Fig.
5.1l2a) and TEM (Fig. 5.1l2b) images provided
complementary evidence that individual
peptide-wrapped SWCNTs could be isolated
using an amphiphilic a-helical peptide [506].
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FIGURE 5.111. Transmission electron microscopy images of cryomicrotomed and Ru04 stained sections of
(A) TPO-O (no clay), (B) TPO-1 (0.6% clay), (C) TPO-3 (2.3% clay), (D) TPO-6 (5.6% clay). Rubb ery
domains (elliptically shaped) are sur rounded by clay platelets (dark rod-like structures) . Note the images
are taken at different magnifications. (From Mirabella et al. [504], © (2004) Wiley-Interscience; used with
permiss ion.)
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FIGURE 5.112. Atomic force microscopy image of nano-l/SWCNT sample exhibiting a Y-junction (1)
and an X-junction (2) (A). Transmission electron microscopy image of peptide coated SWCNTs exhibiting
Y-junction apparently created through peptide-peptide interactions provided complementary evidence
that individual peptide-wrapped SWCNTs could be isolated using an amphiphilic a-helical peptide (B).
(See color insert.) (From Musselman et al. [506], © (2004) American Chemical Society; used with
permission. )

5.5 EMULSIONS, COATINGS
AND ADHESIVES

5.5.1 Introduction

Emulsions, dispersions of one liquid in another
liquid, find broad application in the fields of
paints and coatings, paper, printing, food, medi
cine, pesticides, and cosmetics.Emulsions include
a broad range of liquids that consist of a stable,
continuous liquid phase in which a second dis
continuous immiscible liquid phase is present
[510,511]. Broadly, these polymers can be classi
fied as macroemulsions, latexes, colloids, and
microemulsions. The major structural unit of
interest is the "particle." The two types of emul
sion, based on the size of the dispersed particles,
are macroemulsions, where particles range from
0.2 to 5011m, and mieroemulsions, with particles
from 10 to 200nm. Particle size determines the
optical clarity of the emulsion. Macroemulsions
tend to be milky white, with particles less than
111m ranging from blue-white to semitranspar
ent; and microemulsions, with particles less than
50nm, are generally transparent. A latex is a

special case of a water emulsion of rubber or
polymer particles that is applied extensively in
paints and coatings. Colloids are defined as any
particle, liquid or solid, which has some linear
dimension between 1nm and 1f..lm and which
when dissolved in a liquid willform a suspension.
Thus, either "emulsion" or "colloid" can repre
sent this entire group of liquids, and in fact, emul
sions can be considered as colloidal suspensions.

Microemulsions [512, 513] are special types
of emulsions that form spontaneously and have
very small particles. Microemulsions are opti
cally clear, thermodynamically stable disper
sions of two immiscible liquids obtained by the
use of carefully adjusted surface-active mole
cules (surfactants). Both liquids in a micro
emulsion will be present in regions of the same
order of magnitude, with the "dispersed" phase
on the order of 10-100nm. Aggregates of
surface-active molecules, or micelles, form into
colloidal-sized clusters in such a way that hydro
philic groups are directed toward the water.
These definitions [514] are general in nature,
but they suffice for the current purpose; the
interested reader is directed to texts on this
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complex topic for a more rigorous discussion
[510,513,515-518],

Adhesives are polymers in this general class
of materials used in many applications, from
the back of postage stamps to demanding mili
tary applications cementing metal joints in mili
tary aircraft with polymers such as epoxy resins.
The interfaces of such materials must be char
acterized to determine the strength of the adhe
sive bonds and the relation of properties such
as peel strength with morphology. Adhesion
science has been described in the literature
(e.g., [517, 519-523].

It is well known that the particle shape, size,
and distribution of a latex or emulsion control
the properties and end-use applications. Many
types of latex are manufactured with a con
trolled and sometimes monodisperse distribu
tion of particle sizes. These polymer liquids are
wet and sticky, making specimen preparation
for microscopy very difficult. Because particle
size and shape are so important to properties,
the preparation must focus on not changing the
particles as found in the fluid state. Preparation
includes simple methods (see Section 4.1) such
as dropping a solution onto a specimen holder,
staining/fixation (see Section 4.4), microtomy
(see Section 4.3), and special cryo methods (see
Section 4.9). All microscopy techniques can be
used for these studies. This section is meant to
provide a brief survey of the types of micros
copy applications that have been found useful
in the evaluation of emulsions, latexes, and
their use as coatings and adhesives.

5.5.2 Emulsions and Latexes

The structure and morphology of multiphase
polymers have been discussed (see Section 5.3),
and the particle size and distribution have been
shown to be quite important for mechanical
properties and applications. In many polymers
(e.g., ABS), the particle size distribution is
determined during the rubber manufacturing
process. The surfactant concentration during
emulsion polymerization controls the size dis
tribution of the rubber latex, and subsequent
grafting increases the size further. Particle sizes
can be controlled to yield a range of sizes or a
monodisperse latex. Particles that are larger
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than 1pm in diameter are difficult to produce
because they tend to coagulate. Crosslinking of
butadiene can occur during the process, but this
can be controlled somewhat by the addition of
inhibitors. Styrene and acrylonitrile monomers
are added to the polybutadiene latex in the
second stage of the emulsion polymerization
process, and new particles can form or polymer
can be deposited on the surface of the polybu
tadiene where grafting can take place. The end
result of such processes is a range of particle
compositions, sizes, and morphologies. Core
shell morphologies are commonly encountered
in ABS latex where the polybutadiene is the
core and the shell is styrene-acrylonitrile copo
lymer (SAN). Subinclusions of SAN can also
form within the rubber phase. Subinclusions
have also been shown to form in other poly
mers, such as in nylon containing polymer
blends with rubber (see Section 5.3).

5.5.2.1 General Literature Review

An overview of polymer latex film formation
and properties with extensive references on this
important topic has been provided by Steward
et al. [524], who state that the current market
driver is the need to find alternatives for solvent
based systems with their adverse environmen
tal impact. This field has been studied for more
than 50 years, and yet the mechanisms of for
mation of water insoluble coatings from poly
mers in aqueous solution is still a subject of
interest, aided in no small part by various
microscopies, especially the advent of SPM.

Molau and Keskkula [525] were among the
first to study the mechanism of particle forma
tion in rubber containing polymers. They
showed that phase separation occurs between
the rubber and a vinyl polymer during the
polymerization of solutions of rubber in vinyl
monomers, which is followed by formation of
an oil-in-oil emulsion. Structural investigations
by phase contrast optical microscopy (see
Section 5.3) reveal dispersed particle size and
distribution. Ugelstad and Mork [526] reported
on diffusion methods for the preparation of
emulsions and polymer dispersions where the
size and distribution of the latex particles were
monitored by very simple optical, SEM, and
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TEM methods. A microemulsion polymerization
was reported [527] with spherical latex particles
produced about 20-40 nm in diameter.

The formation of micelles, or colloidal par
ticles, by block copolymers in organic solvents
was reviewed by Price [528]. The molecular
weight of polystyrene was estimated from
specimens prepared by spraying and evapora
tion for TEM. Freeze etching a drop of solu
tion rapidly frozen with liquid nitrogen [529]
was described (see Section 4.9.4) where the
solvent was allowed to evaporate and a replica
produced of the fracture surface. Another
method [530] was to allow a drop of an osmium
tetroxide stained micellar solution to spread
and evaporate onto a carbon film for TEM.
Price et a1. [531] investigated micelles from
a polystyrene-poly(ethylene/propylene) block
copolymer in a lubricating oil. The specimens
were prepared for TEM either by casting a film
on water and picking up the section on a carbon
coated grid, followed by shadowing, or by
painting the solution onto a freshly cleaved
mica surface and coating the surface with
carbon/platinum. Lee and Ishikawa [532] pre
pared ultrathin, osmium tetroxide stained cross
sections for TEM examination of "inverted,"
core-shell latexes. Replicas of microemulsions
have shown micelles to be spherical particles
using TEM [533]. A lengthy discussion of
micro emulsions [534] provides the key types of
experimental results from such studies: phase
diagrams, structures, thermodynamic consider
ations, and a discussion of interfacial tension.

Shaffer et a1. [535] modified staining techniques
for TEM of latex particles by combining a few
drops of the latex with a few drops of a 2% uranyl
acetate solution, which serves as a negative stain.
A drop of that mixture was deposited on a stain
less steel formvar coated grid, dried, and stained
with Ru04 to differentiate the rubbery core,
which is not stained, from the dark shell, which
stains due to its ring structure. A method was
more fully described and a figure shown (see Fig.
4.18) of latex particles prepared by staining with
OS04, Ru04' and phosphotungstic acid to reveal
full details of the core-shell particles.

Cryomicrotomy and chemical fixation were
reviewed as methods for imaging the morphol
ogy of rubbery latex particles [536]. In one
method, a drop of latex was frozen in liquid
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nitrogen, sectioned with a diamond knife, and
stained with OS04 vapor for TEM. When
applied to latexes made by emulsion polymer
ization of methyl methacrylate in a natural
rubber latex seed, inclusions are clearly visible.
A chemical fixation method was described for
imaging the morphology of rubbery latex par
ticles by addition of glutaraldehyde, followed
by OS04. The sample is then dehydrated in
ethanol, epoxy resin added, and the sample
cured, ultramicrotomed, and imaged by TEM.

The film formation of latexes to form coat
ings is well known and has been followed by
SEM [537] and TEM [538] and more recently
by AFM as it is important in understanding
how latex polymers form films in coatings appli
cations. Films of varied thickness, of 60/40
poly(styrene-butadiene), were aged for various
times and the aging subsequently stopped by
bromination [537]. They were then examined in
the SEM [539] and the "further gradual coales
cence" process [540, 541] was shown to result
in a change of particle shape as a function of
aging [539]. A detailed TEM study of the effect
of surfactants on the film formation of latexes
was reported where the rate of film coalescence
was monitored by filmreplication [538]. Coating
layers prepared on nonabsorbent substrates,
composed of mineral pigments, latex binders,
and polymeric thickeners and dispersants,
typical of those used in paper coatings, were
studied using conventional SEM (gold coated)
and SEM at higher pressures and humidity
[246]. Wang et a1. [542] used TEM to study the
morphology of films containing polystyrene
after staining with uranyl acetate, and AFM
was used on purely acrylic materials and their
blends or hybrid latexes with polyurethane.
The effect of the degree of blockiness and
molecular weight of four different poly(vinyl
alcohol)s used in the emulsion polymerization
of vinyl acetate (VAc) on the latex film mor
phology development, imaged by AFM, showed
that the surface morphology is strongly depen
dent on the degree of blockiness and molecular
weight of the PVOH used [543].

5.5.2.2 Literature Review: SEM

Imaging in a low voltage (high vacuum) SEM, as
has been shown throughout the various examples
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in this text, and by Yezie et a1. [544],provides an
alternative for high resolution imaging comple
mentary to TEM and SPM. Practically, lateral
resolution on the order of 5nm at 1kY accelerat
ing voltage can be obtained in polymer samples.
Low voltage SEM has been reviewed as a practi
cal method for study of nanosized core-shell
latexes embedded in a polymethylmethacrylate
matrix and semicrystalline polypropylene/ethyl
ene-propylene rubber [545]. Three methods
were compared: (1) a diamond knife block face
was stained with Ru04 and observed directly; (2)
ultrathin sections from the stained block were
picked up on TEM grids, covered with a discon
tinuous carbon film; and (3) ultrathin stained
sections were picked up onto an SEM stub and
water was removed. The effects of a range of
accelerating voltages versus magnification (about
1-3kY is best for about 40,000x and a working
distance and spot size of 3mm and 3, respec
tively) and evaluation of the effect of the metallic
support and comparison with TEM make this
study a valuable resource. For thin specimens
(about lO0.um thick), a copper support was best
suited for charge dissipation in SEI images, and
the lower atomic number elements, such as AI,
were best for BEl imaging.

The direct study of wet polymer latex systems
and other liquid mixtures has been conducted
in low vacuum, variable pressure, and "envi
ronmental" SEMs, which permit the vacuum to
be controlled so that the samples need not be
dried or coated (e.g., [246, 546-551]. Meredith
and Donald [546] were among the first to study
wet, electrically insulating latexes in different
environments, such as water vapor, nitrous
oxide, and nitrogen, and documented various
contrast features. These include bright particle
edges, or "haloes," due to retention of water
around the hydrophilic shells; "puddles" on the
surfaces of film-formed samples; condensation
of water into fine interstices of particles; and
masking of some features when imaged in
nitrogen. Stokes [550] reviewed in situ experi
ments in such SEMs that may be carried out
including mechanical deformation and the
observation of dynamic processes such as
wetting and swelling behavior of materials,
thermal responses, the effects of hydration,
dehydration, and rehydration, and film forma
tion. However, as with all new techniques, the
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presence of artifacts or imaging difficulties has
to be studied, and these have shown there is
significant electron beam damage in hydrated
specimens. Kitching et al. [547] studied beam
damage mechanisms by exposing polypropyl
ene films to the electron beam at varying doses
and exposure times under both hydrating and
dehydrating conditions. Fourier transform
infrared (FTIR) results showed crosslinking
occurred during the direct interaction of the
electron beam with the polymer. Royall et al.
[549] also found acute damage in the environ
mental SEMs, especially due to the nature of
the beam sensitive specimens that are imaged
and more importantly due to the water, which
acts as a source of highly mobile free radicals.

Theoretically, variable pressure SEMs permit
the study of in situ drying of latexes [552],
however the larger latex particles are typically
around 500nm in diameter, and this results in
radiation damage of the specimen due to the
electron beam, so that the evolution of particu
lar features cannot be followed. The change
from ambient temperature and pressure to the
conditions of temperature and pressure in such
an SEM can subject the specimen to a very high
evaporation rate, which can disrupt film forma
tion. The inclusion of a drop of water in the
specimen chamber apparently largely allevi
ated this, enabling successful imaging of film
formation. Craven et al. [551,553] discussed the
effects caused by an excess quantity of ionized
gas molecules within variable pressure SEMs
on specimen charging, recombination, and
development of space charge, and they described
a new device for removal of excess charge.
Thiel et al. [553] presented a framework for
understanding charging processes in low
vacuum SEMs. Overall, it is clear that the tech
nique of low vacuum SEM as with all other
techniques must be compared with standard
high vacuum SEM and other complementary
techniques to ensure a true understanding of
the polymer morphology. Advantages and dis
advantages must be considered, and further
research is likely on this topic.

5.5.2.3 OM, SEM and TEM Characterization

Optical and SEM techniques have been used to
image micelles and latex particles by some
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straightforward preparation methods. Particles
in suspension or air dried may be imaged
directly by optical microscopy when the parti
cles are well over l um in diameter, as seen in
images of rather large poly(vinyl acetate) par
ticles (Fig. 5.113A) and poly(vinylidene chlo
ride) particles (Fig. 5.113B). Film forming
latexes cannot generally be examined by simple
air drying as they tend to form a film, and thus
freeze drying may be used (see Section 4.9.2).
Katoh [554] freeze dried poly(ethyl acrylate),
which has a softening temperature below room
temperature, and coated the sample with carbon
and gold while at low temperature. Examina
tion in the SEM showed the particles to be
spherical. Direct observation of monodisperse
latexes has been shown by a special optical
technique [555] developed for understanding
the stability behavior of monodisperse systems.
A metallurgical microscope with a pinhole
plate of aluminum foil positioned at the field
aperture iris of the illumination tube was used
to increase the resolving power. The concen-
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trated sample was placed into a Pyrex glass
tube (15mmdiameter) with a thin glass window.
After equilibration, the cell was examined using
an oil immersion objective. The image was dis
played on a TV monitor and video recorded for
measurement of interparticle distances. Kachar
et al. [517] developed a technique of video
enhanced differential interference contrast to
study aggregates and interactions of colloids by
real time experiments with a high resolution
TV camera connected to an optical microscope
equipped for Nomarski differential contrast.

Transmission electron microscopy has proved
to be the most effective technique for the char
acterization of the particle size distribution in
emulsions. A dilute solution cast on a carbon
film and metal shadowed shows an agglomerate
of latex particles in a commonly encountered
drying pattern where the shadowing method
shows the particles are flat and obviously not
separate or discrete (Fig. 5.114A). The area in
Fig. 5.114B would also be difficult to use for
particle size measurement, whereas in Fig.

FIGURE 5.113. Optical micrographs show the size and shape of poly(vinyI acetate) (A) and poly(vinylidene
chloride) (B) beads.
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5.114C the emulsion particles ar e well sepa
rated and the shado ws show they are three
dimension al in shape due to fre eze dry ing. A
combinati on of staining, to enhance contrast,
and a cold stage in the microscope has been
applied to the study of lat exes by TEM in order
to limit such flattening and aggrega tion. Shaffe r
et a1. [556] developed a ph osph otungstic acid
(PT A) stai ning method (see Section 4.4.5)
where the lat ex was added to a 2% PT A sta in
and then dropped onto a TEM grid for imagi ng.
A cold stage was used in the micro scop e to limit
any chan ge in the particles during examination.
The effect of the cold stage and PTA staining
was shown previously (see Fig. 4.21A, B).

Transmission electron microscopy micro
graphs ar e shown as an example of both the
replicati on method and the effec t of aging on
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FIGURE 5.114. Transmission electron microscopy
micrographs of several emulsion particle samples
show a range of aggregation. An air dried droplet
(A) resulted in agglomerated flat particles. More
three dimensional particles would still be difficult to
measure as they are touching (B). The emulsion par
ticles (C) are well dispersed, and shadowing with
chromium clearly shows that they are discrete
spheres after freeze drying.

film formation. T he sur face of a film of PV A CI
BA latex is shown afte r 8 h (Fig. 5.115A, B) and
afte r 15 days (Fig . 5.115C); both were prepared
with the same surfactant. Clearly, the particu
late nature of the film is still obvious after 8 h,
bu t the film texture has changed with time, and
af ter 15 days there wer e no obvious surface
details remaining.

5.5.3 Particle Size Measurements

Lat ex particle size measurements are gen erally
conducted by eithe r light scattering or by elec 
tron microscopy. Rowell et a1. [557] reported
rigorous measurem ents of polystyrene latex
particles by both techniques, and the average
values agreed with in 1%. The preparation for
TEM involved the drying of a drop of the
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FIGURE 5.115. Vinyl acetate latex film coalescence is
shown by TEM of platinum-palladium-carbon rep
licas from aged latex films cast on glass. Transmis
sion electron microscopy micrographs show the
particul ate nature of a film aged for 8h (A and B)
compared with the flat film observed after 15 days
aging (C).

diluted latex onto a replica of a diffraction
grating, shadowing it with carbon, and taking
direct measurement from enlarged micro
graphs. Micelles of block copolymers of poly
styrene and poly(dimethyl siloxane) in n-alkanes
were shown by a similar preparation when the
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diluted solution was dropped onto a carbon
coated grid for TEM [558].

Image analyzing computers are now rou
tinely applied to the measurement of structures
observed in microscope images (see Section
2.8). Quantitative microscopy involves several
steps that all must be considered as part of the
analysis. Key factors are to ensure that the
specimen does not change dimension during
preparation or during microscopy, that a repre
sentative sample is prepared and analyzed , and
that the calibration of the microscope is accu
rate. Gratings are used to calibrate the micro
scope, and standard polystyrene latex is used to
have a check on the change in particle size as a
function of the method, the vacuum, and other
microscope conditions. Analysis directly
from TEM negatives avoids an additional step
of printing micrographs. The actual measure
ment of particle dimensions with an automatic
image analyzer is trivial compared with these
earlier steps , although due consideration must
be given to statistical experimentation, sam
pling, and presentation of the distribution data.
An example of the determination of particle
size distribution that is generally applicable is
the study of a latex prepared by freeze drying
(see Section 4.9.2), shown in Fig. 4.49, in which
it is clear that the film forming nature of air
dried latex precludes direct measurement of
particle size and distribution. Freeze drying
results in three dimensional particles and
shadows with well dispersed particles, if
low enough concentration is used in the
preparation.

5.5.4 Adhesives and Adhesion

5.5.4.1 Literature Review

Adhesives are polymers that are used in many
ways, for example in composites, automotive
tire cords , plywood, tapes, and labels. A par
ticularly demanding application is the cement
ing of metal joints in military aircraft with
polymers such as epoxy resins. The interfaces
must be characterized to determine the strength
of the adhesive bond and the relation of such
properties as peel strength with morphology.
The morphology of the adhesive fracture sur
faces is generally investigated in the SEM. The
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topic of adh esion science and adhesion and
absorption of polymers has been described
(e.g., [519, 520, 559]).

Smith and Kaelble [560] conducted a study to
determin e the adhesive failure of a metal
polymer system. A multidi sciplinary study was
used to describe the aluminum alloy and the
epoxy adhesive. Ellipsometry was used to esti
mate oxide film thickn ess and optical properties.
Optical microscopy, SEM , and TEM established
the topography, and wettability parameters
were calculated from contact angle measure
ments and bond strengths.Morphological assess
ments of the polymer adhesive-metal joint were
made by SEM of the fracture surface or by pro
ducti on of transverse sections. Hahn and Kotting
[561] prepared transverse sections by machining
followed by ion etching with argon to remove
the smea red structure of the phenolic and epoxy
resins. The SEM showed a variation in adhesive
morphologyas a function of location with respect
to the metal part that furth er depend ed upon the
adhesive type, cure , condition, and nature of the
metal surface.

Brewis and Briggs [562] showed pretreat
men ts to be important in adhesion. Surface pre
tre atm ents for polyolefins include chlorine,
ultraviolet radiation, dichrom ate/sulfuric acid,
hot chlorinated solvents, and corona discharge.
These authors reviewed the nature of the
changes and mechanisms associated with pre
tre atm ents, including references to SEM and
TEM studies of the resultin g structures. Surface
modification of PE by radiation induced graft
ing resulted in improved wet peel strength, and
opti cal and SEM techniques showed a change
in bond failure in a wet envi ronm ent [563]. A
surface graft with good adh esive bonding to
epoxy adhesives was produced by vapor phase
graft ing of methyl acrylate onto PE. The SEM
was also used to observe the surfaces of mold ed ,
roughened , and etch ed polyolefins, PVC and
ABS both before and after metallization [564].
The study showed that the metal bonds to the
plastic mainly by mechanical anchoring.

Two papers, by separate groups work ing
simultaneo usly, described the structure of the
resorcinol-formaldehyde-latex (RFL) adhesives
used for bonding rubber to tire cords. Rahrig
[5651 suggested that the RFL adhesives are two
phase systems with an inter pene tra ting network
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morphology based on his dynamic mechanical
and thermal analysis studies. Meantime, Sawyer
et al. [566] repo rted on a method and its applica
tion to actual automotive tires, whereby the fine
structure of the RFL and , more importantly, the
interfacial morph ology were clearly shown.
Micrographs were described previously (see
Fig. 4.22 and Fig. 5.20); these reveal the complex
RFL morphology by an ebonite staining (see
Section 4.4.6) microtomy method.

Much study of adhesion has focused on devel
opin g improved adhesives and composites for
aerospace applications [567,568]. Sur face anal
ysis techniques such as SEM and XPS are com
monl y empl oyed to analyze frac ture surfaces,
and contact angle measurements have also sup
ported such studies. Adhesives and adhesion
are quite important in two other major areas of
application: as adhesives bonding rub ber in
automotive tires and as sticky tap es and labels.
Pressure-sensitive adhesives or self-adhes ive
mat erials have been described by Creton [569].
Peel tests are an industry standard used to assess
the propert ies of pressure-sensitive adhesives.
A recent design for a high throughput peel test
with op tical probe imaging of the result during
or afte r the tes t is worth noting here for the
interested reader to review [570]. An arr ay of
microlenses is used to measure adhesio n at
multipl e points in another high thr oughput
adhesion measurement test [571].

5.5.4.2 Problem Solving Example

Sticky tapes and labels are obvious uses of
adhesives that cover a wide range of everyday
applications. An adhesive used in the manufac
ture of Post-it (trademark of 3M, St. Paul , MN)
products-small slips of paper with a reusable
adhesive strip at one edge-is see n in the SEM
images (Fig. 5.116) [572]. The adh esive partl y
coa ts the paper fibers and rounded domains
about 5-50 pm form a contact on the applied
surface (Fig. 5.116A). Regions between these
rounded domains have a fine particul ate struc
tur e that does not adhere, permitting the label
to be removed easily. In ord er to image the
adh esive nature of these materials, two adhe
sive strips were attached and then peeled back
and examined in the SEM . (The adhesive strip
and a piece of paper peel away from each ot her
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too easily to permit imaging of the adhesive
mode.) Figure 5.116B-D shows this adhesive
action, with an overview of the specimen inset
in Fig. 5.116B. Thus, the adhesive has a low
contact area compared with the total surface
area, permitting easy removal. The SEM clearly
shows the morphology of such adhesives.

5.5.5 Wettability and Coatings

5.5.5.1 Introduction

The spreading of a liquid onto a substrate
relates to such applications as the coating of
liquids on paper and the spreading of binders
and finishes on fibers. Such wettability studies
are affected by the roughness of the solid
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surface and the manner in which the liquid
spreads on the surface. Polymers may provide
the solid substrate, the spreading liquid, or
both. Mason and coworkers [573-576] described
interesting results relating the effect of surface
roughness to wetting. These authors explored
the concept of wettability theoretically [574]
and described the equilibrium contact angle
that a liquid surface makes with a solid it con
tacts as a measure of that wettability [575]. The
SEM was used to demonstrate and confirm
these theoretical projections. In the early study
[573], molten drops of PE and PMMA were
allowed to spread and solidify on a paper sub
strate prior to standard preparation for SEM.
Later, poly(phenyl ether) (PPE) vacuum pump
oil (Santovac-5; Monsanto Chemicals, St. Louis,

FIGURE 5.116. The morphology of an adhesive layer on a Post-it product is shown in these SEM micrographs.
The surface of the adhesive coating appears to be composed of oblate spheroidal shaped particles (A). A
thinner, particulate filled coating appears to cover the paper fibers between these adhesive particles. Two
strips of adhesive were attached to one another and partially pulled apart, as shown in the insert (B). Strings
of adhesive are seen to connect the two strips (B-D). (From D.R. Sawyer, unpublished [572].)
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MO ), which is not volatile, was used for dynamic
studies. The PPE was fed through a hole in the
sample stub, from outside the specimen
chamber , and the wetting experiment was
reco rded on video tap e [576]. Mori et al. [577]
used freshly cleaved mica surfaces as steps
60 nm in height to inhibit wetting. Surface
roughness has a major effect on the local contact
angle between the liquid and the substrate of
interest. The surface of coa tings is more com
monly assessed by various SPM techniques as
will be describ ed below.

5.5.5.2 AFM Characterization

An overview of polymer latex film formation
and properties by Steward et al. [524] includes
man y techniques, especially AFM , and suggests
the mechanisms involved in de forming spheri
cal particles into void-free films are still the
subject of controversy and de bate. With that in
mind , however , the specimen preparation
required for AFM is minimal, and the abilit y to
examine a wet specimen eliminates ar tifact for
mation due to drying, an electron beam , and
the effect of vacuum. In the case of latex
samples, the measurement of the particle diam
et er and distribution is also enhanced by the
ability to resolve fine details and to eas ily make
digital measurements. Issues with AFM imaging
relate to instrumental parameters, especially
whether the AFM is in the contact or non con
tact mode (see Section 3.3). Karbach and
Drechsler [578] described the use of AFM as a
tool for high resolution and high contrast of
materi als such as coatings und er contro llable
ambient conditions, providing examples using
therm oplastic polyurethane, which they cryo
microtomed and stained with OS04 and used
the block face for AFM and SEM (BEl) and
the sections for TEM. Thi s pape r is an excellent
exampl e of the use of complementary tech 
nique s. Cha racterization of polymer coatings
on metals was studied using ICA FM and FTIR
of a multiphase polymer blend system exposed
to a hydrolytic acidic enviro nment to study the
degradat ion process [579]. Lee [580] studied
the structure of mod el coatin gs by AFM and
SEM of free ze fractured surfaces and TEM of
microtomed cross sections of the dispersions of
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plastic pigment and latex particles. These com
plem entary studies aided the calculations.

Results of an early study of polystyrene and
poly(eth yl methacrylate) (PS/PEMA) latex,
imaged in the noncontact mode by AFM, are
shown in Fig. 5.117. Figure 5.117A shows
uncleaned late x to have some surfactant remain
ing on the surface of the particles and interfer
ing with packing, whereas Fig. 5.117B shows a
cleaned surface with little extraneous det ail and
excellent packing.

An other example of AFM imaging comp ared
with FES EM imaging [581] is shown in Figs.
5.118 and 5.119 of latex particl es that are used
for modifying epoxy to improve toughness [582].
Figure 5.11 8 is an FESEM image [581] of a whit
ened region from a three-point bend fracture
surface of epoxy modified with carboxyl-termi
nated butyl nitrile rubber (CTB N) part icles.
Atomic force microscopy of the same specimen
shows the particl e size correlates well with the
FES EM image . The AFM image in Fig. 5.119A
[581] provides much more detail at the particle
epoxy interface, which can be comp ared with
fracture toughness measurements. Figure
5.119B, C is a line scan analysis of an inter esting
feature that shows the epox y forming a bridge
between the rub ber particles. The height of the
feature is abo ut 530 nm. A more recent ICAFM
image showing the top view of a mult ilayer PS
latex (822 nm) is seen in Fig. 5.120. [216].

5.5.5.3 Problem Solving Examples

Glass fibers are usually pretreat ed with a
polym er coa ting, or "finish," which prot ects the
fibers during handling and which may be
designed to maximize adhesion in com posites.
The SEM was used extensively during the early
1970s, first to evaluate and then to contro l such
finish application [583] on glass fibe rs. An
example is shown by SEM of glass fiber sur
faces (Fig. 5.121A) of coatings ra nging from
thin and uniform to "lumpy" ; these coa tings
hold fibers togeth er by ductile "strings." More
recentl y, complementary characterization (Fig.
5.121B-D) has been conducted on polyarninosi
loxan e glass fiber coa tings showing the effect of
different solvents and the nan omorphology by
ICAFM [584].
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FIGURE 5.117. Atomic force
microscopy in the noncontact
mode of an uncleaned PSI
PEMA latex (A) and a cleaned
PS/PEMA latex (B). (From O.
L. Shaffer [581]; unpublished. )
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FIGURE5.120. Tapping mode AFM image of 822nm
PS latex multilayers taken with a silicon tip (k =
48N/m).

FIGURE 5.121. An SEM image (A) shows the morphology of surface finish coated glass fibers. The finish is
seen in several morphologies: as a thin film coating on the surfaces, as lumps of material on the surfaces
and connect ing fibers . and as etchings or fibrils spanning across the fibers . Atomic force microscopy images
of glass fiber surfaces heat cleaned and acid treated (B) show little surface detail, whereas
a silanized glass fiber sur face (C) shows detail with height information. The top view (D) after treatment
with acetonitrile solvent shows detail of the particle size. (See color insert.) (From Turrion et al. [584],
© (2005) Elsevier ; used with permission.)
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Film formation of polymer latex continues to
be the subject of interest as the formation of
void free films and the mechanisms of their
deformation are continuing areas of research
[524, 585, 586], A recent example using
AFM with a miniature hot stage is of ethylene
vinyl acetate (EVA) and ethylene octane (EO)
copolymer dispersions, dried on glass slides at
room temperature, heated, and imaged to
show the effect of particle size on film formation
temperature, Figure 5,122 shows height images
of EO as a function of temperature providing
quantitative detail of the particle aggregation,
deformation, and coalescence, Images at
room temperature show clear particle boundar
ies (not shown), whereas the 0,1 to 3Jimparticles
clearly deform at elevated temperature,
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aiding understanding of the formation
mechanism,

Correlations between SEM, AFM, nanoin
dentation, and impedance spectroscopy of some
conducting polymer films of interest for bio
medical devices has been conducted by Yang
and Martin [587].The conducting polymer used
for biomedical applications, poly(3,4-ethylene
thiophene) (PEDOT), is used as a coating on
microfabricated neural prosthetic devices to
improve long term performance of implants.
Images taken by SEM (Fig. 5.123) and AFM
(Fig. 5.124) of films electrochemically depos
ited on the electrode sites showed that the
thickness of the PEDOT coatings increased
systematically with deposition charge. Thick
ness measurements were made, and the work

FIGURE 5.122. Height images of ethylene octane (EO) copolymer dispersions, dried on glass slides at room
temperature, were heated and imaged to show the effect of particle size on film formation temperature using
an AFM with a miniature hot stage. (See color insert.) (From Li et aI. [586]; unpublished.)
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showed that the lowest impedance films are
those that are the softest, with an increase in
the effective surface area of the coatings and
improvement in mechanical properties.

Tang and Martin [588] studied the interfac ial
structure and deformation between a chlorinated
polyolefin (CPO) adhesion promoter and auto
motive thermoplastic polyolefin (TPO) sub
strates, which have inherently poor adhesion
with paints, by optical, SEM, and TEM tech
niques. Interfacial adhesion between paints,
other coatings, and substrates is important to
their performance . Optical microscopy imaging
was performed using a video camera and also
using microtomed sections, 2-4pm thick. The
surface of the block face was used for SEM
imaging, and RU04 staining was followed by
ultrathin sectioning with a diamond knife for
HRTEM at 400kV. The samples generally have
a three layer paint structure: a top coat, a base
coat, and an adhesion promoter layer (Fig.
5.l 25A). The diffusion of the rubber phase into
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FIGURE 5.123. Scanning electron microscopy micro
graphs of PEDOT/Li Cl04 coatings deposited on
gold coated sites with deposition charge (A-C) of
1.8, 7.2, 43.2.uC. The concentration of ED OT and
LiCl04 was 0.01M, the growth current density was
0.5mA /cm2

• (From Yang and Martin [587]; used
with permission, Materials Research Society.)

the CPO layer was observed and an interphase
thickness around 200nm was seen by TEM
imaging (Fig. 5.125B). After the tensile cracking
test, paints tend to delaminate from the substra te
at the edges of cracks, and the titanium in the
pigment and the chlorine in the adhesion pro
moter can be used to trace the crack propagation.
Delamin ation was shown to occur near the adhe
sion promoter and substrate interface by SEI
(Fig. 5.125e) and elemental mapping of titanium
(Fig. 5.125D) and chlorine (Fig. 5.125E). Defec
tive adhesion was observed by SEM (Fig.5.125F)
due to material tearing during delamination.
This summary provides an example of how com
plementary microscopy studies are used in
research in the important area of coatings [588].

5.5.5.4 Cryo-TE M Characterization

The interaction between polymers and surfac
tants and colloidal systems in generalhas gained
interest in many fields in recent years due to
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FIGU RE 5.124. Atomic force microscopy images of
PEDOT/LiCl04 coatings deposited on gold coa ted
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their use as detergents, hair care products,
foams , and emulsions. Cryo-TEM is a relatively
new technique (see Section 4.9.5) that has been
described for imaging of these materials at high
resolution (e.g., [589-592]). The first example
is of a study of the nano and microparticles
formed by complexation of poly(diallyldimeth
ylammoniumchloride) (PDAC) and sodium
dod ecyl sulfate (SDS) [589]. The compl exation
was characterized by several techniques, includ
ing direct imaging by cryo-TEM at -1 80°C,
which shows details of the complexes for med.
The images also reveal the evolution of the

nanostructure as a function of excess surfactant
into lace-like aggregates and finally into sphe
roidal micelles (Fig. 5,126). According to the
authors, the nan ostructure of the compl exes
strongly suggests they are made of a hexagonal
liquid crystalline phase, further supported by
SAXS .

An example of the conformation of long
polyelectrolyte chains attached to colloidal
latex particles is also shown here by cryo-TEM
[590]. The dense grafting of the polyelectrolyte
chains ("spherical polyelectrolyte brush ," or
SPB) leads to a confinement of the counterions
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Diffusion of rubber
particles into the
adhesion promoter I

FIGURE 5.125. The three layer paint structure is shown by OM : a top coat, a base coat , and an adhesion promoter
layer (A) .The diffusion of the rubber phase into the CPO layer was observed, and an interphase thickness around
200nm was seen by TEM imaging of a RU04 stained sect ion (B). Delamination was shown to occur near the
adhesion promoter and substrate interface by SEI (C) and elemental mapping of titanium CD) and chlorine (E).
The SEM image (F) shows the rippling arising from tearing during the tensile cracking test that appears to arise
from an are a of poor adhesion. (From Tang and Martin [588], © (2003) Springer; used with permission.)



FIGURE 5.126. Cryo-TEM images show the evolution of the nanostructure and microstructure with changes in
the SDS-to-PDAC molar ratio, r, at fixed PDAC concentration of 6.8 x lO-'M (0.1% w/w). (A) r = 0.738; arrow
heads point to round objects, possibly cross section views of the hexagonal phase; (B and C) r = 4.43, arrows show
thread-like micelles, arrowheads point to a liquid crystalline aggregate; (D) r = 8.49; (E) r = 13.3, arrows indicate
partially solubilized complexes; (F) r = 29.5, with excess surfactant, some liquid crystalline aggregate showing
fringes is still seen. (From Nizri et al. [589], © (2004) American Chemical Society; used with permission.)
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200 nm

FIGURE5.127. Cryo-TEM images of vitrified 1 wt.% SPB suspensions. The contrast is enhanced comp ared
with the original par ticles (botto m) by replacing the sodium counterions of the polyelectrol yte chains by
cesium ions (top left ) and, additionally, by BSA molecule s that are adsorbed in close correlat ion with the
polyelectrolyte chains (top right). (From Wittemann et al. [590], © (2005) American Chemical Society; used
with permission.)

within the polyelectrolyte layer attached to the
core particles . Figure 5.127 is a high resolution
TEM image showing the interaction of these
brushes in suspension. This study showed that
cryo-TEM can be used for in situ analysis of the
spatial structure of colloidal particles.

5.6 HIGH PERFORMANCE
POLYMERS

5.6.1 Introduction

5.6.1.1 Introduction to Liquid
Crystalline Polymers

The deve lopment of high performance poly
mers, such as high performance plastics, high

modulus fibers, and super-tough polymer
blends, has accelerated in recent years as a
direct result of increased knowledge of process
structure-property relationships. Highly ori
ented materials have been produced by
modification of conventional polymers [70,
593] and by the design of rod-lik e, liquid crys
talline polymers. A liquid crystalline polymer
(LCP) is one that forms a partially ordered
state on heating (thermotropic LC) or in solu
tion (lyotropic LC). The term liquid crystal
when applied to polymers defines a sta te that
has one or more of the following characteris
tics, in common with low molecular weight
crystals (reviewed in [594]: (a) anisotropy of
properti es (e.g., optical anisotropy in the
absence of three dimensional order); (b) anom-
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alously low solution or melt viscosity [595]; (c)
molecular orientation by magnetic or electric
fields [596]; (d) an endotherm, detectable by
differential scanning calorimetry (DSC) at the
temperature where a thermotropic mesophase
first flows freely.

Liquid crystalline states in polymers are gen
erally classified in the same way as LC states in
small molecules [597, 598]. The degree of
molecular order in liquid crystals is intermedi
ate between the three dimensional order in
solid crystals and the disorder of an isotropic
liquid. A liquid crystal can be nematic, choles
teric, or smectic due to their degree of molecu
lar order. Nematic crystals are ordered in one
dimension; the long axes of the molecules are
parallel and the local direction of alignment is
called the "director." Cholesteric crystals have
the director ordered in a spiral fashion, and
colors appear if the twist of the period of the
spiral is the wavelength of light. Smectic crystals
have their molecules parallel and arranged in
layers.

Heating a thermotropic liquid crystal results
in decreasing molecular order. The general
pattern is shown in Scheme 5.1, but not all pos
sible phases may appear, and there are many
types of smectic crystals. In addition, the LC
phase may appear upon cooling rather than
upon heating.

In many cases, unique optical textures are
observed for the various orientations and struc
tures of the three classes of liquid crystals.
Thin films of nematic crystals, for example, can
be identified by the pattern of dark threads
(isogyres) that can appear in the optical
microscope in transmission with crossed polar-

+Crystalline ~ Smectic ~ Nematic ~ Isotropic
Solid (C) (S) (N) (I)

INCREASING TEMPERATURE

SCHEME 5.1.
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izers. Hot stage polarized light microscopy
(PLM) is often used to identify the phases
and the transition temperatures. In some
cases, the optical texture is not uniquely iden
tifiable, and x-ray diffraction and thermal
analysis by DSC are used to complement
microscopy.

Liquid crystalline polymers have been dis
cussed and reviewed [70, 594, 599-613] during
the past several decades, in which the synthesis,
processing, morphology, orientation, and struc
ture-property relations are described. The
major applications of these materials have been
as high performance engineering resins, melt
processable extrudates, and molded parts, gen
erally reinforced with fibers and/or additives.
High modulus fibers with unique properties
due to the formation of ordered lyotropic solu
tions or thermotropic melts that transform
easily into highly oriented, extended chain
structures in the solid state are also found in
many applications.

5.6.1.2 Chemistry of LCPs

There are thousands of LCPs that can be con
sidered in three commercially important
classes:

(1) aromatic polyamides;
(2) "rigid rod" polymers;
(3) aromatic copolyesters.

High modulus fibers from lyotropic aromatic
polyamides, poly(p-phenylene terephthalamide)
(PPTA), first commercialized under the Kevlar
trademark by DuPont [614], find major applica
tions as fibers in tire cords and heat and chemi
cal resistant fabrics. Other fibers in this class of
materials are used in important applications
such as firefighter and military uniforms, gloves,
and in many other hazardous applications. The
aromatic polyarnides, or aramids, are produced
by a dry jet-wet spinning process where the
nematic structure in solution is responsible for
the high modulus fiber performance [615-619].
Another class of lyotropic fibers, also produced
by dry jet-wet spinning, are the rigid-rod
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polymers developed as part of the U.S. Air
Force Ordered Polymers Program [620-624].
The most common of these ordered polymers,
poly(p-phenylene benzobisthiazole) (PBZT),
is difficult to process, but it exhibits among the
highest tensile properties of all the LCP fibers
produced to date. There are many other very
high performance fibers developed during the
past two decades.

Thermotropic aromatic copolyester fibers
are produced by melt spinning as the combina
tion of an aromatic backbone and flexible seg
ments results in an LCP that can be melt
processed. Earliest work was conducted on
copolyesters, such as p-hydroxybenzoic acid
(PHBA)-modified poly(ethylene terephthal
ate) (PET), 60/40 PHBA/PET (X7G) poly
mers, produced but not commercialized by the
former Tennessee Eastman Company [595,
625, 626]. Other melt processable nematic
thermotropic LCPs (TLCPs), based on combi
nations of 2,6-naphthalene dicarboxylic acid
(NDA), 2,6-dihydroxynaphthalene (DHN),
and 6-hydroxy-2-naphthoic acid (HNA), were
developed by Celanese Corporation [605].
Liquid crystalline polymers have been com
mercially available for injection molding since
the mid-1980s. Nearly every major chemical
company in the world has produced LCPs, but
the principal suppliers are Celanese, through
Ticona, Florence, KY (Vectra®) and their
affiliate, Polyplastics, Tokyo, JP (Vectra®);
Xydar Solvay Advanced Polymers, Alpharetta
GA (Xydar®); DuPont, Wilmington, DE
(Zenite®); and Sumitomo, Tokyo, JP (Sumi
kasuper®). The majority of LCP products
marketed are wholly aromatic polyesters and
polyamides, although Toray and Idemitsu
produce semiaromatic LCPs, based on the
early Eastman technology. Thousands of
patents have been granted for polymer
compositions, reinforced and filled grades,
polymerization methods, processing tech
niques, fibers, polymer blends, and end-use
applications.

5.6.1.3 Microscopy of LCPs

Optical microscopy, SEM, and TEM studies of
TLCPs have been reported (e.g., [612, 613].

Applications of Microscopy to Polymers

Mobile LCPs may be mounted between a glass
slide and a glass coverslip for PLM. It is impor
tant to realize that the glass surfaces can have
a strong effect on the orientation and structure
of the LCP. Polishing the glass can align the
director along the polishing grooves, and rigor
ous cleaning encourages the director to be
normal to the glass surfaces. This orientation is
called homeotropic because the specimen,
viewed along the director, may appear dark, as
if it were isotropic (e.g., [627]). On cooling
TLCPs, the structure of the liquid crystalline
state can be "frozen in" and studied in solid
samples. Specimens for OM may then be
prepared by microtomy and polishing. Scan
ning electron microscopy of LCP fibers
follows standard preparation, which includes
analysis of the surfaces, peelbacks (see Section
4.3.1), and fractures (see Section 4.8). Trans
mission electron microscopy requires thin
specimens such as those produced during
sonication, dispersion, and disintegration (see
Section 4.1.3) or ultrathin sectioning (see
Section 4.3.4).

Imaging techniques with higher spatial reso
lution have been applied to determine the size,
shape, and organization of microfibrillar struc
tures [628-633]. Field emission SEM at low
voltage and SPM are capable of imaging regions
from 1nm to many micrometers on the same
specimen. In the case of early work by STM, a
fine grain metal coating, by ion beam micro
sputtering platinum at <5nm thickness, worked
well for samples placed on HOPG surfaces.
Sections, ultrasonicated materials, peeled fibers
or films can be imaged by FESEM, STM, or
AFM techniques.

5.6.2 Microstructure of LCPs

5.6.2.1 Optical Textures

Characterization of the optical textures of LCPs
is used in the identification of the specific phases
present and in understanding the structure and
its relation to the solid state properties. Dynamic
hot stage microscopy experiments with video
tape recording provide images of the texture
associated with phase changes, as a function of
temperature and time. The majority of the
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FIGURE 5.128. A polarized light micrograph of a sec
tioned nemat ic TLCP reveals a schlieren text ure.

optical textures reported in the literature are of
either melt or melt quenched structures,although
the optical textures present in solid fibers, mold
ings, and extrudates have been described (e.g.,
[6131). A high pressure hot stage has been devel
oped for optical microscopy and applied to liquid
crystals and polymers [634]. Rheo-optical studies
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[635] of a slow cooled TLCP and a high density
non-LCP polyethylene both exhibit similar tex
tures in polar ized light; as shown in a nematic
LCP (Fig. 5.128) and when compared with poly
ethylene (see Fig. 5.3).

Mackley et a1. [636] observed nem atic
threads, or isogyres, in X7G, and Viney et a1.
[637] observed changes as a funct ion of tem
perature when heating thick sections between
glass slides. Thi ck and thin regions form within
the melt , with the thin regions frozen to one
surface of the glass upon cooling. The differ
ences in appearance are due to the superposi
tion of structures. In crossed polarizers, a thick
region (Fig. 5.1 29A) has a thread-like texture
with little det ail compared with a thin region
(Fig. 5.129B), which reveals a definite nematic
texture with line singularities, seen as points
where generally two or four dark brushes meet;
in this specimen, four brushes are observed. It
is important to recognize the variation in tex
tures with specimen thickness as sections of
LCP molded articles are thick and quite
comple x (Fig. 5.130).

Optical studies of uniaxially aligned TLCP
fibers, films,and ribbons observed in the orthog
onal position in polarized light exhibit a "salt
and pepper" textur e and incomplete extinction.
Close examination shows a fine domain textur e
with individual domains, about 0.511m in diame
ter, regions of local order (Fig. 5.131). There
is a slight color variation between domains,

F IGURE 5.129. Thick and thin regions of a thermotropic melt structure in polarized light. In a thick region
(A), the fine structure is not too clear but the onset of decomposition is shown by the round bubbles. A
thinner region (B) shows thread-like detail and a nemat ic texture with four brushes. (See color insert.)
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FIGURE 5.130. A polarized light micrograph of a
section cut from a molded article reveals a complex,
fine nematic texture with no obvious orientation. In
the color insert, color in the image enhances the
detail. (See color insert.)

which suggests they are distinct units with
similar birefringence, and they may be the
result of a serpentine molecular trajectory [613].
The fiber viewed at 45° to the polarization
direction appears highly oriented, as expected.

5.6.2.2 Banded Structures in OM and TEM

Banding has been observed in both lyotropic
and thermotropic polymers examined by optical
and electron imaging techniques [613,628, 637
644]; banding is a result of extensional or shear
flow. Incomplete extinction has been observed
for some of the aramids where "bands," normal
to the fiber axis, are observed in polarized light
[638] (Fig. 5.132). It is known that the aramids
exhibit axial banding having periodicities of
about 500nm, observed by dark field TEM
[645]. Simmens and Hearle [638] proposed that
the optical observations and the pleated sheet
model of Dobb et al. [645] are compatible and
that the optical bands are the bends or folds
between the pleats, which might well exhibit
the local density differences observed by DF
TEM.

Applications of Microscopy to Polymers

FIGURE 5.131. Incomplete extinction in uniaxially
oriented TLCP fibers, ribbons and films gives a
"salt and pepper" texture that is seen as indivi
dual domains less than 0.5pm across. The similar
polarization colors in polarized light suggest
the domains are within the same order and
thus have similar birefringence. (See color
insert.)

An in situ rheo-optical and dynamic x-ray
scattering study has given insight on formation
of microstructures [646] showing the banded
texture develops after cessation of shear. An
example of the banded structures is shown in

FIGURE 5.132. Incomplete extinction is also observed
for PPTA fibers where bands arranged laterally
across the fiber are thought to be a function of the
pleated sheet structure.
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a polished thin section of an extruded rod with
low average orientation (Fig. 5.133). Banding
is exhibited in region s away from the outer
surface or skin with band widths of about
500 nm. Banding has also been seen in aramid
fibrils in polarized light [645], and microband
ing has been observed in TEM bright field
images of spun aromat ic copolyester fibrils
[613], as shown in Fig. 5.134. Thi s microband
ing, on a scale less than 10 nm, has not been
observed for heat treated Vectran LCP fibers,
which had increased orientat ion . The interpre
tatio n of Donald and Windle [639, 640, 642]
and Sawyer et al. [613, 632] is that the bands
are associated with a serpentine path of the
molecules along the shea r dire ction , consistent
with the fine domain structure in the highly
oriented TLCP fibers. The analogy to the
meand er reported for PBZT [640] and the
sharp path caused by the pleated sheet
structures of some aramid fibers [645] are
consistent. Finally, it is clear from TEM
images of ultr athin sections of fibers and
the STM images of peeled fibers, both shown
in the next section, that the fibrils and micro
fibrils are not perfectly aligned within the
sections.

FIGURE 5.133. Polished thin sections of a low orien
tat ion extrudate observed in polarized light. An
unoriented free-fall strand shows bandin g normal to
the strand axis (arrow) and away from the slightly
oriented skin. (See color insert.)
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FIGURE 5.134. Microbanding is seen in a sonicated
fibril of a spun TLCP fiber in a bright field TEM
micrograph . Fibrils sonicated in ethanol are dropped
onto holey carbon coated grids and carbon coated.
Heat treated , high modulus fibers do not exhibit such
bandi ng.

5.6.3 Molded Parts and Extrudates

5.6.3.1 Structure of Unfilled Moldings
and Extrudates

Thermotropic LCPs are melt processed by
injection molding and extrusion to form highly
oriented rods, strands, and molded articles. It
is well known [595, 647, 648] that extrudates
have high molecular orientation that develops
as a result of the effect of the flow field on the
easily oriented extended chain molecules.
Molded articles composed of thermotropic
LCPs have properties that are better than short
fiber reinforced composites and thus have been
termed self-reinforcing [649, 650]. Highly aniso
tropic physical properties are explained by the
highly anisotropic structures: layers, norm al to
the flow direction; bands , parallel to the flow;
and a skin-core structure. The skin-core
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FIGURE 5.135. A reflected light micrograph shows the
layered structures in a molded bar alignedparallel to the
flow direction (arrow). Variation in density and color
reflect variation in orientation from layer to layer.

Applications of Microscopy to Polymers

structure observed for LCPs is similar to the
structure of typical thermoplastics (see Section
5.3) with orientation a maximum at the surface
(skin), due to elongational flow, and at a
minimum in the core, due to shear flow [261,
648, 650-652]. Microscopy permits assessment
of structure-property correlations as the highly
anisotropic structures are process dependent
and relate to mechanical properties.

Thermotropic LCP molded bars exhibit a
layered structure as shown by reflected light
(Fig. 5.135) of a cut and polished bar. Skin-core
morphologies are obvious in molded bars and
extrudates with domains aligned in the flow
direction. Complementary SEM of fractured
injection molded bars provides a view of the
layered structure (Fig. 5.136A), the surface skin
(Fig. 5.136B), and the internal fibrillar struc-

FIGURE 5.136. The layered structure of molded bars is shown by SEM of fractured LCP specimen s. An
overview (A) shows the concentric layers are thin and the outer, coherent skin (arrows) is layered or sheet
like in structure (B). Fibrillar structures are observed in the skin (C) and core CD).
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tures of the inner skin (Fig. 5.136C) and core
(Fig. 5.136D). Complex skin-core and banded
textures are observed in extrudates, where the
orientation is a function of the draw ratio and
the final diameter, with higher orientation in
finer strands. The orientation and incomplete
extinction in the skin are shown in a section
taken with the flow axis at 45° from this posi
tion (Fig. 5.137). Nematic domains are seen in
the core , and to some extent in the skin,
although the extinction (black) regions in the
skin reflect higher orientation.

The common woody or fibrillar fracture of
extrudates is clearly seen in the SEM
micrographs in Fig. 5.138. This fracture mor
phology is controlled, to some extent, by the
orientation of the strand. A micrograph of a
polished thin section of a slightly oriented
TLCP rod photographed in circularly polarized
light reveals a nematic structure, banding, and
evidence of skin orientation (Fig. 5.138A).
Scanning electron microscopy fractures reveal
a fibrillar structure (Fig. 5.138B, C). Etching
experiments were also conducted in order
to elucidate the fine structure of the
extrudates.

FIGURE 5.137. Skin-core are structures shown in
more detail in a highly magnified polarized light
micrograph with the specimen at 45° to the crossed
polarizers. The skin is seen clearly to be more ori
ented than the core. (See color insert.)
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FIGURE 5.138. Free-fall TLCP strands are shown in
polished sections in circularly polarized light (A)
(see color insert) and also by SEM of fractures (B
and C). The less oriented strand appears more
uniform in domain texture and also exhibits a coarser
woody fracture (B). Some orientation is observed in
the more highly oriented strand (A), and the fracture
morphology is more uniform (C).
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Imaging magnetically aligned thermotropic
polyesters, using low voltage FESEM and
AFM, has added information about the fine
structure of LCPs [249, 653-655]. The sample
shown in Fig. 5.139 is a random semiflexible
terpolyester, heated to the nematic phase and
aligned in a 13.2 Tesla magnetic field [653].
Samples were quenched to freeze in the order
and then prepared according to the lamellar
decoration technique developed by Thomas
and Wood [654],in which the sample isannealed
above the LCP glass transition but below the
melting point. It then crystallizes in the form of
lamellae, which grow perpendicular to the local
chain axis and thus "decorate" the molecular
director field. This method was used in the
TEM study of the molecular director pattern in
flow oriented thin films. When nematic LCPs
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are aligned in a magnetic field, they form defects
known as inversion walls, in which the mole
cules on each side of the wall are rotated 1800

with respect to one another. The study of such
walls using low voltage HRSEM (Fig. 5.139A)
has shown them to be three dimensional, con
firmed by AFM (Fig. 5.139B) taken at the
same magnification for comparison [249]; the
upper micrograph is a higher magnification
HRSEM image [249, 655], and the lower
micrograph is an AFM image taken in the
repulsive mode.

5.6.3.2 Structure Models of Unfilled Moldings
and Extrudates

Structure models depicting LCP moldings and
extrudates [613, 650, 652, 656-658] have been

FIGURE 5.139. A random, semiflexible terpolyester, aligned in a magnetic field at the Francis Bitter National
Magnet Lab at MIT [653] and decorated [654], is shown to form inversion walls, in which the molecules on
each side of the wall are rotated 1800 with respect to one another. A low magnification, low voltage HRSEM
image (A) is shown of several inversion walls, which appear as dark lines as they are actually valleys [249].
The upper micrograph in (B) is a higher magnification HRSEM image [249,655], and the lower micrograph
in (B) is an AFM image taken at the same magnification [249]. Atomic force microscopy showed the wall
is a valley ca. 200nm deep. (From Vezie et al. [249,655]; used with permission.)
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derived from microscopy techniques. Thapar
and Bevis [650, 652] showed a schematic of the
skin-core and layered structures of injection
molded thermotropic LCPs by polishing and
etching meth ods for SEM. The samples were
cut, polished , and etch ed with concentra ted sul
furic acid for about 20min, washed and cleaned
ultrasonically in acetone. This work clearly
showed the process depend ence of the mult iple
layers, which exhibited continuous changes in
topograph y from the sample edge to its center.
The structure could be related to the observed
increase in modulus with decreasing thickness.
Baer and coworkers [657, 658] developed a
similar model for an LCP extrudat e by
SEM fracture studies. Sawyer et a1. [613, 628,
631, 632, 656] developed a general structure
model afte r applying a wide range of micros
copy techniques to the stud y of LCP extrudates
and moldings as well as to highly oriented
fibrous materials. This model (Fig. 5.140)
shows skin-core , layered, and banded macro
structures and fine, hierarchical fibrillar
microstructures.

5.6.3.3 Structure of Filled Moldings

Thermotropic LCPs in the form of filled engi
neering resins are genera lly marketed for
molding into parts, such as interconnects,
medical devices, automotive parts, and so forth.
These end uses require high flow into the mold
and high thermal stability to withstand post
molding processes and end uses at elevated tem
peratures. The resins are generally sold as
composites in extruded pellet form, com
pounded with fillers, such as glass fibers, carbon
fibers, minerals, and pigments. The product lit
erature contains extensive information regard
ing formulations and properties-mechanical ,
physical, thermal. and electrical. Papers (e.g.,
[659-661]) and several texts discuss the orienta
tion developed upon processing [594, 608-611].
Flow and process variables are known to affect
the structure and prop erties of the products and
have been studied by a range of techniques
[661].

Samples molded under vario us injection con
ditions were examined by SEM of polished sur-
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F IGUR E 5.140. A structural model is shown that pro
vides a schematic of the macrostructures in moldings
and extrudates-structures such as layers, bands,
and skin-core textures. Process changes appear to
affect the macrostru ctures while the nature of the
fine structures appears similar overa ll. (Fro m Sawyer
and Jaffe [613]; used with perm ission.)

faces etched in concentrated sulfuric acid for
lOmin and compared with liquid nitrogen frac
tured samples. Removal of successive layers
from moldings was followed by measurement
of the modulus profile, and the orie ntation
distr ibut ion was also measured by WAXS.
Moldings with fillers, such as wollastonite , were
also evaluated [661], and fillers were seen to
affect the vario us layers and bands. Care must
be taken in the interpretation of micrographs
as the fine structures vary with the polymer,
molding conditions and with the distance from
the gate. Topics of interest for composites
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include adhesion, cohesion, interphase forma 
tion at the interface, the length or shape of
the filler, and the arrangement of the fillers
as determined by the flow pattern (see
Section 5.4).

In LCP composites, the fibers can reduce
local orientation of the polymer matrix. A polar
ized light micrograph of a polished thin section
of a glass fiber reinforced Vectra molding shows
fibers (black isotropic) in a nematic matrix (Fig.
5.141A). There is an indication of orientation of
the polymer on the glass fiber surfaces, con
firmed by SEM examination of a fracture surface
(Fig. 5.141B-D). Additionally, there are com
posites that are reinforced either with LCP
fibers in thermoplastic or thermoset matrices.
For instance, aramid and Vectran fibers are
used in composites with epoxies for aerospace
applications that require high tensile strength
and modulus.

Appl ications of Microscopy to Polymers

5.6.3.4 Blends with LCPs

There have been numerous stud ies of blends of
LCPs with thermoplastics and other LCPs
during the past several decades, generally to
reduce cost and to modify the physical prope r
ties. Scanning electron microscopy of fracture
surfaces has been used to image the blend mor
pholog y and to reveal the nature of the dis
persed phase, orientation, and anisotropy in
much the same way as was described earlier
(see Section 5.3.4). Processing affects the mor
phology of the blends, and a wide range of mor
phologies are observed that depend on the ratio
of LCP to the rmoplastic, process conditions,
temperature, shear rate, and so forth [662-668].
The blend morphologies change dramatically
in the core and skin region of the moldings
with a tendency to elongated fibers in the skin
layers and more globular domains in the core

F IGURE 5.141. A glass fiber reinforced LCP composite is shown to have interesting morphology. A polished
thin section is shown in polarized light (A) to exhibit a fine domain text ure with some orie nta tion of the
polymer on the glass surfaces (see color insert). Scanning electro n microscopy fracture views (B- D) show
the tenacious adhesion of the LCP to the fibers. Fibr illar structures are oriented parallel to the fiber surface,
and submicromete r sized domains are observed (D) .



High Performance Polymers

of the moldings. Blends in which the LCP is
the major phase tend to exhibit globular
domains of the thermoplastic within the more
fibrillar LCP.

Akhtar et al. [667] studied blends of two
TLCPs by thermal, rheological, mechanical, and
morph ology studies by SEM. Pracella et al.
[668] studied PPS with a commercia l LCP by
blend ing in a Brabender mixer. The biphasic
morphology was studied by SEM, which showed
good contact between matrix and dispersed par
ticles in blends with 5-20 wt.% LCP. An example
of in situ composites of LCPs with PC produced
by melt blending in a twin screw extruder was
studied by TEM and SEM [669]. Spinnability of
in situ composites fibers based on PEN and an
LCP was conducted by rapid quenching of
extrudates in ice water followed by freeze frac
ture in liquid nitrogen for SEM study and by
collection of fibers from tensile testing [670].
The effects of a nematic LCP on crystallization
and structure of PET/LCP blends was investi
gated by in situ studies of isothermal and non
isothermal melt crystallization by a range of
thermal, x-ray scatteri ng, and quanti tative polar
ized light microscopy techniques [671].

A TEM thin section of an unstained LCP
with 5% polycarbonate is shown as an example
in Fig. 5.142, as prepared by Wood [366].

FIGURE 5.142. A TEM thin sectio n of an un
stained LCP with 5% PC is shown prepared by
ultramicrotomy. (From Wood [366]; used with
permission.)
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Ultramicrotomy of the blend shows the
typical banded texture of the LCP with dark
submicromete r isotropic polycarbonate
domains uniformly dispersed in the ordered
matrix.

5.6.4 High Modulus Fibers

In the past two decades , major technological
development s have occurred in the production
of polymer fibers with high mechanical strength
and stiffness. Materials science studies have
been directed toward a better underst anding
of the relationship among chemical composi
tion , physical structure, and mechanical
properties.

5.6.4.1 A romatic Polyamides

Aromatic polyamide fibers are produced by
spinning solutions of PPTA-sulfuric acid dopes
into a water coagulation bath [614], result ing in
the formation of a crystalline fiber with a surface
skin. Annea ling at elevated temperature is
known to increase the fiber modulus due to a
more perfect alignment of the molecules [672].
The str ucture of the aramid fibers has been
studied by Dobb and Johnson [645, 673-677 ]
and summarize d by many others [615, 617-619,
678]. Dobb et al. [673] first showed a latti ce
image for fibrillar fragments produced by soni
cation. Sonicated fibrils suspended over a holey
carbon coated grid are shown with an electron
diffraction patt ern (Fig. 5.143A). A latt ice
image of an aramid formed from a fibrillar frag
ment [675] is shown in Fig. 5.143B. Bright field
(Fig. 5.144A) and dark field (Fig. 5.144B) TEM
microgr aphs of an ultrathin section show the
fibrillar and banded textures in an aromatic
polyamide fiber. Dobb et al. [675] described
the structure of aramids by TEM and corre
lated increased modulus and preferred orie nta
tion , observing the general "hierarchies" of
structure that are known to relate to mechani
cal properties. Measurement of crysta llite
sizes from bright and dark field images agreed
with crystalline sizes calculated from x-ray
diffract ion data.

Aromatic polyamide fibers fail in tension by
axial splitting, resulting in fine fibrils that can be
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FiGURE 5.143. A TEM micrograph of sonicated fibrils from an aromatic polyamide distributed on a holey
carbon grid shows the thin, tape-like fragments and corresponding electron diffraction pattern (A) . A lattice
image taken of sonicated fibrils shows the crystalline nature of the aramid structure (B). (Figure B from
Dobb et al. [673]; used with permission.)

very long or may be woody or sheet-like in mor
phology depending on the process history.
Cracks propagate parallel to the fiber axis due to
rupture of hydrogen bonds. Pruneda et al. [679]
suggested that tensile failure involves shear
induced microvoid growth along the fiber axis
leading to crack propagation, splitting, and
failure. The fracture mechanism in fatigue
reflects poor compressive properties [680-682]
as failure is transverse to the fiber axis. Dobb et
al. [677] studied the compression behavior of
aramid fibers by SEM and TEM and proposed a
mechanism for the formation of kink bands con-

sistent with a loss of tensile strength after
compression.

New types of aramid fibers have been studied
to compare the tensile behavior and the struc
ture by electron microscopy and x-ray diffrac
tion studies [683].Scanning electron microscopy
images of fractured fiber surfaces , recovered
after breaking in glycerol and cleaning in hot
water , showed a range of internal defects in the
fibers, and further information was gained from
ultrathin sections of fibers impregnated with
silver sulfide (see Section 4.4.7) [684]. Defects
are well known to adversely affect tensile
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strength, and internal helical cracks in a high
modulus variant were shown to result in
decreased tensile strength [683-685]. Finally,
the internal structure of aramid fibers has been
studied by AFM methods (e.g., [631,632,686,
687]), which provides insights into the
nanostructure.

5.6.4.2 Rigid Rod Polymers

Poly(p-phenylene benzobisthiazole) is one of a
group of polymers with rod-like molecules,
spun into high strength fibers. Allen et al. [688]

FIGURE 5.144. Transmission electron microscopy
micrographs of ultrathin longitudinal sections of an
aromatic polyamide fiber show the banded struc
tures in bright field (A) and the crystallites in dark
field (B).
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FIGURE 5.145. Optical micrograph of an ultrathin
longitudinal section of an extruded experimental
PBZT film (on a TEM grid) in polarized light with
the fiber at 45° to the crossed polarizers. A definite
skin-core texture is observed as the skin appears
bright yellow and the core appears blue and less
oriented. (See color insert.)

described the development of high mechanical
properties from anisotropic solutions of the
polymer. The rigid rod molecules group to form
fibrils, observed in peeled fibers in the SEM;
optical microscopy has been important in defin
ing the size and distribution of the macrovoids
in the fibers [689]. Odell et al. [624] studied the
role of heat treatment, which is known to
enhance mechanical properties. Dark field EM
studies show that the increase in modulus with
heat treatment is likely due to the increase in
crystal size and perfection. Ultrathin sections of
PBZT extruded film on TEM grids were studied
in polarized light (Fig. 5.145). Selected area
electron diffraction patterns were taken of the
sections in the core (Fig. 5.146A) and the skin
(Fig. 5.146B). Diffraction results show a varia
tion in orientation; the core is much less ori
ented than the skin, consistent with the results
of Minter et al. [690], who used dark field
imaging of spun and heat treated PBZT films.

Structural investigations have been carried
out by many researchers, including Allen et al.
[691], who used wide angle x-ray diffraction,
mechanical testing, and SEM imaging of frac
tured as spun and heat treated PBZT fibers.
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FIGURE 5.146. Selected area diffraction patterns of the sample in Fig. 5.145 show the core (A) is not oriented
compared with the skin (B) in a PBZT thin section.

The aramids have a lower modulus because the
chains are not straight compared with these
stiffer polymers [692]. Details of the morphol
ogy of PBZT and PBO have also been shown
using scattering techniques, electron micros
copy, and HREM [693]. Molecules and crystal
lites are shown to be highly oriented, and a
skin-core effect is observed. High performance
fibers have also been studied using a microscale
compression apparatus in an optical microscope
[80]; with increasing compressive strain, kink
band formation was observed and their density
increased. The fundamental dimension of the
buckling element for compression of PBO and
PBZT fibers was calculated to be about 0.5/lm,
the size of the fibril and not the smaller
microfibril.

5.6.4.3 Aromatic Copolyesters

Thermotropic aromatic copolyesters have a
major advantage over the lyotropes, as the
former can be melt processed. Temperature
affects the orientation and the mechanical
properties, and the copolyesters have been
shown to be biphasic by SEM [694-696], optical ,
and TEM [697-699] techniques. The biphasic
structure of X7G has been reported [699] for
extruded fibers by optical and EM imaging and
microdiffraction. Transmission electron micros
copy micrographs of ultrathin longitudinal sec
tions reveal a dense dispersed phase elongated
along the fiber axis (Fig. 5.147). Microdiffrac
tion from regions 20-100 nm across show the

dispersed phase domains (inset 1) and the ori
ented fiber matrix (inset 2).

A wide range of microscopy techniques has
been applied to the characterization of oriented
TLCP extrudates, including etching, sonication,
ultramicrotomy, fracture , and peeling . Exam
ples of the types of structures observed are
shown in Figs.5.147-5.149. Shear banding, typi
cally at about 45° to the fiber axis, is common
in all types of LCP fibers, as seem in polarized
light in Fig. 5.148. A fibrillar texture is known
to exist in all nematic LCPs and has been
observed by several techniques. Sonicated
fibrils examined in the TEM appear sheet-like
and are wider than they are thick. Ultrathin
sections examined in the TEM show fibrillar
textures, as seen in a micrograph of a longitu
dinal section in Fig. 5.149.

5.6.5 Structure-Property Relations
in LCPs

Microscopy techniques are used for the
development of predictive structure-property
process models to develop marketable tech
nologies, such as for TLCPs [613]. Models are
used to fully describe the macro and micro
structure of materials such as fibers, moldings,
and extrudates. As with most polymers, process
history and temperature affect these structures
and the resulting properties. The discussion
that follows includes examples of the types of
microscopy techniques that can be helpful for
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FIGURE 5.147. An example of the biphasic structure of X7G formed by specific thermal history is shown by
TEM. An ultrathin, longitudinal section of the fiber is shown to have dense, elongated, dispersed phase
particles present in a fibrillar matrix. Microdiffraction of the dispersed phase shows it is amorphous (inset 1)
and likely PET, and a pattern for the matrix (inset 2) appears oriented and is likely the PHBA.

FIGURE 5.148. All LCP fibers have a tendency to
form shear bands at an angle to the fiber surface.
Shear banding is shown for a thermotropic copoly
ester in polarized light. Stressed fibers tend to frac
ture at such shear bands.

development of models in general. Polymer
structure cannot be addressed simply by micros
copy, and the interested reader should study
the extensive literature on this topic for a more
complete exposition.

5.6.5.1 Microstructure of LCPs

One general concept that has received much
attention is the notion that the microfibril is the
fundamental building block in polymers made
from flexible linear molecules. This concept
was proposed [700] for both natural and syn
thetic materials and has been known to exist in
natural materials [701, 702] when they were
imaged in the earliest TEMs. This minimum
stable-sized structure appears to be the build
ing block of polymers, and potentially this is the
unit that can "aggregate" and account for
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FIG URE 5.149. The in situ structure of a spun Vectran fiber is shown in a TEM micrograph of an ultrathin,
longitud inal section. The orientation is shown by the microdiffraction pattern inset.

mechanical properties [703, 704]. One factor
common to materials as dissimilar as cellulose ,
polyesters, aramids, and liquid crystal polymers
is that the molecular chain is rather long com
pared with its width and thickness. Thus, it is
possible that the microfibril is simply a replica
tion of the molecular chain. Further discussion
is outside the scope of this book.

A common feature of highly oriented fibers is
poor compressive properties, demonstrated by
kink bands that can be seen in the OM and the
SEM. Kink bands have been studied [677,679
682] and a mechanism for their formation, con
sistent with tensile loss, was proposed. Martin
[693, 705, 706] addressed this issue by use of
HREM, imaging the deformation and disorder
in extended chain polymer fibers [705] , showing
that deformation occurs by strain localization
into kink bands. High resolution EM images
revealed the crystallite size, shape , orientation,
and internal perfection. The nature of the disor
der within a kink band was imaged, modeled,
and compared with diffraction data. Kinks were
observed [706] by TEM investigation of PBZT

and PBO fiber fragments: Fig. 5.150A shows an
equatorial DF image of a kink in PBO heat
treated at 600°C. Bright areas in the image are
crystallites that are scattering electrons into the
objective aperture. Rotation of the sample
showed that the material within the kink bands
was misoriented but still crystalline. Figure
5.150B is a low dose HREM lattice image of a
kink in a PBO heat treated at 665°C with the
(200) lattice planes of spacing 0.55nm.

Sawyer et al. [630-632] used high resolution
FESEM and STM with other complementary
techniques to describe the microfibrillar and
kink structures (although work today would be
by AFM to avoid the need for metal coating).
Field emission SEM images of a highly oriented
Vectran fiber were peeled to reveal kinked
regions in the bulk (Fig. 5.151 left). Peeled back
Vectran fibers imaged in the STM (Fig. 5.151
right) reveal a kink band with clear discontinui
ties across individual microfibrils suggesting
bond breaking has occurred. The Y-shaped
arrangement of the microfibrils is also confirmed,
consistent with the structure observed by TEM
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FIGURE 5.150. An equatorial dark field image of PBO fiber
heat treated at 600°C (A) shows well defined and localized
boundaries between the kink and the deformed fiber. A
low dose HREM 0.55nm (200) micrograph (B) of a kink
in PBO heat treated at 665°C shows (200) lattice fringes of
spacing 0.55nm. The kink band clearly contains very local
ized high angle bending or buckling of the stiff polymer
chains. (From Martin and Thomas [706]; used with
permission.)

(Fig. 5.149). Sonicated Vectran (Fig. 5.152A)
and aramid (Fig. 5.152B) fibers form into finer
microfibrils, yet no clear interfibrillar tie fibrils
were observed. Although the origin of the
fibrils remains a question, these images appear
to show micro fibrils within larger fibrils. Scan
ning tunneling microscope images of sonicated

Vectran LCP fiber (Fig. 5.153A) and Kevlar
(Fig. 5.153B) have a periodic texture of about
50nm observed across a group of microfibril s,
arranged normal to the microfibril axis; this
texture appears similar in size and spacing
to the "nonperiodic layer (NPL) crystals"
observed by Donald and Windle (707].
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FIGURE 5.151. Field emission SEM image shows the internal texture in peeled back highly oriented Vectran
fiber (left). Peeled back Vectran fibers are shown in a top-down view in the STM (right) of a region 500nm in
the x and y axes and a maximum z-axis range of 50nm. The fibrillar texture and local disorder is observed. A
kink band is observed as are clear discontinuities across individual microfibrils and damaged microfibrils within
the kink band. (From Sawyer et al. [632]; used with permission.)

Microfibrils are also shown in Fig. 5.153, and
measurements of the thickness of a few of the
smallest microfibrils were ca. 3-5 nm wide and
about 1nm thick with a tape-like shape. Thus,
the organization of the LCPs appears to be
flat or tape-like microfibrils arranged within
fibrils.

The failure mode in compression is via kink
band formation, which is an intrinsic feature of

highly oriented fibers. Adams and Eby [708]
reported very high tensile moduli and strengths
for PBO fibers , and much lower compressive
strength, with failure occurring by buckling in
local kink bands. The work of Martin [705,706]
and Lee [709] confirms the critical nature of
these kink band defects and their relation to
mechanical properties. Efforts to visualize
microfibrils have been successful [632, 705,

100 nm
"- AlIIlIIII

FIGURE 5.152. Transmission electron microscopy micrographs of sonicated fibrils, shadowed with metal in
order to provide information about the three dimensional structure of (A) Vectran and (B) Kevlar fibers,
illustrate the tape-like structure. A range of fibrils are observed that are long and are seen to fibrillate into
finer fibrils. Twisting and a cotton-like fiat, twisted, or tape-like fibril structure is observed. The aramid fiber
(B) is shown to fibrillate into units less than lOnm wide. (From Sawyer et al. [632]; used with permission.)
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FIGURE 5.153. A STM image of a Vectran hea t treated fiber (A) reveals microfibrils within a larger unit;
are a scanned is 500nm across. A 50nm periodicity is observed normal to the microfibril axis. A STM image
of Kevlar (B) most clearly reveals the nature of the fibrillar hierarchy at the macromolecular level. A bundle
of uniform microfibrils about lOnm wide was imaged showing fine microfibrils. (From Sawyer et al. [632];
used with permission.)

710-712]. Martin [710] provided evidence of
intermolecular twist defects in extended chain
fibers, such as PBO , by use of molecular model
ing. Spatially resolved electron diffraction also
revealed the hierarchical structure in as spun
LCP fibers at a resolution of 100-200nm with
bimodal orientation, whereas the heat treated
fibers were more uniform in orientation [713].
These authors also used low dose HREM dif
fraction to calculate local orientation order
parameters from the same TLCP fibers.

The macromolecules in as spun and annealed
ara mid fibers were imaged by AFM [712],
showing the periodicities to be consistent with
x-ray diffraction and computer simulation
result s. Gould et al. [714] used AFM to study
LCP surfaces and suggested that microfibrils
2 nm in size formed that represent the basic
structural unit in a model film composed of
Vectra LCP. High resolution ICAFM was used
to explore the morphology of Vectra LCP,
before and after annealing with complementary
thermal assessment [715]. These new, higher
resolut ion imaging devices have been used
to describe the microstructural textures in
more detail and have permitted understanding

of the role of the structure to the mechanical
prop erties.

5.6.5.2 LCP Structure Model

The them e of this section was to provide an
example of structure studies conducted by a
range of microscopy techniques to develop
structure-property-process models. A modified
structure model incorporating the information
gained from these techniques is shown in Fig.
5.154. The model suggests there are structures
on the scale from 500nm to <50nm, specific to
the liquid crystalline polymers. The key element
is the microfibril, the same microstructural unit
basic to melt spun and drawn flexible polymers.
The orientation of the microfibrils is along the
fiber or elongational axis, and this results in
extremely high tensile modulus values for these
materials. However, on a local scale, it is clear
that the microfibrils meander along the path of
the director and are not literally rigid rods.
Structure models provide a means for under
standing and developing materials using micros
copy techniques to enable the microstructures
to be observed.
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FIGURE 5.154. A new structure model is shown that has more detail than in Fig. 5.111 published earlier [613].
The model suggests there is a hierarchy, at least on the scale from 500nm to the 1nm size scale, specific to the
liquid crystalline polymers. The key element shown is the microfibril, the same microstructural unit basic to
melt spun and drawn flexible polymers. (From Sawyer et al. [632];used with permission.)
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6.1 INTRODUCTION

In the previous edition of this book, this chapter
was called "New Techniques in Polymer
Microscopy." Now, nearly 10 years later, many
of these once new techniques, like atomic force
microscopy (AFM), have become standard
for many polymer microscopists. Others, such
as confocal scanning microscopy, or scanning
near-field optical microscopy, have developed
and become much more common, but they are
rarely applied to polymeric systems. It is still
worthwhile to mention these techniques as they
might solve the problems arising in some new
areas of polymer science and engineering.
Therefore the chapter is now called "Emerging
Techniques in Polymer Microscopy" and covers
both the truly novel techniques that are emerg
ing rapidly, and those that are not as new but
have continued to emerge slowly for decades.
As a wide range of techniques is covered in a
relatively small space, there is no intention to
be comprehensive; readers who come to use
these new techniques will need more informa
tion than can be provided here.

One feature that continues to drive much of
the innovation described in this chapter is the
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FIGURE 6.1. Schematic diagram of a laser scanning
confocal microscope. The critical confocal feature is
the pinhole aperture in front of the detector that
rejects light coming from outside the focal plane.
The transmitted light mode shown is not confocal.
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increasing amount of computing power embed
ded in microscopes. Sometimes this is fairly
obvious; for example, any three dimensional
(3D) microscopy must involve large data sets.
Calculating a high resolution 3D image from
800 projected phase images will tax a network
of servers. In other cases, for example the aber
ration correction of electron microscopes, it is
natural to think of advances in the mechanical
and electromagnetic design of the devices.
But the instruments would not be feasible
without computer control and fully automated
alignment. As this trend continues, it may, for
example, become reasonable to replace all
phase contrast and other imaging hardware in
the optical microscope with a technique that
determines the phase of the image wavefront
and then calculates what any imaging mode
would do and what the image would look like
[1]. The phase could be determined by some
interferometric technique or by calculation
from a through-focus series of images [2, 3].

6.2 OPTICAL AND ELECTRON
MICROSCOPY

6.2.1 Confocal Scanning Microscopy

The confocal scanning lasermicroscope (CSLM;
sometimes LCSM, for laser confocal scanning
microscope) has many forms, but all are optical
microscopes with some form of scanning added
to the regular optics. A normal optical micro
scope produces poor images when the sample
surface is rough or signal comes from a range
of depths in a transparent sample. A CSLM
does not have this limitation and has slightly
better lateral resolution than the regular optical
microscope. Because confocal microscopy is a
standard biological technique, there are many
sources of information, including manufactur
ers' Web sites [4, 5], book chapters [6, 7], an
excellent practical guide [8], and a comprehen
sive handbook [9]. In a confocal microscope a
small aperture, the confocal pinhole, is placed
in the confocal plane where rays coming from
a particular plane in the object are brought to
focus, as shown in Fig. 6.1. When the light
detector is placed behind the aperture, one
point (x, y) in the plane is selected. The aper-

ture also cuts out most of the light coming from
other planes in the specimen. If the illumina
tion is focused onto the selected point in the
object, then information comes from the point
(x, y, z) only. Scanning the illumination and the
confocal aperture together over x and y builds
up a scanned image of the selected plane.

Mechanically registering two scanning
systems is difficult, so commercial CSLMs are
reflection or fluorescence microscopes, where
the beam passes through the same scanner
twice as shown in Fig. 6.1. The beam is scanned
on the specimen and then de-scanned onto a
fixed confocal pinhole. Confocal microscopes
may have a transmission mode, but generally
this will not be confocal. There may be a sepa
rate regular illumination and imaging system
for transmission; Fig. 6.1 shows the other case,
where the scanned illumination is used with a
transmitted light detector that has a large area
and no aperture in front of it.

Another confocal scanning method uses a
rapidly rotating disk containing many holes in
the confocal plane (a Nipkow disk). These
holes act as confocal apertures and mechani-
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cally scan over the object; the output is inte
grated by the eye or by CCD camera. Most
conventional "point scanning" CSLMs use
mechanical scanning of mirrors, limiting the
acquisition speed to about 1 frame per second
(fps). The disk scanning can easily give real
time video images of 30fps or higher , up to
1000fps. With pinholes in the disk, there is a
trade-off between confocal selectivity (requir
ing small holes) and efficiency, as small holes
block most of the light. The Yokagawa spinning
disk system uses an array of microlenses to
direct light into the array of pinholes [10], over
coming this limitation and allowing efficient
high-speed imaging [11].

So far, the description of the instrument
implies that the image formed is a slice or
section of the specimen at a particular height.
(The CSLM has been described as an "optical
microtome"). If the specimen is scanned in the
z direction-not continuously, but in steps
between image scans-then storing all the
images gives a three dimensional image of the
specimen that can be processed to show and
measure three dimensional features (see Section
6.4). If the specimen has a rough reflective
surface, and the microscope is operated in
reflection rather than fluorescence mode, each
image will contain a bright contour line where
the surface intersects the selected plane , with
the rest of the field dark. Then it is not neces
sary to store all the data , the intensity values
can be either added or set to the maximum
obtained during the z-scan. In either case, at
each point the bright contour line that appears
when the surface is at the focus level dominates
the image so the result is a single image that is
in focus on the rough surface at every point (if
the z-scan has a sufficient range) .

This mode can be used for surface profiling
[12, 13] with the value of each pixel set to the
Z value at which the image was brightest. A
topographic map of the most reflective surface
will be produced, whether external or internal.
Line profiles can be selected in any direction,
or surface roughness can be calculated from the
whole profile. Since the CSLM can detect inter
nal surfaces, it can be used to measure the
thickness of thin polymer coatings [14, 15].

Although the major use of the CSLM is as a
fluorescence microscope in biology [8], it is also
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used in a wide range of polymer studies [16].
These include internal interfaces in composites
[17], biomaterials [18], emulsions [19], phase
separation in reactive blends [20], hair [21], and
diffusion in gels [22), films [23], and fibers [24].
Other applications are mentioned in Section
6.4.3, which concentrates on 3D imaging. This
nondestructive, noncontact technique can give
internal, 3D information and only requires that
the sample is sufficiently transparent.

6.2.2 Optical Profilometry

As was mentioned in the previous section, the
CSLM can be operated to give a topographical
map of a reflective surface which is usually
external but could be internal. It does so by
scanning the sample in the z direction, on the
optic axis, and finding the position of highest
intensity of reflected light. There has been a
report that the CSLM system has difficulty in
profiling if there are steps or steep slopes on the
surface [25]; more important is that vertical
resolution depends on the optical sectioning
power of the instrument. At low magnifica
tions, the numerical aperture of the lens is low,
the convergence angle of the rays is low, and so
the vertical resolution is less. The vertical point
spread function can have a width of several
micrometers. The profiling software picks out
the peak position (or the centroid) of this
smooth point spread function , so the profiling
resolution is much better than the width of the
function . Even so, it is a limit which changes
with the field of view selected. If the highest
vertical resolution is to be maintained over a
large area , smaller images must be collected
and stitched together.

The alternative is to use an interferometric
optical profiler, which modernizes the interfer
ence microscope (just as birefringence imaging,
Section 6.2.3, modernizes the polarizing micro
scope). These devices use white light and one
of a variety of methods to determine the posi
tion on the image of the central interference
fringe. Some component is scanned along the
optic axis-it could be the sample, the objective
lens, or the reference mirror-and the software
creates a topographic map. The vertical extent
of the interference fringe does not depend on
the image magnification, so neither does the
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profiling resolution, which can be as high as 100
pm. Compared to AFM surface profiling, the
optical devices have a much lower lateral reso
lution but a much larger field of view and can
deal with a wider range of heights [26]. If thin
film thickness is measured by optical profilom
etry and by other techniques, comparison of the
results can give the refractive index of the film
[27].

6.2.3 Birefringence Imaging

Birefringence imaging is defined as forming an
image where the orientation and/or the magni
tude of the birefringence is determined and
displayed at every point on the image. (Actu
ally it is the retardation that is measured;
turning this into birefringence requires mea
surement of the object thickness.) In the normal
polarizing microscope the birefringence is mea
sured manually, one point at a time. Indeed,
apart from the polarizing dichroic filter
"Polaroid"TM invented by Dr. Land in 1932,
polarizing microscopy (see Section 3.1.7.2) has
remained largely a 19th century technique. The
polarization state of light is modified by manu
ally inserting, rotating and tilting various
cut and polished sections of natural crystals.
Results, even quantitative results such as retar
dation, are obtained by visual inspection of the
image. Devices that perform birefringence
imaging and related analyses are bringing this
up to date.

One such device is the Metripol (trademark
of Oxford Cryosystems, Oxford, UK). This
device has a rotating polarizer driven by a com
puter-controlled stepping motor and a fixed
circular analyzer [28]. The polarizer steps
around in 5, 10 or 50 steps, and the software
calculates the slow axis orientation and retarda
tion at every point from the set of images [29].
The instrument has been used to observe phase
changes in materials [30] and structures in
biological materials such as collagen. The
3D pattern of birefringence can be determined
for a single point by applying the rotating polar
izer method to a conoscopic view [31]. In
a similar device, a rotating analyzer attached
to a CSLM allows confocal birefringent
imaging [32].
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Another system, now called Abrio (trade
mark of CRi, Cambridge, MA), is more often
referred to in the literature as the PolScope.
This system has no moving parts but uses a
fixed circular polarizer and analyzer and a com
pensator made from two liquid crystal compo
nents. The retardance of these varies with
applied voltage, so that with two of them ori
entation and magnitude of retardation can be
controlled [33]. The major use of this system
today is in cell biology [34, 35], but it can be
applied to a range of problems [36] including
biomineralization [37, 38]. Figure 6.2 shows
how these imaging modes help define the struc
ture of a thin calcite layer [38].

Using more liquid crystal elements as shut
ters to change the direction of the cone of rays
passing through the sample allows 3D informa
tion on birefringence to be collected. This has
been applied to a biopolymer system [39, 40],
but it assumes that the materials are uniaxial,
and requires that there are a few birefringent
objects in an isotropic matrix. Because optical
anisotropy is a tensor property, the effects do
not simply add up as they do in absorption, and
projection tomography is not possible using
polarized light. However, if polarized light is
used in optical coherence tomography (see
Section 6.4.3) it becomes "polarization sensi
tive" optical coherence tomography (PS-OCT)
and can be used to make a birefringence image
from a plane within the sample. Mostly used to
investigate tissues such as skin or cartilage, the
device has been used on polymer matrix com
posites [41] to see internal flow patterns in
injection molded parts, such as seen in Fig. 6.3
[42], and to nondestructively measure internal
stresses [43].

6.2.4 Aberration Corrected
Electron Microscopy

After decades of work and anticipation, systems
that correct for aberrations of the electromag
netic lenses used in electron microscopy have
now been developed [44-46]. The resolution of
the standard transmission electron microscope
(TEM) was described in Section 3.1.4.3,and the
spherical aberration coefficient (Cs) appears in
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FIGURE 6.2. Thin calcite films obtained by heating (for 2 h at 250°C) an amorphous calcium carbonate film
stabilized with poly(methacrylic acid) brushes. (A) Polarized optical micrograph; (B) LC-PolScope image
(retardance values are indicated as false color) ; (C) ret ardance gray-scale image (red vector overlay indicates
the orienta tion of the slow birefr ingence axis); (D) high-magnificat ion SEM image. (See color insert.) (From
Tugulu et al. [38]; reproduced with permi ssion.)

all the formulas limiting resolution (Eqs. 3.7
3.12). If spherical aberration is corrected, and a
field emission gun (FEG) or ene rgy filtering
system limits chromatic aberration, then these
limits go away; previously ignored higher-order
aberra tions becom e important. Lattice images
with resolution of 61 pm have already been
obtained [47] and microscopes are planned
with higher levels of correction [48]. Atoms are
resolved with high contrast, and the structure
of glassy materials may be fully determined by
atomi c-level tomography [49]. In the corrected
scanning transmission electron microscopy
(STEM), as the resolution improves, so does
the optimum divergence angle. This means that
the depth of focus is reduced, which can be a
problem-or a feature if it is used to make
optical sections and thus a 3D image [50].

Th ere is still a noise limit to resolution, and
this requires that a number of electro ns pass
through each resolved feature. Following the
calculations in Section 3.4.4, if a 50 pm feature
has 50% contrast and nee ds a s :1 signal to
noise rati o, it needs 50 electr ons to pass through
it, and this corresponds to 0.3 C cm". From Fig.

3.38 this is just possible for some organic crys
tals, but not for most polymers. Even so,
it would not be wise to rule out some
applications of this new technique. Negative

FIGURE 6.3. PS-OCT measurements of injection
molded polystyrene part: (A) OCT cross-section
(inte nsity image); (B) polarization-sensitive reta rda
tion image exhibiting a homogenous core and aniso
tropic surface regions. (From Stifter et al. [42];
reproduced with permission.)
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predictions were made in the early days of high
resolution electron microscopy, but there have
been a wide range of useful high resolution
studies on polymers and organic thin films [51].
One possibility is that time-resolved electron
microscopy, with exposure times of picosec
onds to nanoseconds [52], can be used to form
an image before the processes of radiation
damage are complete [51].

In the scanning electron microscope (SEM),
particularly at low voltages, the chromatic aber
ration is as important as the spherical aberra
tion and an aberration corrected SEM (ACSEM)
has both Cs and Co reduced to very small values
[53]. This instrument has a resolution of O.6nm
at 5keV. Correction decreases the minimum
spot size at 1keV from 18nm to 2nm, at the
same time increasing the beam current by 30x
[54]; Fig. 6.4 shows the improvement in image
quality that results. The corrected lens can
operate at a greater working distance, and this
together with a greater beam current may make
a corrected SEM useful in analytical work. As
with the STEM, the depth of field is much
reduced in the aberration-corrected micro
scope, to the point where the instrument forms
thin optical sections that are in focus. Multiple
exposures can be combined (in through focus
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reconstruction) to give an image with quantita
tive depth information [54].

6.2.5 Ion Microscopy

Ion microscopes include the field-ion micro
scope, not relevant to polymer studies, and the
imaging secondary ion mass spectrometer or ion
microprobe (e.g. the NanoSIMS, by CAMECA;
see Appendix V). Since this is primarily an ana
lytical instrument it is described in Section 6.5.5.
The remaining type of ion microscope uses a
focused ion beam to form an image by scanning
it over a surface and is exactly analogous to the
SEM. Currently available versions use gallium
ions and may be called either a scanning ion
microscope (SIM) or a focused ion beam (FIB)
system. These tools are primarily for microma
chining, to remove or deposit material [55].The
microscopy is vital to observe the machining
operation but is otherwise secondary. The
gallium ions are deposited in the specimen and
cause it to sputter away. As the requirements
for semiconductor device micromachining get
more exacting, the resolution of FIB devices
have increased, to 4 nm. FIB-SEM combined
devices can be used to create higher resolution
3D images (see Section 6.4.2).

FIGURE 6.4. Uncorrected (left) and corrected (right) images from JEOL 7555S LSI inspection SEM at 1keY
and a working distance of 4mm. The effective C, and C; values after correction are of the order of microm
eters and the aperture is approximately 40 millirads. (From Joy [54]; reproduced with permission.)
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A new microscope uses helium ions [56, 57];
until recently there has been no suitable high
brightness source of such ions. A probe size of
1nm is claimed, and although there are no such
microscopes in use so far, there are some pre
dictable advantages. One is that the interaction
volume of ions is very small, so that the ion
microscope at high beam voltages (20-50kV)
will behave like a low voltage SEM, with reso
lution controlled by probe size, and the signal
depending only on the very top surface layer.
One published image shows a fossil with no
specimen preparation, so apparently charging
will not be a problem [58]. The interaction of
ions with materials is quite different from that
for electrons, so the contrast will be different.
There will be scattered ions as well as second
ary electrons, so it may be possible to perform
the equivalent of forward recoil spectros
copy (FRES) experiments [59] (distinguishing
between deuterium and hydrogen in labeled
polymers) but at high spatial resolution.

6.3 SCANNING PROBE
MICROSCOPY

6.3.1 Chemical Force Microscopy

Chemical force microscopy (CFM) refers to the
chemical modification of the AFM tip with spe
cific functional groups to measure the forces
involved in chemically specificinteractions with a
surface. It is implemented in lateral force micros
copy, force spectroscopy (force curve), and force-

functionalized
polymer
surface
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volume imaging and has been in use since about
1994.For polymer surface characterization, CFM
offers the potential to map functional groups on
surfaces with high spatial resolution. However,
for meaningful results it requires careful experi
mentation and controls and also significant cor
related data from othersurface analysistechniques
such as x-ray photoelectron spectroscopy (XPS),
SIMS, and contact-angle measurements. This is
one reason why broad adoption of the technique
has been slow. There are excellent reviews pub
lished by the pioneers of this technique, notably
the Lieber group at Harvard [60,61], the Vancso
group in The Netherlands [62, 63], and the
Tsukruk group at Iowa State [64].

The chemical interaction of interest will not
be the only interaction with the surface, so there
are always other forces involved (e.g. capillary,
electrostatic and van der Waals forces). Not sur
prisingly, the first successful demonstrations of
functional group imaging used specially pre
pared surfaces that maximized one specific
chemical interaction. These were patterned mix
tures of self-assembled monolayers (SAMs).
These SAMs are alkane thiols with sulfhydryl
(-SH) at one end and a functional group at the
other end. Typical functional groups chosen are
methyl (-CH3) , carboxylic acid (-COOH),
hydroxyl (-OH), and amino (-NHz). The lone
pair of electrons from the sulfur of the thiol
group binds strongly with gold, so gold-coated
AFM tips and gold-coated substrates are used
and coated with SAMs, such as shown in Fig. 6.5
[65]. These experiments were carried out in
liquid to eliminate capillary forces. It was

x= COOH, NH2, OH, CO'O R, NH-COR,
OR, CHJ • CFJ etc.

FIGURE 6.5. Schematic demonstrating the functionalization of gold-coated AFM tips with self-assembled
monolayers. (From Schonherr et al. [65]; reproduced with permission.)
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possible to rank the interactions between CH3/

CH3, COOH/COOH, and CH3/COOH tip/
sample pairs based on statistical analysis of pull
off force measurements [66]. This variation in
interaction force led to image contrast in fric
tional force imaging where micrometer scale
patterning allowed clear distinction of the inter
acting regions. This approach was later extended
to tapping mode in liquid [64]. With ionizable
functional groups, pH affected the pull-off force
so that the ionization pKa could be detected in a
"force titration" experiment. It was recognized
that the pull-off force was by its nature statistical
as only few bonds were involved in bond-making
and bond-breaking. Careful experimentation
therefore requires sufficient repetition to obtain
reliable mean values and standard deviations.

On real surfaces many other factors come into
play (in addition to the chemistry) for accurate
pull-off force measurements. These include
mechanical deformation, surface roughness, tip
radius effects, and contamination [67]. Some of
the best and earliest CFM work on real polymer
surfaces measured pull-off forces for a variety of
polymer surfaces immersed in perfluorodecalin
and ethanol [68]. Perfluorodecalin has such low
polarizability it has been referred to as a "vacuum
in a bottle." This work demonstrated the impor
tance of the medium in which the measurements
are made. The interaction was interpreted in
terms of polar and nonpolar contributions to
adhesion, analogous to macroscopic surface
energy measurements on solid surfaces. Beake
et al. [69] described the first application of CFM
to plasma-treated poly(ethylene terephthalate)
(PET) polymer in order to understand the reason
for increased friction following argon plasma
treatment. Later, force titration experiments on
plasma-treated perfluorinated isotactic polypro
pylene (iPP) used hydroxyl (-OH) terminated
tips in liquid. Titration of acid groups using pull
off force was extended to force-volume imaging
where a map of pull-off force could be obtained
with better than 50nm spatial resolution. This
showed lateral inhomogeneities in functional
groups on the surface [70].

Chemical force microscopy showed the
surface reconstruction of low density polyeth
ylene (LDPE) oxidized with chromic acid (in
conjunction with contact-angle measurements)
[71] and the aging of melt-pressed films of PP
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using adhesion mapping to provide evidence of
UV stabilizers at the surface [72]. Hydrophobic
recovery of elastomeric poly(dimethylsiloxane)
(PDMS) after UV/ozone oxidation could be
followed by CFM in water using hydroxyl ter
minated tips. High spatial resolution (50nm)
adhesion mapping was correlated with modulus
mapping of the surface, as highly adhesive
regions were more hydrophobic and softer [73].
More recently, high resolution force-volume
mapping of functional groups in the block
copolymer of polystyrene and poly-r-butylacry
late (PS-b-PtBA) has been obtained using CFM
after chemical treatments designed to modify
the ester chemistry of the PtBA block [65].

Controlling the tip chemistry is useful for other
purposes besides CFM. It has led to improve
ments in contact mode imaging by reducing
the interfacial free energy; the resolution then
became comparable to that in tapping mode [74,
75]. Similarly, modification of tip chemistry
allowed high resolution scanning of highly drawn
polyethylene (PE) and poly(tetrafluoroethylene)
(PTFE) surfaces in air. The results were compa
rable to those obtained in liquid where the scan
ning forces were much lower [76].

Conventional silicon probes, not functional
ized, can be used to detect hydrophilic and hydro
phobic interactions by control of the humidity in
the vicinityof the tip and sample during intermit
tent contact imaging. This work was pioneered
by researchers at NIST [77, 78]. A specially
designed cell was constructed to regulate the
humidity in the vicinityof the tip and sample [79].
This method has been validated on specially pre
pared surface energy gradient specimens pre
pared by gradient oxidation of micropatterned
SAM layers on silicon[80]. Phase imaging reveals
improved contrast between hydrophilic and
hydrophobic regions when the relative humidity
(RH) is higher, about 30%, and then contrast
falls off again above 90% RH [81]. The work has
been extended to the characterization of block
copolymers and blends [82]. The phase images
are very sensitive to the wettability of the sur
faces with phase contrast varying as a function of
surface energy at high humidity. These experi
ments further explain why CFM requires careful
ambient control. With so many possible compet
ing forces, there is a large margin for error
measuring the wrong interaction.
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6.3.2 Harmonic Imaging

In intermittent contact AFM (IC-AFM), also
called tapping mode AFM (TMAFM), the can
tilever is oscillating near resonance, but the tip
experiences long range and short range attrac
tive and rep ulsive interactions during each cycle
as has been descr ibed in Section 3.3.4. The situ
ation is very complicated and the total interac
tion is highly nonlinear making it difficult to
model. With sufficient understanding and com
prehensive modeling, it should be possible to
extract the mecha nical properties of the sample
from the IC-AFM signal. These properties
would include adhesion, modulus, and damping
at high spat ial resolution. Currently the phase
shift of the oscillation is the standard imaging
signal most related to the sample properties.
However, the elastic properties are generally
independent of the phase shift unless there is a
strong dissipative component due to adhesion
hysteresis and/or viscous damping [83].

Even without detailed modeling, it can be said
that the attractive and repulsive interactions
change the motion of the cantilever away from
the simple sinusoidal motion of free resonance.
By Fourier's theorem, any such altered motion
can be broken down into the basic fundame ntal
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motion plus components at higher harmonic
modes. Such harmonics will be more sensitive to
the disturbance than the fundamental resonance
frequency. Further, abruptly changing interac
tions such as the elastic resistance to tip penetra
tion, or a sharp transition from attractive to
repulsive interact ion, will have the strongest
effect at high frequencies . A tap that lasts for 5%
of the cycle will show up strong ly in high har
monics-those with freque ncies associated with
this shorter timescale.

Detailed analysis supports these general
statements. When the quality factor, Q, of the
vibra ting cantilever is low, such as in liquid
environments, the fundamenta l is relatively
suppressed and there is a significant contrib u
tion of higher harmonics [84]. The full recon
struction of the tip-sample interaction must
include the anharmonic contributions of the
cantilever motion due to excitation of higher
modes [85]. Fourier analysis of a single degree
of freedom model predicts that the elastic prop
erties of the surface can be distinguished more
readily at greater than the 10th harmonic [86].
Spectroscopic analysis shows that the transition
from net attractive to net repulsive interaction
in IC-AFM is coincident with enhancement of
these modes (Fig. 6.6) [87- 90]. The transfer
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FIGURE 6.6. Development of harmonics in dynamic AFM. (A) Force and amplitude evolution with time
during approach to a sample surface . Note the force is adhesive (noncontact) until about 50% of the ampli
tude has been attenuated where the interaction becomes repulsive (intermittent contact). (Adapted from
Stark et aI. [88]; used with permission .) (B) Logarithmic plot of harmonic intensities along the approach
curve shown in (A ). (Adapted from Stark et aI. [89, 90]; used with permission.) Although there are harmon
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when the interaction is repulsive .
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function of the cantilever vibration shows that
the higher harmonics are 2G---30dB lower in
amplitude than the fundamental motion and so
are very weak.

The analysis described so far would seem to
indicate the cantilever is a single oscillator (thus
the "single degree of freedom model"), but it is
a flexible beam, and when there is a force
impulse on the tip, it flexes and bending modes
of the beam are excited. Of the first three flex
ural (not resonant) modes of the cantilever
vibration, the third is predicted to be the most
sensitive to material properties. This is primar
ily because the contact time of the cantilever at
the fundamental is approximately equal to the
period of one cycle time of this flexural mode
[91]. Improved image contrast was verified
experimentally for patterned polyimide on
glass for the third flexural mode [92]and for the
third, fifth, and eighth harmonics for other
composite materials using a dual lock-in system
[93]. Harmonic analysis has been used to dif
ferentiate poly(methyl methacrylate) (PMMA)
from PS, two polymers with similar bulk moduli
[89]. Because the higher harmonic signals are
generally very weak, special cantilever designs
have been developed to produce resonant
enhancement of harmonics by exciting higher
flexural modes that are coincident with the har
monic of interest [94, 95].

Harmonic imaging, or harmonic resonance
imaging, is currently a very new development.
The theoretical work suggests that certain
harmonics will favor specific interactions (e.g.
higher harmonics for elastic material contrast).
These approaches will require high speed elec
tronics and digital lock-ins to monitor multiple
signal channels that can detect the amplitude
and/or phase of higher harmonics. Currently,
two scanning probe microscope (SPM) vendors
offer high speed digital lock-in control amplifi
ers for this purpose. Each of the harmonics will
have its own amplitude, associated phase, and
Q so there are many possible signals to explore,
which will enable more rapid qualitative and
quantitative property mapping at the spatial
resolutions and timescales currently attained by
conventional IC-AFM imaging.

Some of the harmonic resonance approaches
may be alternatives to chemical force micros-
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copy in the measurement of adhesive interac
tions. The higher harmonics are investigated in
the adhesive regime before the transition to the
repulsive regime. Here small amplitude, higher
harmonic resonance interactions can be sensi
tive to van der Waals forces and less compli
cated by elastic or dissipative interactions. The
amplitude response of the high harmonics, in
particular the seventh harmonic, provided
image contrast dominated only by adhesion
when scanning a multilayer purple membrane
on mica [96].

6.3.3 Fast Scanning SPM

Current SPM imaging speeds are limited by
control electronics (feedback bandwidth), can
tilever response, and scanning element reso
nances. The combined effect of these
contributions is to limit high resolution images
to line rates of about 1Hz for current commer
cial systems. For a 512 x 512 pixel image, that
means an image will take about lOmin to
acquire. Force spectroscopy (force curves) can
be obtained at 100Hz (lOms per point) before
running into problems with bandwidth. Faster
scanning rates, ideally at frame rates of at least
lfps or faster, are desired [97]. This would
make AFM more competitive with image
capture in a high resolution SEM; real-time
monitoring of dynamic processes requires AFM
instruments that can image or measure at much
higher rates. In fact, much of the driving force
for high speed imaging has come from the
biology community, which requires imaging of
dynamic processes in fluid.

The need for fast imaging was recognized in
the early development of both STM and contact
mode AFM. As early as 1991,Barret and Quate
[98] described high speed, constant height
contact mode AFM imaging of semiconductor
test structures at 3fps. Even then it was clear
that several issues limited high-speed scan
ning-scanning system resonances, tip con
tamination, and scanner nonlinearities. Most
important, however, were the high contact
forces, estimated to exceed yield stress, which
damaged polymer resist layers like PMMA.
The high forces could be used for thin film
lithography [99] and thin film patterning [100]
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at high speeds. In order to obtain high speed
constant force imaging, active cantilevers were
developed where a second piezo, applied as a
coating to the cantilever, was used in addition
to the piezo controlling the probe motion. With
this control of the cantilever the tip could
respond more quickly to vertical height changes
than with the piezo tube scanner alone. This
approach requires control over two feedback
loops, one for the slow scanning tube and the
other for the high-speed lever. It has been
applied to contact mode AFM [101, 102] and
IC-AFM [103, 104].

For isothermal crystallization studies using a
hot stage, moderate increases in scan speed
were needed to follow lamellar growth kinetics.
These were 10Hz scan rates or 30s frame rates,
using phase imaging in IC-AFM [105, 106].
Design rules for cantilevers operating at these
conditions require that they resonate at high
frequency and have low quality factors for
faster response. Low Q can easily be achieved
when operating in a liquid environment; much
of the high speed development has involved
imaging in liquids. These developments have
been led in large measure by the Hansma group
at UCSB [97, 107, 108] and the Ando group at
Kanazawa University in Japan [109-111] . For
high speed tapping mode imaging in liquids,
cantilevers were designed to be short, thin and
of low mass [107, 108, 112]. A thousand fold
decrease in mass translates to a factor of 30
times higher resonance frequency. Smaller can
tilevers also require new head designs [113-115]
for faster x , y scanning and smaller laser focus
ing for better signal sensitivity using the optical
lever deflection detectors [116]. An alternative
route to high-speed imaging is to prepare a
large two dimensional (2D) array of active can
tilevers that can be actuated simultaneously
and operate in parallel. Such a device, the Mil
lipede (Zurich), has been built by IBM for data
stora ge applications [117].

For IC-AFM operation in air, active Q
control may be employed to achieve faster rate
scanning [103]. Alternatively, the cantilever can
be tuned well below resonance to effectively
reduce the cantilever Q without additional
control electronics [118, 119]. These approaches
can allow the line rate to increase by a factor
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of 5-1 0 times over conventional scanning
speeds. The trade-off is a generally higher
instantaneous peak force in tapping and reduced
phase imaging contrast.

High speed tapping mode scanning places
extra demands on the feedb ack control [120].
Approaches to maintain the set-point that is
used to control the relative tapping amplitude
have been developed [121]. Controlled experi
ments to investigate tip wear suggest that low
set-point, harder tapping actually minimizes
wear contrary to common assumptions [122].
Improvements in the speed of dat a acquisition
[123] and signal conditioning [109] as well as
implementation of feed-forward control algo
rithm s [110] have been developed to increase
bandwidth. The developments and improve
ments in these components were reviewed in
2005 [124] and 2006 [125]. Fast rate s will be
necessary for intermittent conta ct mode and
other dynamic modes [111 , 125] in order
to more quickly assess morph ological features
of interest for further probing, such as
nanoind entation.

One manufacturer is selling a video rate
AFM , called the VideoAFM (trademark of
Infinitesima, Ltd.; see Appendix VII) . This
AFM operates in contact mode using a tuning
fork scanning element [126] where the sample
or tip is affixed to one arm of a vibrating tuning
fork. Scan rates of 15fps are possible albe it at
limited scan sizes. This techniqu e has been used
to study many aspects of polymer crystal growth
[126]. In order to overcome the small image
size at high rates, images may be tiled to produce
a composite image of a much larger field
[127].

6.3.4 Scanning Thermal Microscopy

Another mode of operation derived from
contact AFM that is relevant to polymer studies
is the scanning thermal microscope (SThM)
[128-130]. Here the AFM prob e is fabricated
to make the tip temperature sensitive. If it is a
resistive element, it can be either passive (tem
perature sensing) or active (heat applying).
In SThM, heat injected by the probe affects
a three dimensional volume around the
contact point. It can therefore detect bur ied or
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subsurface features [131, 132]. There is some
effort toward developing tomography using
thermal imaging [133].

In the first SThM product, the micro-TA
(now supplied by Anasys Instruments, Inc.; see
Appendix VII), the probe consists of a bent
loop of Wollaston wire. This is a 5J.lm diameter
Rh wire with a Pt/Ir sheath. The sheath is
removed at the bend and this forms the tip, as
shown in Fig. 6.7A [134]. The Wollaston probes
have been used successfully for thermal analy
sis and thermal imaging of polymer systems.
Thermal imaging can be conducted in a con
stant temperature DC mode, which provides an
image related to thermal conductivity, or using
AC (modulated) techniques to provide images
related to diffusivity. Because of their low mass,
the probes can be heated quickly and their
temperature can be ramped at rates of ten to
hundreds of degrees per second. Using a bridge
balanced circuit, the differential current
between a thermal probe in contact with the
surface and a reference probe can be obtained
during temperature ramping. This depends on
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the heat flow to the surface, providing a route
to spatially localized differential thermal
analysis.

The use of Wollaston probes for both imaging
and local thermal analysis were reviewed exten
sively by Majumbdar in 1999 [129] and Pollock
and Hammiche in 2001 [130]. For polymer
characterization there has been notable work
on imaging blend components in polymers
[135-141], polymer composites [142, 143], and
polymers for electronic applications, such as
low-k dielectrics [144, 145] and polymer LEDs
[146, 147]. An example of SThM imaging was
shown in Fig. 5.36 [67] of 35 J.lm via holes pat
terned in a divinyl siloxane benzocyclobutene
polymer(PhotoBCB) over a copper substrate
before removing polymer residues. DC thermal
images and AC phase images are shown in the
figure at two frequencies. Fundamental studies
of polymer thermal conductivity have been
conducted using simultaneous force and tem
perature versus distance spectroscopy [148,
149] and by comparison of local thermal mea
surements with the results of bulk thermal

Wollaston (a)

FIGURE 6.7. Resistively heated AFM probes used for thermal imaging and thermal analysis. (A) Wollaston
wire probes used in the commercial microTA system. (B) Microfabricated silicon probes with integral
heaters at the base of the tip used in the commercial nanoTA. (Figure 6.7A from Anasys Instruments[134];
reproduced with permission. Figure 6.7B from Hammiche and Pollack [157]; unpublished.)
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analysis [150]. The latter study indicates the
significant role of probe surface contact area
changes through a Tg or melt temperature
where the tip penetrates into the surface under
the applied load for thermomechanical testing.
The size of the Wollaston probes limits their
application to the analysis of features that are
several micrometers across. One notable use
has been the measurement of thin film or
surface glass transition temperatures for com
parison with the bulk [151-153].

Recently there has been interest in develop
ing high resolution thermal probes based on
silicon microfabrication technology. This is
work driven by two needs. The first is a need to
keep the thermal interaction to the nanometer
scale. This is required for thermomechanical
writing and high-density data storage, for
example, in the Millipede cantilever arrays
[117, 154, 155] and also for materials character
ization where heterogeneous components are
often submicron in size. The second is a need
to take advantage of dynamic AFM modes,
such as phase contrast in IC-AFM, and not just
contact mode. The design characteristics for
these probes have been thoroughly evaluated
[156]. Probes like these are being optimized for
other applications, such as the nano-TA (trade
mark of Anasys Instruments, Inc.) thermal
accessory for commercial AFM systems. The
nano-TA takes advantage of silicon probe
development to improve the spatial resolution
of heated tips. Like conventional silicon probes
used for IC-AFM, the nano-TA silicon probes
are sharp (end radii <10nm) and are of suffi
cient spring constant to work in either contact
mode for thermal imaging or thermal analysis
and tapping mode for dynamic imaging. The
probes consist of a double-armed cantilever
that is joined at the end where the tip sits, as
seen in Fig. 6.7B [157]. Just under the tip is a
region of silicon that has lower doping density
to concentrate heat when current is passed
through the arms [154, 156].

To demonstrate the improvement in lateral
resolution, these probes have been used to
measure the glass transition of coextruded
polycarbonate (PC) and PMMA, which have
alternating multilayers with submicron spacing.
Figure 6.8 is an image of the material that was
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microtomed perpendicular to the layers. The
tip was first used in IC-AFM mode to obtain a
phase image that could distinguish the layers
but not identify them. The same tip was then
placed in contact with the material, and local
thermal analysis was conducted using the tip
deflection signal to detect the transition as the
tip was heated at a rate of lO°C/s. If the tip is
allowed to penetrate to significant depths, the
Tg of both materials are sensed. If the tip is
retracted very quickly after the transition, the
size of the penetration mark is below 250 nm
and the analysis is confined to each polymer
layer.

A particularly exciting development for
polymer characterization is the use of resistive
probes as passive temperature sensors for photo
thermal infrared detection. These experiments
require a setup that combines a SThM with an
infrared (IR) reflection instrument where the
IR source can be focused on the tip-sample
contact. When infrared radiation of appropri
ate frequency is absorbed by the material in the
tip-sample contact region, there is a tempera
ture rise that can be detected. An interfero
gram of the thermal fluctuations is obtained
that can be Fourier analyzed to produce a
spectrum as a function of wavelength. Early
studies using Wollaston-based probes (micro
TA) demonstrated that it was possible to obtain
localized Fourier transform IR (FTIR) spectra
of several polymers including PtBA, polycar
bonate, polyethylene, and polyimide with
resolution comparable to far-field data using
conventional IR sources [158, 159]. The con
figuration for this technique is shown in Fig. 6.9
[160]. The intensity of the IR source is low, and
reasonable quality spectra with a signal to noise
ratio (SNR) of greater than 5 required about
lOmin of collection [159]. Exploratory studies
using tunable and brighter sources, such as an
optical parametric resonator [159] or synchro
tron [161], lead to significant improvements,
but these are not economical or practical for
general use.

Other studies have been conducted to try
to understand the lateral resolution and the
depth sensitivity of the probe for IR detection.
A polystyrene film was coated with layers
of polyisobutylene ranging from 2/lm to
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FIGURE 6.8. Thermal analysis of a multilayer polymer using a nanoTA heated tip. The sensor deflection was
used for detection of the glass transition temperature of each component when the penetration was confined
to each layer. For the PMMA, this was 120°C, and for the PC, it was 160°C. (See color insert.)

50Jim, and the attenuation of signal from the
PS was measured and modeled [159]. The sen
sitivity of the technique was further explored
by comparing the spectral intensity of PET
films ranging in thickness from 0.911m to
25011m. The thinner film gave more intense
spectra (higher surface temperature) as the

film thickness approached the thermal diffu
sion length; for thicker films the heat diffuses
into the polymer and thus reduces the surface
temperature [162]. This technique has been
used to study the life cycle of cells, following
the turnover of cellular components that are
IR active [163].
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FIGURE6.9. Configuration for photothermal infrared spectroscopy using a SThM inside an FTIR instrum ent.
(A) Schem atic of the setup showing how the IR source is focused on the tip sample contact. (B) Comparison
of phototherm al IR with conventional far-field FTIR for a polycarbonate surface. (From Bozec et al. [160];
reproduced with permission. )

6.3.5 Near Field Scanning
Optical Microscopy

Near-fie ld optical microscopy uses a flexible
optical fiber to focus the illumination on the
object and collect the scattered light. If the fiber
or the specimen is scanned, it is a scanning
optical microscope, and if there is some depth
selectivity, it is a kind of confocal scanning
microscope [164]. The near-field scanning
optical microscope is similar to this scanning
optical microscope but with the extra require
ment that the fiber is extremely small and very
close to the surface of the sample [165, 166].
'Very close' here mean s at a much smaller dis
tance than the wavelength of light. The advan
tage gained is that the resolution can be much
better than in other optical microscopes , less
than one tenth of the wavelength, about 30nm
for visible light. The equipment used to provide
this close surface scanning is extensively bor
rowed from scanning probe microscopy.

As the fine optical fiber can be insert ed close
to an object in water , the first applications of
this instrument have been directed toward high
resolution observation of tissue sections and
living cells [167]. The associated photon tunnel
ing microscope has been applied to polymer
surfaces [1 68]. In principle all the contrast
modes of normal optical microscopy can be
used in the near-field and there may be other
unique contrast mechanisms [169]. The light
signal can be analyzed spectroscopically to give

detectability limits down to a single molecule ,
or nano-aggregates in doped polymers, going
beyond the realm of the micro-Raman analyzer
to the pico- or atto-Raman [170] (see Section
6.5.2).

Successful applications of the near-field scan
ning optical microscope (NSOM) to polymer
materials require that there are components or
additives that absorb or fluoresce in the visible
range of wavelengths. The polarized NSOM
can also be used to study molecular orientation
with single-crystal polymers. Applications that
have been reviewed include Langmuir-Blodgett
films [171], photosensitizers in liquid crystal
polymers [172], liquid crystal polymer dynam
ics [173], orientation in polyethylene single
crystals [174], phase separation in polymeric
light emitting diodes [175, 176], dendrite mate
rials [177], and nonlinear optical polymers
[178]. The field was reviewed by Ito and Aoki
in 2005 [179].

6.3.6 Automated SPM

The workflow for AFM is becoming more auto
mated, and this is expected to continue with
new developments already underway. Borrow
ing from the success of AFM technology in the
semiconductor industry [180], there will be a
move to integrate automated sample prepara
tion, sample loading, image acquisition , dat al
image reporting, and archiving for polymeric
materials R&D and manufacturing.
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The most challenging area for automation
is sample preparation. Applying AFM to the
internal morphology of polymer blends and
composites requires microtomy or cryomicrot
omy. Due to the wide range of glass transition
temperatures and hardness of components,
cryomicrotomy requires a highly skilled opera
tor to prepare a good quality surface for AFM
imaging. Automating this process will be a chal
lenge. Integrated instruments are appearing; an
AFM vendor and microtome vendor have
recently allied to develop an AFM integrated
with a room-temperature microtome [181]. A
section is cut and the surface of the block face
is imaged; the process is repeated with little
need to align images for tomographic recon
struction to give a 3D image (see Section 6.4.2).
Similarly, a manufacturer of accessories for
electron microscopy has constructed an in situ
microtome for a SEM (3View; trademark of
Gatan; see Appendix V). For a complete solu
tion it will be advantageous to incorporate
improvements in microtomy. These include
oscillating knife technology [182, 183] to better
control compression (see Section 4.3.4) in the
section and careful control over the cutting
forces using force feedback [184]. Other
approaches that could be readily automated
include focused ion beam (FIB) milling [185]
(see Section 4.5.5). This technique has pro
duced high quality polymer blend surfaces for
AFM imaging but only as an adjunct to microt
omy [186] Sample preparation required hours
of slow milling, compromising any time advan
tage of automation. Possible surface heating
[187] and damage due to ion implantation must
be considered when using FIB on polymer
materials.

Once the polished surfaces are prepared, they
will need to be mounted in automated stages for
analysis. This is facilitated by cryomicrotomy
holders that are already designed to fit into
AFM stages [188] (Leica Microsystems; see
Appendix VI). Automated image acquisition at
prescribed locations is possible today with full
and independent control over important imaging
parameters used in IC-AFM, such as free ampli
tude, set-point ratio, scan size, scan speed, and
signal gains. This allows automated acquisition
of AFM data from combinatorial libraries.
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These have included inorganic/organic block
copolymers [189], cured PDMS composites
[190], photoembossed polymer lacquers [191,
192],and polymer libraries made by sector spin
ning [193]. Automated image acquisition can
also be applied to arrays of samples, such as
impact polypropylene and blown film surfaces
[194]and to imaging of high-density optical disk
masters [195]. Introduction of tip quality check
ing will be a necessary component of full auto
mation with periodic review of the tip quality by
scanning characterizers. This may even have to
include the ability to exchange tips if quality
criteria are not met. In polymer imaging it is not
always tip wear that leads to degradation of
image quality. Usually the tip picks up contami
nants or its surface becomes too adhesive to
obtain quality images. Characterizers for tip
shape already exist, but new approaches to
rapidly assess changes in the tip surface chem
istry or to reproducibly control it could be
needed.

Improvements in automated image process
ing and analysis will need to be developed to
address the specific image analysis challenges
of nanoscale polymer characterization. Glitch
removal from AFM images has been auto
mated [196]. Some of the image analysis rou
tines for polymer characterization will be
leveraged from applications in other fields such
as the biological and life sciences. For example,
robust methods are needed to statistically
sample and measure lamellar thickness and
curvature in semicrystalline polymers from
phase images in IC-AFM. In the biological
area, automated sizing of DNA fragments
[197] for length [198, 199] and curvature [200]
has been reported. In a similar manner, detailed
analyses of carbon nanotubes has been achieved
[201]. Other automated analysis routines for
volume measurement of particles such as aero
sols [202]and viruses [203]have been described
as well as techniques to measure critical dimen
sions of pits and bumps in optical media like
DVDs [204, 205]. Automated analysis of hair
fiber images has been used to classify hair types
by AFM [206]. Sheiko et al. reported on the
automated analysis of contour length of large
arrays of cylindrical brush macromolecules
prepared by Langmuir-Blodgett techniques.
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An AFM-b ased molecular weight distribution
was calculated and compared to results from
standard gel permeat ion chromatography tech
niques [207].

Many groups and software vendors (Image
Metrology, Inc.; see Appendix VII) have devel
oped automated routines to analyze force
distance curves resulting from force-volume
experiments to map surface elasticity and
adhesio n of polymer coa tings [208] and blocks
[65] and rupture forces from force pulling
experiments [209]. Au tomated image analysis
is not restricted to direct analysis in the spatial
domain and can include reciprocal space analy
sis in the frequency dom ain. Analysis routines
have been written to convert AFM image data
into a form that is strictly analogous to small
angle x-ray scattering (SAXS) data for direct
comparison between both techniques [210].

6.4 THREE DIMENSIONAL
IMAGING

6.4.1 Introduction

Three dimensional imaging in microscopy is
most directly the imaging of the full 30 micro
structure of an object, rather than the 20
surface , section or proj ection that "regular"
optical, electron or scanning probe microscopy
provi des . The image is stored as a 30 array of
numbers that correspond to the image signal
from each point in x, y, z. Each element of this
array is described as a voxel (volume element)
instead of the pixel (picture element) of a 20
image. Three dimensional imaging and analy
sis of copolymer structures has bee n reviewed
by Jinnai et al. [211]. If the 20 image is of a
surface , from AFM for example, then remov
ing material to expose a new surface, forming
a new image, and repea ting these steps will
give a 3D image. If the 20 image is a projec
tion , from TEM for example, then the speci
men can be rotated and a new projection
formed. The 30 image is calculated from a set
of projections, a process usually called tomog
raphy. The resolut ion of the 3D image may be
limited to reduce the data acq uisition time or
to keep the data set small; for example, a 256
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x 256 x 256 image has the same number of ele
ments as a 4096 x 4096 20 image. Limits on the
data set are less necessary as computing power
becomes less costly.

Three dimensional imaging has been
extended to define four dimensional (40)
microscopy, where a time sequence of x , y , z
images is treated as a single object in x, y, z,
and t. Alth ough this has been mostly used in
the optical microscopy of biological specimens
[212, 213], the concept is beginning to be used
in other microscopies and in materials science
[214]. The data storage and analysis requ ire
ments increase sharply with the extra dimen
sion . Even a single relatively low resolution
2564 image with 256 gray levels will take more
than 4GB of data .

As images are now stored as numerical
arrays, a 3D image may be defined more gener
ally as one where the array is 3D. For example,
if an analytical technique is applied to each
point of a 20 image, giving an electron energy
loss spectrum or a Ram an spectrum at each
point , then storing this image gives a 3D array
in x , y and energy, or x , y and wavenumber.
Another possibility is to take a time-series of
20 images; if the whole data set is treated as
one object, this would be another 3D array and
another kind of 3D image. This concept is easily
extended to higher dimensionality, and it is
usually described as multidimensional micros
copy [215]. Individual techniques are likely to
have been given their own names. Volume
imaging (see Section 3.3.3.4) is an AFM tech
nique where a force-displacement curve is
stored at every image point [216]. Hyperspec
tral imaging refers to storing a spectrum at
every image point , most commonly an optical
spectrum. The term was originally applied to
macroscopic imaging, but now there are hyper
spectral imaging microscope s [217, 218]. Tomo
graphic spectral imaging has been used to
describe a 3D spatial image with an x-ray spec
trum at each point [219].

In AFM where the signal at each image point
is the height of the surface, the image can be
displayed as in 20 where intensity correspond s
to height , or as a projected repr esentation of
the 30 surface (for examples, see Fig. 4.11 and
Fig. 5.67). However , in the terms described
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here, this is still a 2D image. Similarly, one of
the primary attractions of the SEM is that the
image can appear to show the 3D surface of
the sample (for examples, see Fig. 4.40, Fig.
5.43B and Fig. 5.78), although it is strictly 2D.
This appearance of 3D information can be
turned into a true measure of surface height by
taking a stereo pair, that is, a pair of images
taken with the sample tilted by a small angle
between them. Stereo pairs have also been
common in the TEM. However obtained, the
stereo pairs can be set with the tilt axis vertical
and viewed to give an image with depth. Mea
surement of the parallax between features on
the two images gives the height of the feature
[220]. The height of a few individual features
can be measured manually. Software that
matches parts of the two images can give the
surface roughness from a stereo pair [221].

The rapidly moving trend to 3D imaging in
many fields is driven by the reduced cost of
computing power and the integration of com
puters with microscopes. Display of the resul
tant images is not advancing as fast. Most
screens and print remains 2D. Real-time color
3D imaging systems that do not require special
glasses do exist [222], but they are not common.
They may use lenticular imaging (a sheet of
cylindrical lenses that direct vertical strips of an
image to the left and right eyes [223]), time
slicing [224], or other methods. To view a 3D
image with such a system, the software displays
images from different viewpoints either in ver
tical strips across the display or in sequence.
These views may be calculated from a 3D image
or taken directly from the instrument; one
system gives real-time 3D TEM by synchroniz
ing the display with beam tilt [225]. Moving the
viewpoint makes the 3D image appear to rotate,
and this can give the viewer a clear grasp of the
structure. However, it may be difficult to pass
this on to others. In print, a sequence of stereo
pairs may give some idea, and if color is not
needed the left and right images can be colored
red and green and superimposed to give an ana
glyph, which can be viewed through spectacles
with one red and one green lens. The eye and
brain can integrate a movie of the rotating
object (each frame a single view without any
stereo effect) to form an impression of the 3D
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structure, and this is often used in electronic
publication.

6.4.2 Physical Sectioning

Forming a sequential set of slices using a micro
tome, then taking an image of each slice and
combining the information to give 3D struc
tural information is not at all a new technique.
It has been used in biological microscopy as
serial sectioning for the optical microscope for
more than a century and in the TEM for at least
50 years. One report describes serial sectioning
for the x-ray microscope [226]. Even when a
ribbon of sections is mounted as a unit, the
individual section images can be difficult to
align correctly in x, y and rotation. Compressed
or wrinkled sections require further correction
and adjustment. Software, either part of an
image analysis system or freely available [227],
can deal with these problems and create a 3D
image.

If the cut surface is imaged instead of the
section, problems of alignment and correction
are much less, allowing the images to be simply
stacked into a 3D image. A modern variable
pressure SEM (VPSEM) (see Section 3.2.5)
can give high resolution images of polymer sur
faces without any coating, so when an ultrami
crotome is mounted in the specimen chamber,
the SEM can be used to form a stack of images
[228]. The commercial system, 3View (Gatan
Inc.), is optimized for stained biological
samples, giving a backscattered electron signal
with strong atomic number contrast. It is
claimed that sections 30 nm thick can be
obtained.

Alternatively, an AFM may be used to form
an image of the cut block surface. It is common
to prepare a surface in a microtome and trans
fer it to an AFM for study while still mounted
in the microtome sample holder. In principle it
can be transferred back to the microtome, re
cut, and the operation repeated. Three dimen
sional image formation is obviously much easier
if the AFM is mounted on the microtome and
there is no sample transfer. Such a system is the
Ntegra Tomo (trademark of Nanotech America/
NT-MDT; see Appendix VII), a Ntegra AFM
mounted on a Leica UC6 ultramicrotome [181].
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In this system the AFM does not prevent col
lection of the microtomed sections, so TEM of
the cut sections can be combined with AFM 3D
imaging of the block. The image signal can
come from surface height variations that arise
from mechanical property fluctuations in the
block, or the AFM mode can be set to be sensi
tive to the specimen stiffness directly (see
Section 3.3.2). This system is thus applicable to
polymer samples including blends and filled
systems, as shown in Fig. 6.10 [181].

When the surface of the remaining sample is
imaged, there is no need for a section, and a
microtome is not the only possible method for
material removal. Techniques include micro
milling with a diamond cutter (suitable for
hard plastics, soft metals, or composites [229]),
plasma etching [230-232], chemical etching
[233], and ion beam etching. This last is the
most developed technique; using a focused ion
beam microscope to remove material and a
FESEM to image the surfaces. Commercial
microscopes that combine these in a single
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vacuum system may be called FIB-SEMS,
dual-beam or crossed-beam instruments. The
focused ion beam microscope has been used
for about 20 years, starting in the semiconduc
tor device industry [187], and since then extend
ing to all sorts of materials [234] including
frozen biological samples [235]. It is analogous
in operation to the SEM, but the focused and
scanned beam is of gallium ions instead of elec
trons. High currents of Ga' can be obtained;
tens of nA that rapidly sputter away the sample.
Alternatively, at much lower beam currents,
images can be obtained using either secondary
electrons or secondary ions, with a resolution
of about 5 nm. A common application is the
preparation of a thin TEM sample [236] (see
Section 4.5.5) This technique permits a sample
to be made at a specific location, such as the
site of a device failure, and to make samples
from composites such as polymer films on hard
substrates [237,238]. Surface damage and con
tamination by the gallium ions is an issue [239]
but the dual-beam instrument has been used to

FIGURE 6.10. (A) Fifteen sequential images of polystyrene/high-impact polystyrene (HIPS) blended with
silica (hard inclusions). Image size: 40 x 20,um with 200nm between sections. (B) Three dimensional recon
struction made from those 15 sections: 40 x 20 x 3,um. (From Foster [181]; reproduced with permission.)
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FIGURE 6.11. FIB-SEM images of cross-sections of latex particles, - 500 nm in diameter. (A) Solid core with
shell latex particles. (B) Hollow latex particles with a small central void. (C) Set of particles with large central
voids and thin shell material. Scanning electron microscopy images at 5 kV; time to cut through particles,
5-15s. (From Beach et al. [240]; reproduced with permission.)

image the interior of delicate hollow latex par
ticles (Fig. 6.11 [240]), and to form a 3D image
of a 100nm block copolymer structure after
staining with OS04 [241]. A low voltage (1
2 keV) on the SEM side permits an insulating
material to be imaged and keeps a good depth
resolution because the penetration is limited.

6.4.3 Optical Sectioning

If the specimen is transparent and the micro
scope can be set to focus on one plane within
the sample and reject or diminish signals from
all others, this is called optical sectioning. Stack
ing these sectioned images will give a 3D image
in-focus at all points. A very wide range of tech
niques can be used to form optical sections.
Since out-of-focus signals are blurred, any
system that acts as a high-pass filter, emphasiz
ing edges and boundaries, will also form optical
sections in a thicker sample. One such system
in the optical microscope is differential inter
ference contrast (DIC, see Section 2.2.3.3), but
DIC images need further processing before 3D
reconstruction [242]. An alternative approach
is to consider the defocus as a 3D point spread
function. In principle this can be removed by
3D deconvolution to give a fully focused 3D
image [243]. This is most often applied to fluo
rescence images in biology, as rejection of
out-of-focus signal is easier if the image
contains relatively few bright regions on a dark
background.

Another common method of optical section
ing is to use an aperture that is projected by the

optical system onto the plane of interest-it is
confocal with it. This limits illumination to one
point on the plane. If another aperture in the
imaging system allows only the signal coming
from this point to enter the detector, the device
isa confocal microscope, for example the CSLM
(see Section 6.2.1). A 2D image is formed by
scanning the laser spot over the plane. In the
case of an optical reflection or fluorescence
microscope, the returning light is de-scanned
into the collection aperture by the same scan
ning system making alignment easier. To
produce 3D images, the specimen is stepped a
small distance along the optic axis by a motor
ized stage, and a new 2D image is collected at
each step [244]. This is a well established tech
nique in biology. There are relatively few
reports of applications of 3D imaging to syn
thetic polymer systems, but they cover a very
wide range . Some examples are a study of the
deformation of polyurethane foam in compres
sion [245], fibers, composites, and blends [16,
246], and 3D diffusion in hydrogels [247J . As a
noninvasive method, it is well suited to extend
into the time domain, to observe the dynamics
of phase separation [248, 249].

The same confocal principle has been applied
to the STEM [250]. This instrument gives
improved performance when imaging thick
samples , but the relatively small convergence
angle of the electron probe means optical sec
tioning is not very effective. One possible
advantage of the new aberration corrected
electron microscopes (see Section 6.2.4) is that
they allow higher convergence angles at high
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6.4.4 Tomography

Tomography is technically any nondestructive
means of obtaining images of slices of a 3D

OCT Image

Rea l structure

real-space information. Applications of this
type of device to polymer systems have included
polymer composites [258, 259] and tissue engi
neering scaffolds [260]. A comparison of OCT
with x-ray tomography (see Section 6.4.4.2),
both set up to have a resolution of 1O-15/lm,
found that OCT was as effective at a lower cost
[261]. However, OCT was not suitable for
carbon fiber composites, as too much light was
absorbed. It is important to realize that OCT
measures the optical path, that is, thickness
times refractive index, and this can lead to dis
tortions in the image, as shown in Fig. 6.12
[42].

FIGURE 6.12. Optical coherence tomography image
of a thin film of polyurethane elastomer partially
covering a plane substrate surface (a fiber compos
ite). The optical path differencein the film creates a
virtual step in the substrate surface as schematically
depicted above. (From Stifter et a!. [42]; reproduced
with permission.)

spatial resolution in the STEM, which should
allow 3D imaging at the 1 nm level or better
[251],

Three other very different techniques that
use light are becoming available. The simplest
in concept forces the optical signal to come
from a single plane in the optical microscope by
using illumination at 90° that has been focused
(by a cylindrical lens) into a sheet. This is called
selective plane illumination microscopy (SPIM)
[252]. In the example given [252], the illumina
tion was by laser, the imaging by fluorescence,
and the vertical and lateral resolutions were
both about 6/lm. So far this technique has only
been applied to biological systems. A second
method using localized illumination has been
called structured light imaging [253] or wide
field optical sectioning [254]. In this case, the
sample is illuminated in strips, and the section
is constructed from three overlapping strip
images [255]. A newer design has the image
processing built into the detector, so the direct
output is an optical section [256]. Structured
light imaging systems are now commercially
available and give optical sections similar to
CSLM.

Finally, optical coherence tomography (OCT)
is an interferometric method of selecting slices
in an optical image. In a 'regular' interference
microscope that uses monochromatic light, the
sample and reference beam can go in and out
of phase, producing fringes, as the path differ
ence changes. In polychromatic white light, the
coherence length is very small, so that sample
and reference beam can interfere constructively
only if there is zero path difference. The OCT
microscope operates in reflection, shining white
light into the sample and collecting all that
returns as the 'sample beam.' The path length
of the reference beam is set so that only the
portion returning from a given depth will inter
fere constructively [257]. In early systems the
depth resolution was only 30/lm, but now it is
submicron. A wide variety of optical systems
can use this principle; a spot can be illuminated
and scanned to form a depth slice, or the whole
field can be illuminated at once. The depth
scanning can be done by moving a mirror, or by
transferring the modulation to the time domain
and using rapid Fourier transforms to get the
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object. It should not apply if a full 3D image is
obtained and displayed. However, it is usually
taken to mean the reconstruction of a structure
from a number of projections taken in different
directions (and the presentation of the struc
tural data as a set of slices). All such tomogra
phy relies on computation, but computed
tomography has been taken as the name of the
most common technique, x-ray tomography,
used for medical purposes.

A point source and a line (1D) detector
define a plane. A translucent sample placed
between them gives a ID projection, and if the
sample is rotated about an axis perpendicular
to the defined plane, a set of projections is
obtained that can give the 2D structure of that
slice of the sample. Of course, in medical devices
it is the source and detector that move while
the patient remains stationary. If a 2D detector
is used, then 2D projections from a cone of rays
will be obtained and calculations give the 3D
structure of the illuminated volume. If the
effective source is distant, the rays are parallel,
and in this simpler case the direct result is a set
of slices perpendicular to the axis of rotation.
The mathematics of reconstruction care nothing
for scale or wavelength, so any radiation that
penetrates a sample can be used. If the detector
size and geometry is suitable, microscopic 3D
images can be produced. The following sections
describe the more common techniques using
electrons and x-rays, but tomography with light
is also possible [262] and a commercial device
that operates in white light, IR, and fluores
cence mode is now available [263]. Reconstruc
tive tomography can also be used to make 3D
magnetic resonance imaging (MRI) images
with micron scale resolution [264, 265] and to
build a 3D model structure from SAXS data
[266,267].

6.4.4.1 Electron Tomography

The transmission electron microscope naturally
illuminates samples with near-parallel illumina
tion, it uses a 2D detector, and the samples are
translucent. Therefore rotating the sample and
collecting the projected images can give the
basis for a 3D reconstruction at very high reso
lution. Difficulties with aligning and focusing
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the tilted specimen have been largely over
come, but there is normally a limited range of
rotation. This will reduce vertical resolution
and may also cause some oriented structures
not to appear correctly. This problem has been
overcome by tilting the sample about two
orthogonal axes and combining the two 3D
reconstructions [268]. More important for
polymer and biological specimens is that radia
tion damage can make them change while the
many images are acquired, and the reconstruc
tion algorithms require that the object is stable.
Reducing the electron dose to limit damage
gives noisy images and low quality reconstruc
tions. Most work has been done on biological
systems [269] where cryo-techniques stabilize
the specimen. In polymers, 3D reconstruction
has been applied to block copolymer structures
[211, 270-272]. The copolymer samples are
often stained for these studies, increasing both
contrast and stability. The 3D structure of a
nanofiber of poly(m-phenylene isophthalamide)
(MPDI), a highly stable aromatic polymer
(Nomex; trademark of DuPont), has been
obtained by TEM tomography [51, 273] and
shown to be a twisted hexagonal rod, about
50nm across (see Fig. 5.22D, E [273, 274]).
Other systems studied include polymer blends
[275] and nanocomposites [276, 277].

Electron tomography using regular bright
field images does not work well for crystalline
materials, for which the image changes drasti
cally as the sample is tilted through diffraction
conditions. A signal that does not depend on
crystalline orientation is required. Electrons
scattered at high angles are suitable; they do
not enter the imaging system of the TEM, but
in the STEM they give the high angle annular
dark field (HAADF) image. The HAADF
signal depends strongly on the atomic number
of the elements in the sample (Z-contrast) and
such images can be combined to give a 3D
tomographic reconstruction of a wide range of
materials [278,279]. Midgley [280] used STEM
tomography to show that 1nm catalyst particles
distributed through a meso porous silica support
are mostly within the internal 3nm pores. This
involved 70 images with a total acquisition time
of -3 h. Another method for getting element
specific 3D structure is to use the energy filter-
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ing microscope (EFTEM, see Section 6.5) to
obtain images at a core loss specific to one
element and use these as the basis for tomo
graphic reconstruction [281]. This technique
requires very great stability and has so far been
applied to inorganic materials only. However,
zero-loss images in the EFTEM have been used
to form tomographic images of complex ABC
block copolymers in the unstained and stained
state, as shown in Fig. 6.13 [282].
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6.4.4.2 X-ray Microtomography

X-ray tomography is well developed as a medical
technique with resolution -1 mm, and it can be
applied to study composite materials and inter
nal damage in their structure [283]. Once the
resolution is improved by arranging the source,
geometry and detectors, it has many applications
in materials science [284]. Micro-tomography
can be done with a synchrotron source of x-rays

FIGURE 6.13. Three dimensional images of the (PI)(PS)(PDMS) 3-miktoarm star terpolymer obtained by
electron tomography: (A-C) unstained specimen; (D-F) OsOa-stained specimen. (From Yamauchi et al.
[282]; reproduced with permission.)
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or now with laboratory and even benchtop
instruments that are available with resolution
down to O.4.um. Weiss et al. [285] compared
results from a synchrotron source with 1.4.um
resolution to results from a desktop system with
5.um resolution and to SEM images of a surface.
The synchrotron source was the ID22 beamline
at ESRF (European Synchrotron Radiation
Facility) with a 2048 x 2048 CCD detector; the
desktop system was a SkyScan 1072 (Skyscan,
Kontich, Belgium) with a 1024 x 1024 CCD
detector. The sample was bone growing into
porous calcium phosphate. They found that all
methods gave good information and, not sur
prisingly, that the lower resolution instrument
gave less clear images on the finest scale. The
desktop instrument was easier to use than the
synchrotron (assuming that one is available!).
Exposure times were -5 min for the synchrotron
and -40min for the desktop instrument.

Polymers generally have a low absorption
coefficient for x-rays. Thus for a pure polymer
sample, contrast is more likely to be a limiting
factor than the instrument resolution in normal
absorption mode x-ray tomography. Most pub
lished x-ray tomography on polymer samples
has involved higher contrast systems. These
include determination of the distribution of
catalyst residue in as-polymerized particles
[286], fiber composites [287] and damage in
these composites [288,289], bone regrowth into
biomaterial [290], and many porous structures
such as foams [291] and biopolymer scaffolds
[292]. The laboratory and tabletop instruments
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have incoherent sources, but the synchrotron
sources are coherent. This means that they
have a well-defined phase, and changes in phase
as well as changes in transmitted amplitude can
be used to form the image. Changes in the real
part of the refractive index of the materials,
that is, changes in density, cause a change in
phase that can be a thousand times greater than
the change in amplitude due to absorption-a
large increase in contrast for polymers.

It is the intensity of the wave that is detected,
so phase changes are not directly detectable (as
with phase contrast in optical microscopy; see
Section 3.1.5). In the simplest x-ray phase con
trast mode, the detector is placed some distance
behind the sample, and small angle scattering
associated with local changes in density causes
Fresnel fringes to appear around the interfaces
[293, 294]. This is equivalent to increasing the
contrast in the TEM by defocus. Increase the
distance, and the image has higher contrast but
gets further from a simple projection of the
sample. The tomographic software can be
adapted to interpret the edge-enhanced images
and combine them [295], or if three images are
taken at different distances from the sample,
the exact waveform at the sample can be calcu
lated. These can give a quantitative 3D map of
sample density, and the technique is called
holographic tomography [296]. Alternatively,
using an x-ray interferometer with the sample
in one beam gives an interference microscopy
image, used to determine the structure of a
PS-PMMA blend, shown in Fig. 6.14 [297].

FIGURE 6.14. Reconstructed image of PS/PMMA blend by x-ray phase tomography: (A) phase tomogram
and (B) volume-rendering view of reconstructed three dimensional data, where PS region has been made
transparent. (From Momose et al. [297]; reproduced with permission.)
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The high intensity x-ray beams at synchrotron
sources allow real-time tomography and other
advances [298].

Another way to increase contrast for organic
materials is to use soft x-rays (x-rays of low
energy, typically 500eV). Using soft x-rays
in transmission requires very thin specimens,
which may be a problem. Tomography with soft
x-rays has been performed on test objects [299]
and on hydrated biological specimens [300] at
100nm resolution. Both studies used synchro
tron-based scanning transmission x-ray micro
scopes (STXMs), which have a limited depth of
focus, making tomography challenging. Such
devices have reached 15nm resolution [301] but
are more often used for microanalysis (see
Section 6.5.4).

6.5 ANALYTICAL IMAGING

6.5.1 FfiR Microscopy

The principles of infrared spectroscopy are
briefly described in Section 7.4.3 and more fully
described in many texts. An introduction to the
fundamentals as applied to polymers [302] and a
reference text designed to help the reader solve
polymer problems [303] may be useful to those
without background in the field. Modern instru
ments are FTIR spectrometers that obtain the
IR spectrum by Fourier transformation of the
signal from an interferometer with a moving
mirror. Attaching such a spectrometer to an IR
microscope allows chemical analysis and other
IR measurements to be made on a small spot,
giving FTIR microscopy, which is also called
infrared microspectroscopy (IMS). The size of
the spot is controlled by the diffraction limit of
the IR objective lens, which because of the long
wavelength of IR may be as much as 20l1m. The
position on the sample can be selected from a
visible light image formed by another objective
on the microscope or by the same objective-IR
objectives are reflection devices, not refraction,
so they work at all wavelengths. The microscope
may operate in transmission or reflection, but a
particularly valuable mode is attenuated total
reflection (ATR). The ATR objective has a pol
ished face of diamond, germanium or zinc sele
nide (ZnSe) that is pressed into contact with the
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sample. Infrared reflection is attenuated by
absorption within a surface layer a few microm
eters deep. Good contact is required, but that is
easy for most polymers, and the advantage is
that no sample preparation is required. The
contact plate must have higher refractive index
than the sample, which is a reason for using
the relatively soft germanium (or ZnSe), but
diamond is good for polymers and has the advan
tage that it is not easily damaged by hard inclu
sions. An image with an IR spectrum at every
point can be built up by scanning the sample in
x and y, but image acquisition times can be long
(hours).

As the FTIR spectrum appears over time at
a single point, parallel collection from every
point on the image is possible with a 2D detec
tor. The use of a 2D detector may be called
FTJR imaging, or "chemical imaging," but the
latter phrase has also been used to describe
many different instruments; reviews of chemi
cal microscopy cover dozens of techniques [304,
305]. Two dimensional IR detectors are now
available; they are called focal plane arrays, and
the detecting element is normally made from
mercury cadmium telluride (MCT). Commer
cial devices may have 256 x 256 pixels, but
much of the published work comes from 64 x
64 arrays. These were made in large quantities
as the guidance system sensor for an anti-tank
missile and were therefore available at reason
able cost [306]. Read-out time from the arrays
is a limiting factor, and the moving mirror in
the FTIR interferometer has to be moved in
steps so that a data set is collected at each
mirror position. Even so, collection of a 3D
hyperspectral data set (see Section 6.4) is very
much faster than with a single point detector.
Figure 6.15 compares data obtained with a focal
plane array with that from mapping for a bio
logical sample. The information is basically the
same, but the imaging is of higher resolution
and took 50x less time [307]. Infrared imaging
has been used to study defects in multilayer
polymer films [308].

Synchrotron radiation can be used as a source
of IR for FTIR imaging; it is hundreds or thou
sands of times brighter than the standard
benchtop source; it and is also pulsed and polar
ized [309].The extra brightness allows fast data
collection at the diffraction-limited resolution
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FIGURE 6.15. Comparison of IR mapping and IR imaging of a thin tissue section measured in transmis
sion. Integrated intensities of a band typical of sugar polymers in tissues (at 1155cm-1

) are plotted at
the top and those for methylene (at 2850ern") at the bottom. Mapping with 12pm aperture and lOpm
stepping is shown on the left (32 x 32); IR imaging (64 x 64) on the right. Images are 250pm square.
(See color insert.) (From Schultz [307]; reproduced with permission.)

with high quality spectra [310]. A range of
applications in polymer science has included
the study of polymorphism in iPP [311, 312].

6.5.2 Raman Microscopy

Raman is another vibrational spectroscopy,
complementary to IR in that it is sensitive to
the excitation of bonds that are non-polar but
polarizable, while IR requires a dipole moment.
The specimen is illuminated by a laser and most
light is scattered elastically. Some small part is
shifted down in frequency (Stokes) by a bond
becoming vibrationally excited , and an even
smaller part is shifted up (anti-Stokes) by vibra
tiona l de-excitation. The whole spectrum allows
compounds and polymers to be identified and

band details can be used to determine the crys
tallinity, orientation and stress. The lasers
mostly operate in the visible, so a focused spot
can be -0 .5pm, much smaller than in IR; on the
other hand , the Raman signal is usually very
small.

Most Raman spectrometers are dispersive,
not Fourier transform, so the Raman spectrum
is spread out in space. A line detector gives the
Raman spectrum of a point and a 2D detector
can only give the spectra from a line. Thus most
Raman imaging is obtained by scanning the
sample. This can be relatively slow because of
the small signal, with 1s data acquisition time
at each point. Even so there are many uses of
Raman imaging, in gel structure for example
[313,314]. It may be more effective to use filter-
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ing rather than dispersion to pick out the signal
of a specific Raman band. Instead of a hyper
spectral image, a 2D image is formed with
intensity related to the presence of some par
ticular chemical group and this can be collected
all at once with a regular CCD camera. For
example, the spatial distribution of two or three
known components in a blend or multilayer
film can be determined from filtered images
[315].

As the CSLM (see Section 6.2.1) uses an
optical laser as its illumination source, it is rela
tively straightforward to attach a Raman spec
trometer to its output to give a confocal Raman
microscope. This further limits the region being
analyzed and can produce optical sections and
3D images of chemical groups [316, 317].
Dichroism in a confocal Raman microscope has
been used to measure polymer orientation in
films [318,319] and fibers [320].

A number of devices extend the use of Raman
spectroscopy. A microscope that combines
Raman and IR imaging allows better chemical
identification, as the techniques are comple
mentary. FT Raman uses a near-IR laser for
illumination and is preferred if the sample fluo
rescence swamps the Raman signal. Both FT
and regular Raman can be combined on one
microscope, allowing the best illumination to
be selected. Raman microspectroscopy can be
combined with AFM; even a relatively low
spatial resolution (200nm) chemical analysis is
useful in combination with the high resolution
topographic imaging of the AFM [321]. Raman
resolution can be increased in two ways using a
scanning probe. In one, the probe is replaced
with an optical fiber delivering the light, so that
the microscope is a combination of NSOM and
Raman [322, 323]. In the second, which is still
in development, the tip is made from silver or
gold. If a thin sample is placed on a silver film,
the plasmons in the conductor interact with the
vibrations in the thin film, increasing the Raman
signal. This effect is called surface enhanced
Raman scattering (SERS). If the SPM tip is the
conductor, the signal is tip-enhanced (TERS)
and effectively comes only from the tip region
[324,325].

A technique that is more complex optically
and gives a large Raman signal is called coher-
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ent anti-Stokes Raman scattering (CARS). In a
CARS microscope two laser pulses pump the
sample bonds into vibrationally excited states.
A third laser pulse triggers de-excitation (thus
anti-Stokes), and light up-shifted from the
probe frequency is detected [326]. In narrow
band CARS, one vibrational state is excited,
and the image formed is from this one excita
tion. Very short pulses give broadband CARS,
and with clever pre-processing of these pulses,
a single laser pulse can give the required three
separate laser inputs [327].The multiple photon
interaction gives optical sectioning [328], so the
ideal result of the CARS microscope is high
speed, high resolution 3D chemical information
with optical input, so that the workings of a
living cell can be imaged without disrupting it
[329]. However, the intensity of the pulses can
be high, so that nonlinear effects are very sig
nificant and there may be damage.

6.5.3 Electron Energy Loss Microscopy

High energy electrons lose energy as they pass
through a material, and this may happen in
small (10-30eV) amounts by interaction with
valence electrons in the sample, or in larger
amounts by interaction with inner shell elec
trons. The small losses are much more proba
ble, so that the spectrum of energy loss peaks
at this value (and at zero loss for thin speci
mens), with a long tail extending to higher
energy loss. In electron energy loss spectros
copy (EELS), the loss spectrum of high energy
electrons that have passed through a sample is
determined. Electron energy loss spectroscopy
is thus an accessory for TEM and STEM and
is described in TEM texts [330-332]. There are
good detailed specialist texts [333, 334] and a
chapter that is an excellent review of the appli
cation of EELS to polymers [335].

An electron spectrometer is placed below the
standard column in a TEM or STEM for EELS.
In TEM, a defining aperture or slit selects the
region contributing to the spectrum, while in
STEM the probe naturally controls the area
being analyzed. A ID electron detector can
collect the EELS data from a point, and a 20
detector can collect data from a line. These tech
niques are sometimes called PEELS, for parallel
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FIGURE 6.16. Core-loss spectra showing carbon and
oxygen edges in poly(ethylene terephthalate) and
poly(methyl methacrylate). (From Libera and Disko
[335]; reproduced with permission.)

6.5.4 X-ray Microscopy

X-ray microscopes may magnify by projection
from a small point source or use essentially
parallel beams in the synchrotron relying on
the small pixel size of 2D detectors for high

Note that the shapes of the two carbon peaks
are quite different in Fig. 6.16. This relates to
the different chemical bonding in the two poly
mers; in principle this information can be used
in analysis, but it has been shown in PMMA
that chemical changes due to electron beam
damage rapidly alter the peak structure [339].
For many polymers, the low energy loss region
may not contain any distinct features for use in
analysis or imaging, but aromatic compounds
do have a peak at about 7eV, which has been
used to identify polystyrene in a polystyrene/
polybutadiene / poly(methyl methacrylate)
sample [340].

Finally, EFTEM is placed in this section
because of its use in chemical analysis, but fil
tering, especially to zero loss, can be an impor
tant method of enhancing "regular" TEM.
Figure 3.2 showed how filtering at zero loss
could improve a diffraction pattern; it will also
generally improve contrast in images with a loss
of brightness. Analysis might combine zero loss
filtering with x-ray mapping to confirm the
components [341]. Figure 6.13 was another
example of EFTEM imaging; electron tomog
raphy using zero-loss images [282].

Oxygen
Kedge
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350 450 550 650
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EELS, as early systems had a single point detec
tor, requiring the spectrum to be scanned. In any
case, scanning the spot or line over the sample
can form a 3D image in x, y and energy, which is
usually called a spectrum image.

Alternatively, a slit placed after the disper
sive element of the spectrometer will select
only those electrons that have suffered a par
ticular energy loss. The spectrometer intro
duces significant distortion into the paths of the
electrons, but if this can be corrected, a 2D
image can be formed from these selected elec
trons. Correction is by a set of multipole lenses
(in the case of a spectrometer below the column)
or by more magnetic sectors and a hexapole
making up an omega filter that is built into the
microscope column. This is energy filtering
[336] giving an energy filtered image (EFI) and
the whole system is called energy filtering TEM,
or EFTEM. In principle, the energy selected
can be scanned over the entire range, building
the same 3D data set as in the spectrum image.
If the polymer sample may damage or drift,
limiting the total exposure time, this would not
be a good idea. STEM PEELS has no extra
apertures; all the electrons contribute to the
spectrum and thus to the spectrum image. In
EFTEM most electrons are discarded at the
energy selecting slit so the efficiency is much
less. Nevertheless, EFTEM is generally the pre
ferred technique because images can be taken
at energies interesting for specific chemical
information, and there is no need to collect
most of the possible spectrum [330, 336].

The energy spectrum is usually analyzed by
looking at the core-loss regions; these are at the
energy losses where a core electron from each
element can just be excited. Figure 6.16 shows
spectra for carbon and oxygen from two poly
mers [335]. The peaks are asymmetric, and the
background is different on each side, so measur
ing their intensity requires some processing (see
Chapter 39 in [330]). The potential of EFTEM
for polymer systems has been reviewed [337,
338], and there are many reports of individual
studies. In most, the analysis uses distinct hetero
atoms, for example the interface between PMMA
and SAN in a blend was followed by looking at
the oxygen signal (PMMA) and the nitrogen
signal (SAN), as shown in Fig. 6.17 [335].
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FIGURE 6.17. Energy filtered nitrogen and oxygen maps of a poly(styrene-co-acrylonitrile)-poly(carbonate)
(SAN-PC) blend showingpart of a PC particle in the SAN matrix.The TEM was a Zeiss 912with an Omega
filter (From Libera and Disko [335]; reproduced with permission.)

resolution. Microscopes that operate in this
way are useful for tomography and were treated
in Section 6.4.4.2. A third was briefly men
tioned, the x-ray microscope using a synchro
tron source and x-ray optics to focus the beam
to a small spot. A transmission x-ray micro
scope (TXM) requires zone plates or other
optics to take the place of both condenser and
objective [342, 343], which is tricky. Most are
STXMs where a very small spot is formed on
the sample and the sample is scanned in x, y to
form an image [344].

These instruments use soft x-rays and require
a bright synchrotron source, but they can do
chemical analysis at high spatial resolution (20
50nm). The analysis important to polymers
comes from the spectral details near to x-ray
absorption edges (near edge x-ray absorption
fine structure; NEXAFS). Figure 6.18 [345]
shows that the same chemical information is
present in the EELS spectrum, but the x-ray
microscopes have higher energy resolution
(note that the range of Fig. 6.18 is 10eV while
it is 400eV in Fig. 6.16, showing the EELS

'---i
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FIGURE 6.18. Comparison of carbon core-lossspectra
from PET collected by electron energy lossspectros
copy (top two curves) and x-rayabsorption spectros
copy (lower two curves). (From Ade and Urquhart
[345]; reproduced with permission.)
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spectrum). The synchrotron sources can tune to
the any required energy, and images taken at
key values can be used to differentiate compo
nents in a blend or copolymer. The application
of STXM to polymers has been repeatedly
reviewed [345-347]; in the last case, it was
described as NEXAFS microscopy.

Figure 6.19 is a comparison of STXM and
TEM (after staining) for particles with segre
gated regions of PS and PMMA [348]. The
contrast in the STXM in Fig. 6.19C between the
PS and PMMA is as high as in the TEM after
staining (Fig. 6.19A). Transmission electron
microscopy is the natural comparison, because
STXM also requires a thin sample to be pre
pared (the sample in Fig. 6.19 is about 100nm
thick [348]). For both polymers and biological
materials, the advantages of this technique over
the TEM are (i) no staining, (ii) the environ
ment does not have to be high vacuum, and (iii)
less radiation damage with x-rays than with
electrons. However, at the highest resolution,
the concentrated x-ray beam can cause damage,
and there are not many such STXM devices in
the world.

6.5.5 Imaging Surface Analysis

Any method of chemical analysis with high
spatial resolution can form an image with
chemical information, and for many purposes,
chemical information from the top few microm
eters of a sample would be considered surface
analysis. For example, x-ray microanalysis in
the SEM or microprobe can be used to give an
image of the major elemental components (x
ray mapping, or if it is quantitative, composi
tional mapping [349]). Similarly, FTIR imaging
with ATR (see Section 6.5.1) will give informa
tion on chemical groups. In both cases, the
surface layer detected is microns thick. This
section focuses on techniques that tell about
the topmost atomic or molecular layers, the
"true" surface techniques. Two techniques
involving scanning probe microscopy have
already been mentioned: chemical force micros
copy (see Section 6.3.1), where an AFM tip is
modified to be chemically selective; and TERS
(see Section 6.5.2), where a Raman signal comes
only from within 20nm of the metal tip.
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6.5.5.1 lmaging SlMS

Secondary ion mass spectroscopy (SIMS) is a
well-established surface analysis technique
where an ion beam causes ions to sputter off of
the specimen surface. Two texts are notewor
thy: a very complete reference work [350] and
a more practical guide [351]. Measuring the
charge:mass ratio of these secondary ions iden
tifies them , down to the isotopes involved, and
because they come from within 1nm of the
surface, this is true surface analysis. There are
two standard forms to the instrument, dynamic
SIMS and static SIMS; the basic difference is
that the dynamic version has a high sputtering
rate, so that it erodes away the sample. The
signal evolves dynamically, givinga depth profile
directly. The static device has a much lower inci
dent beam current and gives a static analysis of
the surface . The detectors on the two systems
are different because of the different signal
levels, with the "time of flight" (TOF) detector
so strongly associated with the static instrument
that it is often called TOF-SIMS. The damage
cascade due to ion impact proceeds into the
specimen, and ions ejected from the sample
come from the surface and retain the original
molecular structure (Fig. 6.20) [352]. The high
flux of primary ions in dynamic SIMS means
that organic molecules may be damaged by pre
vious ion impacts, so typically this kind of system
is used for elemental analysis and static SIMS
for molecular analysis of polymers [353, 354].

More recent instrumental designshave brighter
sources and better optics, so that the lateral reso
lution has gone from millimeters to micrometers
to 50nm, and high resolution SIMS imaging is
possible [355]. These new designs have also
blurred the distinction between dynamic and
static types. For example, in one design two ion
beams may be used, one to image and one to
sputter. This allows depth profiling with molecu
lar-level chemical information (TOF dynamic
SIMS) and has been used to characterize polymer
solar cells [3561 and multilayer polymer films
[357]. Three dimensional structural information
using elemental analysis has been obtained from
conducting polymer films (Fe and Ru) [358], from
polymer blendscontaining PVDF (F) and PMMA
(0) [359], and from cancer cells (Ca) (360].



Analytical Imaging

2J1rn

465

FIGURE 6.19. (A) Transmission electron microscopy image of "onion" PS/PMMA particles stained with
RU04; (B) STXM image at 285.1eV (only PS is strongly absorbing) of a group of particles embedded in
epoxy resin; (C) STXM image of a cryomicrotomed sample at 285.1eV. Note that the two STXM images
are as-recorded transmission data in which the PS-rich regions appear dark. (From Takekoh et al. [348];
reproduced with permission.)

FIGURE 6.20. Schematic of the sputter
ing process in SIMS. The incident ion
buries itself and causes a displacement
cascade in the material, while the ions
leaving the sample come from the
surface and are not much disturbed.
(Adapted from Cameca [352]; used with
permission.)
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FIGURE 6.21. Sample of PS/PMMA blend. At left, 160 map, and at right, l2c. The X, Y area is 20 x 20,um;
the source does not state the depth, but it can be assumed that the phase-separated particles are roughly
spherical, not the long streaks that they appear to be, so the Z axis is only - 2,um. No correction was applied
for specimen motion, which explains the shaky appearance of the Y, Z sections (lower right image of each
map). (From CAMECA [364]; reproduced with permission.)

Imaging instruments range from the miniSIMS
(trademark of Millbrook Instruments, Ltd.,
Blackburn, UK), a benchtop instrument with an
efficient TOF detector that can quickly form
maps for process control of surface contamina
tion at - 50j.lm resolution [361-363], to the
NanoSIMS (by Cameca Instruments Inc.; see
Appendix VII), a complex instrument with 50nm
resolution. One result (Fig. 6.21) shows that the
components of a phase-separated blend can be
identified in 3D using a NanoSIMS [364].Several
other techniques could provide the same infor
mation as shown in this figure, but it demonstrates
both the resolution and sectioning. Secondary ion
mass spectroscopy has further capabilities as it
can detect elements at 0.1 at. % in a 50 x 50 x
lOnm voxel (this sensitivity is reduced from that
of regular staticSIMS because of the small volume
analyzed), and it can for example locate isotopi
cally labeled components. There are a wide range
of experiments unique to this instrument.

6.5.5.2 X-ray Photoelectron Microscopy

In x-ray photoelectron spectroscopy (XPS), x
rays , typically Al Ka (1.48 keV) or Mg Ka
(1.25 keV), strike the specimen, and by the pho
toelectric effect, electrons are emitted. This is
also known as electron spectroscopy for chemi
cal analysis (ESCA). Electrons emitted from

the topmost surface layer have the x-ray energy
less their binding energy, but those emitted
from deeper lose more energy interacting with
the sample. An electron spectrometer finds
peaks at the binding energy of compounds at

FIGURE 6.22. The source of the scanning x-ray spot
in the PHI XPS microprobe is an electron beam
scanning over an aluminum anode. Emitted x-rays
are monochromated and focused onto the sample
surface by a curved quartz crystal. (From PHI [366];
reproduced with permission.)
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the surface. Thus the binding energy of the core
electrons of oxygen, 01s, is about 532eV, and
details of peak position will distinguish between
oxygen in an oxide, a hydroxide, and a phos
phate in studies of corrosion. Determining the
exact electron energy is easier if the source is
grounded, which requires a conducting sample.
Modern instruments have charge neutralizing
systems that allow insulating specimens to be
used and the technique is often applied to
polymer surface analysis [353]. Since any con
taminating layer would ruin the surface, XPS

requires ultrahigh vacuum. Sputtering with Ar
has been used to remove material so that depth
profiles can be determined. For delicate samples
like polymers, larger ions such as C60 give less
damage to the remaining material [365].

Originally, XPS instruments had no lateral
resolution; now images can formed by scanning
a small (-10 ,urn) x-ray probe over the speci
men. If this is combined with sputtering, 3D
composition maps can be created. Figure 6.22
shows how the small x-ray probe can be created
[366]. The primary source is a focused electron
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FIGURE 6.23. X-ray photoelectron spectroscopy microprobe images of contamination on a polyester sheet.
(A) A secondary electron image; 20Jim x-ray beams on the indicated area gave (B) the survey electron
spectrum and (E) the high resolution carbon spectra. These show the presence of fluorine in the contaminant
and by the presence of CF2 that it is a fluorocarbon. The maps of (D) carbon and (C) fluorine confirm this
and also show that the other smaller contaminants seen in the secondary electron image are not of the same
material. (See color insert.) (From PHI [367]; reproduced with permission.)
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beam; a curved crystal acts both to make the
beam monochromatic (AI Ko in this case) and
to refocus the spot on the specimen. The area
scanned is small enough for all parts of it to fall
within the focus region of the crystal. An
example is shown in Fig. 6.23, where an image
of the fluorine content of a contaminant -25011m
across is created [367]. The result is not only
elemental analysis; it also shows which chemi
cal groups are present. Analysis of samples with
a thick contaminant layer can be done by other
techniques, but XPS is the only technique that
can provide this type of analysis on layers a few
nanometers thick.
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The preceding chapters have provided a
description of microscopy techniques, imaging
theory, and the specimen preparation meth ods
required to investigate polymer structures. The
them e of this chapt er is to put all of this togeth er
within a useful framework . Th is framework
might be a review to experienced microscopists
(who likely have developed their own proto
cols), but it will provide useful information
regarding problem solving ideas. A problem
solving protocol will be developed that permits
microscopy characterizations to follow an easy
and short path to a solution. The se character
izations will all be classified as "problems" that
require a solution. Problems can range from
simple to complex and include, for example,
det ermination of the phase structure in a
polymer blend , the cause of failure of a com
posite or the complete and fundam ent al char
acterization of a new membrane, fiber, film, and
so forth. Clearly, such problem solving will
require a range of time and effort, but the pro
tocols used to begin the characterization and to
know when the problem is solved are similar
overall. Generally, more than one technique is
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required to solve problems relating to polymer
morphology, and thus complementary multidis
ciplinary techniques are important in conduct
ing problem solving analyses. Interpretation of
the images produced is of critical importance in
evaluating polymer structures, and thus the
topic of artifacts will be included in this discus
sion. Finally, although structural characteriza
tions cannot generally be accomplished without
microscopy methods and techniques, there are
other complementary analytical techniques
that are often quite important in understanding
polymer structures. The last section will be
devoted to a short description of these tech
niques, including x-ray diffraction, thermal
analysis. electron spectroscopy, and others.

7.1 WHERE TO START

One of the most difficult decisions that must be
made in the microscopy laboratory is how to
start solving a problem. The difficulty is that it
is not always obvious where to start and to
know ahead of time the full range of techniques
that will be required. It is also difficult to deal
with this question when considering that there
is a wide range of techniques that can be used
for problem solving. However, there are some
simple concepts to consider before beginning
the microscopy characterization. The protocol
that will be discussed here is not necessary in
all cases. If a measure of the orientation of a
fiber is needed. for instance, a problem solving
protocol might not be needed if the investigator
is aware that the birefringence can be measured
using a polarizing optical microscope and a
compensator. But, if the dispersed phase distri
bution and particle size of a polymer blend are
to be correlated with impact strength, then it
might not be as obvious where to start solving
the problem.

7.1.1 Problem Solving Protocol

The steps involved in the problem solving pro
tocol are outlined in Table 7.1. They are rather
simple and do not take much time to consider,
and such a protocol can save time in the long
run. The protocol involves steps typical of sci-
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entific inquiry: collect all the currently known
facts; determine the nature of the problem;
state the objective of the study; obtain the
correct specimen; be sure to have experimental
controls; look at the sample with the naked eye
and then with a stereo microscope. These
provide an aid to selection of the specific
microscopy techniques and preparation
methods needed to begin to address the objec
tives. The result should be that clearly defined
analyses are conducted.

It is essential to know all the facts relating to
the problem to be solved. In the worst case,
someone simply asks you to take a picture and
not ask any questions. This sounds and is very
simple; however, then you have a picture, you
might even have the right picture, but you do
not have a solution to the problem! The time
used to take the picture is likely wasted because
the problem still must be discovered and solved.
It is important to gather all the relevant facts
regarding the problem and the specimens that
are to be characterized. It is useful to write
down the objective of the experiment in order
to focus on the problem itself rather than con
ducting a complete characterization that reveals
the structure but provides more information
than is needed. The next steps involve consid
eration of the specimens required to solve the
problem. In the case of the multiphase blend
described above, the correct specimens might
be those that have been tested and exhibited a
range of impact strength properties. Only the

TABLE 7.1. Problem solving protocol

1. Collect all the facts/data about the problem, including
the chemistry of the polymer and the process used for
its formation

2. Clearly define the problem and objectives
3. Select the specimen to solve the problem
4. Define scientific controls and materials to aid

interpretation
5. Examine specimens with the naked eye and with a

stereo binocular microscope
6. Determine the size of the morphology features to be

imaged
7. Define the microscopy technique(s) and best specimen

preparation methods for imaging and microanalysis
8. Take representative images and label those interesting

but not representative
9. Assess potential artifacts as part of the image

interpretation process
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7.2.1 Comparison of Techniques

Within the ranges of the general techniques
shown in Table 7.3, there are many specific
techniques that provide useful information

Once the objective of the experiment is known
and the specimens selected for study, the next
major step is the selection of the microscopy
techniques and the specimen preparation
methods required to image the polymer struc
tures of interest (Table 7.2). If lamellar crystals
must be evaluated, for instance, there is no
point in considering most optical techniques as
they will only provide an overview of these
structures. Comparisons are made in this section
regarding the various techniques, in both the
text and tables, as an aid in this selection
process. Observations of polymer structures
are limited by their size, the specimen prepara
tions required, and the imaging techniques. If
similar structures are observed by several dif
ferent methods and techniques, they are more
likely to be representative of the material. In
this section, the advantages and disadvantages
or limitations of the techniques will be
compared.

Table 7.3 shows the relation of the polymer
structures and their sizes, superimposed on the
range of structural sizes observable by the
various microscopy and scattering techniques.
An important point is the overlap among the
various techniques, which makes complemen
tary analyses possible. For example, study of
spherulitic structures is shown to be possible by
optical , SEM, or transmission electron micros
copy (TEM) methods.

tested samples will provide the necessary data
and permit comparison with specific property
values, whereas using the average value from a
physical test with a sample taken at random is
not nearly as useful. Controls are important in
any scientific study; this might involve the
assessment of a specimen before and after
treatment or under various conditions.

Specimens should be observed with the
naked eye as the size, shape, color , and gross
morphology are all important to consider when
choosing microscopy techniques and prepara
tion methods. A stereo microscope is useful to
observe the specimen at low magnification as it
often provides an overview of the specimen
that can be critical in determining the area to
be studied in more detail. One true example
will show the utility of this low power, inexpen
sive microscope. A plastic key cap for a com
puter keyboard was brought into the laboratory
one day with black specks on the part that the
client thought required assessment via scanning
electron microscopy (SEM)/energy dispersive
x-ray spectroscopy (EDS). Looking at the key
cap by eye, it looked like black specks were
present. Observation in a stereo microscope
showed the specks were on the surface and
easily brushed off, saving the time it would
have taken to conduct x-ray experiments.

7.1.2 Polymer Structures

The first step in the selection of a microscopy
technique is to know the size of the polymer
structures to be characterized. In fundamental
studies, the answer might be that all of the
structures present must be understood, whereas
in more routine studies, a specific structure
must be evaluated as part of the problem solving
process. An example of a specific structure that
is often evaluated is the spherulite. Spherulite
sizes in semicrystalline polymers often deter
mine the properties of the material. Monitoring
this structure can be important in structure
property determinations. A listing of the most
common polymer structure types, described in
Chapter 1, and their characteristic sizes are
shown in Table 7.2. Clearly, different micros
copy techniques must be used to characterize
these different structures.

TABLE 7.2. Polymer structures
Structure typ es

Crystal (unit cell)
Chain (sequence length)
Lamellar crystal thickness
Fibrils
Spherulites
Copolymer and blend phase domains

7.2 INSTRUMENTAL
TECHNIQUES

Characteristic sizes

O.2-2nm
2-100 nm
5-50nm
5-50nm
l -lOOJlm
2nm-lOOJlrn
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TABLE 7.3. Struc tur al characte rizatio n
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Structure

Size

Tec hnique

Macroscopic

10mm 1.0mm

Eye

Ste re o binocular

Spherulitic

O.l mm l Oum

Optical microscope

Domains

I um 0.1um

Lamellar

lOnm l nm

Crystal lattice

0.1JIm

------------------------ ---- -
SEM

._------- --------------- - - - - - - - - - -
TEM

------------------------ - - - - - - - - - -
AFM I STM I FFM

------------------------------ - - - - - - - - - -
SAXS

WA XS

SA E D

relat ing to polymer characterization . A listing
of the more commonly empl oyed microscopy
techniques is shown in Table 7.4 with the type
of fea tures that are commonly image d, the
typical size range of the structures , and magnifi
cations. Th is table is meant to summarize
the application of these techn iques, as more
detailed infor mation is found in Chapters 2, 3
and 6. Polarized light microscopy is very impor-

TABLE 7.4. Micro scopy techniques

tant in characterizing the spherulitic textures of
crysta lline polymers . The nature of the orienta
tion in extruded and molded articles and the
size and distribution of the spherulites have all
been shown to relate to mechanical properties.
An und eru tilized technique is phase contrast
optical microscopy, which enhances the obser
vation of small difference s in refractive index
between polymers, perm itting the imaging of

Type Features

Optica l
Bright field

Polarized light

Ph ase con tra st

Electron
Scanning (S E I)

Scanning (BE l)

T ransmission

STEM

Macrostructures, microstruct ures. color.
hom ogen eity

Sph erul itic textures

Phase var iat ion s. re fractive index differences

Su rface topography

A tomic num ber contrast

Int ernal morphology. lam ellar and crysta lline
structu res

In te rna l morph ology, lamella r and crysta lline
structu res

Size range Magnification

1cm-OS um l - I.OOOx

1cm--O.5f.lm l -l,OOOx

l OOf.lm-0.2 f.lm 50-1,200x

1 mm-D.5 nm 10- 60,00Ox

l mm-20 nm 10-10,OOOx

10 f.l m-O.2 nm 2.000-5 x IO"x

IOO f.l m- l nm 300--0.3 x 10"x

Scanning probe
STM

AFM

FF M

Surface top ograp hy

Surface to pogra phy of insulators

Friction and surface che mistry

10 f.lm-O.3 nm

1Of.lm-O.3nm

lOf.lm- l nm

2.000-5 X 106x

2,000-1 X l06x

2.000-1 x 1O"x
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the dispersed phase domains. Scanning electron
microscope techniques permit imaging of
surface topography, by secondary electron
imaging (SEI), and imaging with atomic number
contrast, by backscattered electron imaging
(BEl). A range of SEM techniques include vari
able pressure SEM, which permits study of
dynamic specimens without the need for very
high vacuum in the chamber. Comparison of
these imaging modes is described in Chapters 2
and 3 and applications are shown in Chapter 5.

Various scattering, or diffraction, techniques
also important in polymer characterization are
listed in Table 7.5. The major differences among
the various scattering techniques are the volume
sampled and the spatial resolution of the tech
niques. The x-ray diffraction (XRD) techniques
sample regions much larger than 100j1m,gener
ally several millimeters across, although micro
XRD techniques have been used to sample 50
to 100j1m diameter areas. Selected area elec
tron diffraction (SAED) techniques sample
areas about 2-10j1m in diameter and thus
provide crystal lattice information on very small
crystallites that are difficult to consider by x-ray
scattering techniques. Areas on the order of 5
100nm are sampled by electron microdiffrac
tion, which permits study of phase separated
materials and very small local differences in the
crystallinity of materials. The molecular struc
ture of carbohydrate polymers using data from
electron diffraction patterns and electron images
[1] provides an excellent review ofthis topic.

TABLE 7.5. Diffraction techniques

Problem Solving Summary

The various general microscopy techniques
are listed and compared in Tables 7.6 and
7.7. Table 7.6 compares optical, electron, and
scanning probe microscope techniques, with
the magnification, resolution, field of view,
and imaging system listed. Useful magnifica
tions and typical resolutions given are not the
values on the knobs of the instrument, or in
the instrument brochure, but these are approxi
mate values typical of routine performance
that should be considered when choosing a
technique to solve a problem. The difficulty
with the "best" resolution values is that often
these cannot be obtained when imaging
polymers due to specimen preparation and
beam damage limitations. Consideration should
be given to the size of the field of view of
the technique (Table 7.6). One advantage of
the light microscope is that large fields may
be imaged and much of the specimen is
observed rather than just very small areas, as
in the TEM. This means that fewer samples
are required to ensure that the analysis of
the area studied gives information about the
whole specimen. Complementary analyses
provide important data regarding the uni
formity of the structures in the material by
analyzing both larger areas, for an overview
of the structure, and smaller areas, in greater
detail.

A summary and comparison of the perfor
mance of electron microscopes is found in
Table 7.7. This table lists typical specimen

Technique Acronym . Information

X-ray diffraction XRD

Wide angle WAXS Crystal lattice
(WAXD) Crystal size

Crystal or molecular orientation

Small angle SAXS Lamellar thickness
Domain size
Fibril size and orientation

Electron diffraction

Selected area SAED As for WAXS above, but local
information

Microdiffraction ,udiff As for WAXS above, but local
information

Sampled region

Imm
O.1-10mm

300,um
1()()-600 ,urn

5,um
2-10,um

20nm
5-100nm

Sample thickness

Imm
Imm

Imm
Imm

lo-200nm

lo-200nm
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T ABLE 7.6. Comparison of various m icroscopie s

Stereo
binocular Compound

Useful 5-I OOx 30-1.500x
magn ifications

Typical spatial lO,um l,um
resolut ion

Best spa tial 2,um 0.2,um
resoluti on

Field of view Very large Large
5mm. 50x 2 mm. 50x

Imaging system Light opt ical Light optical

Lenses Glass lense s Glass lenses

Rad iation Non e None
damage

thickness, viewing mode , accelerating voltage,
image reso lution, and x-ray analysis spatial
resolution by either energy or wavelength dis
persive spectroscopy. Table 7.8 focuses on these
x-ray microanalysis methods and provides a
comparison of the two major techniques, energy
and wavelength dispersive spectroscopy. The
tabl es provide a broad view of the techniq ues
available in the microscopy laboratory, and
they should be an aid in selection of the specific
techniques required to solve materials prob
lems. Much more detail can be found in Chap
ters 2 and 3.
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SEM TEM AFM

20-IOO.OOOx 2.000- 2.000-
250.000x 2S0.()()()x

5--lOnm I nm 2 nm

I- Snm 0.2 nm 0.3nm

Large Small Small
20,um. 5.000x 2,um. 50.()()()x 2,um, SO.OOOx

Scann ing Electron Scann ing
electro n beam optical solid probe

No imaging Magne tic No lenses
lenses lenses

Serious at Severe; can None
high voltage; limit by
minimal with use of
conductive replicas.
coatings cryo-TEM
and /or low stage
voltage

The relatively low cost and wide availability
of SEMs and more recently atomic force micro
scopes (AFMs) has led to concen tration on
these techniques , with less use of the TEM and
op tical microscopes. Scanning electron micro
scopes have grea t advan tages; they produce
easy to interpret images with excellent depth of
field at high resolution. Similarly, AFMs have
opened up new areas of surface studies in poly
mers. However, although the resolution and
depth of field in an optical microscope (OM) is
limited, a wealth of information becomes avail
able when optical microscopy is used . The size

TABLE 7.7. E lectron microscopy techniques

Instrum ent "Regular" SEM LVSEM STEM TEM

Specim en type Thick Thick Thin Ultrathin

Beam volt age (kV) 10-40 0.5-5 20-100 20-400

Useful magnificat ions 20-50.(XlOx 20-100.000x 200-200.()()()x 3.000-250.000x

Image resolution 4-lOnm 1-5nm <l nm 0.2 nm

X-ray spat ial l um (O. I ,um; few O.I,um O. I ,um
resolution x-rays

produced)
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TABLE 7.8. Electron probe x-ray microanalysis
Energy dispersive x-ray spectrometer

Microscope interface Interfaced with SEM, TEM, STEM

Detection Simultaneous detection of elements

Analysis time Qualitative analysis: 10-100s

Detectors Single detector

Sensitivity Background counts from backscattered
electrons reduce sensitivity

Energy resolution Serious peak overlap problems; results
may be ambiguous

Spatial resolution Good in TEM, AEM, STEM, poor in SEM

Resolution 130eV at Mn Ka

Atomic number limit 2> 11 (regular window)
2> 5 (ultrathin window)

Problem Solving Summary

Wavelength dispersive x-ray spectrometer

Interfaced with SEM, EPMA

Quantitative detection of one element at a time

Quantitative analysis: 100-500s

Need several crystals to cover range of elements

Peak/background ratio 10 to 50 times better
than EDS, good sensitivity

Good energy resolution, little peak overlap

Poor (1~5.um)

8eV resolution at Mn Ka

2>3

of the specimen that can be examined is tens of
times the size of most SEM and AFM speci
mens and hundreds of times the size of a TEM
specimen. Instrumental cost is much less for
optical microscopes, although a research grade
polarizing microscope, fully equipped for phase
contrast and reflected light, can cost well above
the price of a small SEM or AFM. The sections
that follow consider each of the major micros
copy techniques.

7.2.2 Optical Techniques

Optical microscopy is extremely useful in pro
viding a rapid view of a relatively large area of
the specimen. It should be used as a starting
point in most microscopy problem solving to
show the general appearance of the sample and
its structure. Specialists solving problems that
require the use of electron microscopy or atomic
force microscopy regularly use the optical
microscope to define the location of the very
small area that can be imaged by these high
resolution techniques and to show the relation
of the high magnification images to larger scale
features. Examples include using polarizing
microscopy to show levels of heterogeneity in
oriented films and fibers before sectioning for
the TEM, reflected light microscopy of molded
surfaces before profiling with the AFM, and
phase contrast microscopy of multiphase poly-

mers before study of fracture in the SEM. In
the examination of spherulites, there is less
chance of artifacts in the preparation of a thin
section for optical study than in the preparation
of an ultrathin section for TEM or an etched
film for SEM or AFM. In a similar manner,
dispersed phase particles can be imaged by
phase contrast optical microscopy of thin sec
tions, TEM of stained ultrathin sections, or
fractured bulk samples examined in the SEM.
In these examples, optical techniques are useful,
rapidly providing an overview of the structures
in relation to the whole specimen.

A major advantage of optical microscopy
techniques is the ease of sample preparation.
Thin fibers, films, or membranes can be placed
directly in an appropriate immersion oil on a
glass slide and information regarding the
crystalline or dispersed phases, orientation,
birefringence, and so forth, can be readily
determined (see Section 4.1.1). Sectioning (see
Section 4.3.2) of thicker materials is routinely
accomplished in very short times, on the order
of 30min or so, with steel or glass knives. Obser
vations and measurements of spherulite sizes,
local orientation in molded parts, and fiber ori
entation are also conducted with the optical
microscope. Phase contrast and Nomarski tech
niques provide contrast in multiphase polymers.
Small differences in refractive index are enough
to make the dispersed phases distinct, so the
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dispersed phase size and distribution can be
measured. Even hard composites, such as glass
fiber reinforced thermoplastics, can be thin sec
tioned by grinding and polishing methods (see
Section 4.2.2) for reflected light microscopy.
Samples for optical study are not placed in a
vacuum, as with electron microscopy, and thus
volatiles are not removed. Furthermore. beam
damage, which is common in electron micros
copy of polymers, does not occur in an optical
microscope. Finally. there are many optical
techniques that permit quantitative measure
ment of thickness, refractive indices. birefrin
gence, roughness. and orientation that may not
be applicable to study in the SEM, TEM. or
AFM.

Optical microscopy has limited resolution
and a decreasing depth of field with increasing
magnification. The resolution limit is on the
order of O.2,um. although l um is typical for
routine analyses. Magnifications used are about
150-1,000x with a limit at about 2,000x. The
poor depth of field is not a major problem if the
specimen is flat. but for round specimens such
as fibers this is a major problem as little of the
specimen is in focus at one time. Confocal laser
scanning optical microscopy (see Section 6.2.1)
addresses this problem, but the instrument
is not simple or inexpensive [2]. Overall,
optical techniques are generally applied to
the characterization of polymers as impor
tant information can be obtained in short times
with minimum capital expenditure and rela
tively easy sample preparation methods. For
many structural studies. optical techniques
provide a solution to the problem. In more
complex problems, these techniques provide
key information that can lead to other appro
priate techniques.

7.2.3 SEM Techniques

The advantages of the SEM are well known:
images with a three dimensional appearance,
great depth of field, ease of operation, and ease
of specimen preparation. These advantages
translate into micrographs that are easier to
understand than the micrographs obtained by
most optical and TEM techniques. The surface
of even rather large samples can be imaged
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directly in the SEM rather than indirectly, as
for TEM of replicas. Images can be formed by
combinations of signals (secondary electrons,
backscattered electrons, and x-rays) and the
electronic signal processed to form a variety of
micrographs with exceptional detail. Micro
graphs showing surface topography and chemi
cal contrast are readily obtained in a short time
by SEM. and they are often easy to interpret.
Additionally, benchtop microscopes are rela
tively low in cost, and even the larger SEMs are
available at half to one third the cost of a TEM.
Research SEMs are also now available that
are analytical instruments with combined high
resolution imaging and elemental analysis by
energy and wavelength dispersive x-ray
techniques.

Limitations in SEM imaging include changes
in the specimen caused by the vacuum and the
electron beam, lack of internal detail, limited
resolution and difficulties in interpreting image
details. Volatiles present in a sample are
removed in the vacuum, causing changes in the
specimen surface as a function of time, often
leaving a residue that is unrelated to the origi
nal structure. The removal of volatile compo
nents in surface finishes on textile fibers led to
the need for a replication method (see Section
4.6) so the structures could be imaged without
the specimen being placed in a vacuum. Alter
natively, a variable pressure SEM (see Section
3.2.5) could be used. Radiation effects cause
the most concern in relation to specimen
damage and, in an earlier discussion (see
Sections 2.6.1 and 3.4), radiation damage was
shown to change the structure of some poly
mers and to affect imaging and resolution. Irre
versible radiation effects are often responsible
for the formation of structures that are easily
misinterpreted. Scanning electron microscope
images provide only surface detail, although
samples for internal or bulk study at good reso
lution can be specially prepared (e.g., by frac
turing or sectioning). A modern SEM with a
field emission gun can be operated at low beam
voltage, which limits radiation damage to a thin
surface layer and reduces the need for metal
coating of polymer specimens.

Interpretation of SEM images requires assess
ment of the data in the micrograph in light of



486

both potential artifacts in imaging and specimen
preparation and what is known regarding speci
men properties. At the risk of being controver
sial, SEM imaging can be too easy (and the
same could be said for SFM). With reasonable
capital expenditure, rapid sample preparation,
and minimum training, almost anyone can be
taught to take a picture with the SEM. However,
the esthetically pleasing SEM micrographs
might have little to do with the structural
problem under study. Many experienced and
talented microscopists have shown that the
SEM is useful for the study of polymers and as
an aid to problem solving. It is important to
examine specimens for structures that are rep
resentative and relate to the problem and then
correlate them with the relevant properties of
the material. These structure-property applica
tions are a major contribution made possible by
SEM studies during the past 35-40 years.

7.2.4 TEM Techniques

Transmission electron microscopy offers excel
lent resolution, down to the atomic level (e.g.,
[3-6]). It can provide information about molec
ular orientation and molecular ordering in crys
tals or liquid crystals, even when the ordered
regions are extremely small. Combination of
bright field and dark field electron microscopy
with electron diffraction [7] permits the identi
fication of the structure of ordered regions
and measurement of their orientation, perfec
tion, and size. Crystals only a few nanometers
across can be detected and identified. In
multiphase polymers, the dispersed phase
structures can often be imaged and domains
observed and quantified over a size range from
less than 10nm up to 1Jim. Attachment of EDS
detectors permits the identification of local
elemental composition variations at a spatial
resolution of about 0.1Jim. Electron energy
loss spectroscopy (EELS) (see Section 6.5.3)
theoretically can provide analysis of light
elements at a spatial resolution of about
20nm. Important details of the fibrillar nature
of highly oriented fibers and the transforma
tion upon deformation of spherulites into
lamellar structures have been shown by TEM
characterization.

Problem Solving Summary

The disadvantages associated with obtaining
TEM images are high capital expenditure,
tedious and time consuming specimen prepara
tion methods, the need for highly trained per
sonnel, and "two dimensional" images that are
difficult to interpret. Another serious problem
for polymers is that radiation damage is often
severe in the TEM, so that for many materials
the high resolution structural information is
very difficult to obtain directly without going
through a time consuming process of preparing
a replica. There are two major reasons for the
time consuming nature of specimen prepara
tion for TEM: the specimens must be extremely
thin, on the order of 50nm thick, and extra
steps are often required to increase the contrast
in polymers. Most of the methods for producing
ultrathin sections are slow and require major
capital acquisitions themselves, such as ultrami
crotomes with diamond knives for sectioning
and cryochambers for soft materials. Specimen
preparation methods involve replication, stain
ing, or etching due to the lack of inherent
contrast. Transmission electron microscope
imaging requires an understanding of image
formation, the effect of the electron beam on
the specimen, and knowledge of the instrument
itself. Image interpretation is difficult due to
changes in the specimen caused by radiation
damage or exposure to vacuum. Artifacts are
often caused by the specimen preparation
methods. The observed sample volume is
very small, and the image is not intuitively
understandable in the way that an SEM image
is. These difficulties notwithstanding, funda
mental polymer characterization generally
involves the application of TEM techniques,
although AFM is playing a major role in
such studies.

7.2.4.1 STEM Techniques

Scanning transmission electron microscopy
(STEM) gives essentially the same type of
results and has the same type of difficulties as
the conventional TEM. There are two types of
instruments, the "dedicated" STEMs, which
generally have an ultrahigh vacuum (DHV)
column, and the TEM based instruments mostly
known as AEMs (analytical electron micro-



Instrumental Techniques

sco pes). A det ailed compar ison of STEM and
T EM was given in Section 2.4.2. Th ere are
some adva ntages in using th e ST EM on polymer
samples ; in particular , it seems th at thicker
samples ca n be used. H owever, th e adde d com
plexi ty and cost, combined with lower resolu
tio n in the A EM STEM mod e, mak e it unlikely
th at e ither kind of instrume nt would be pur
chased so lely for polymer studies.

7.2.5 SPM Techniques

Scanning probe microscopy (SPM) includes
sca nning tunne ling microscopy (ST M), atomic
fo rce microscopy, and frictional for ce micros
copy, among many others (sec Sections 2.5 and
3.3) . A decade ago it was said to no t yet be clear
how large an area of application these new
techniqu es will find in pol ymers, but it was clear
even then th at they would be very impo rtant.
In fact, AFM has replaced some of the imaging
co nducte d by all the other techn iqu es used for
polymers. Scanning tunneling microscopy was
initially found useful , as samples co uld be metal
coated as for SEM, and the images were rela
tively easy to interpret. Tod ay, STM has sub
sta ntially been repl aced by AFM. Ato mic force
microscop y is being used to for m high resolu
tion images of the surface of nonconductor s, in
air or in wat er, supe rior to those forme d in the
SEM, at a lower capital cos t for the instru me nt.
Th e A FM sur face images are like the SEM
images , th ree dim en sion al. easy to understand,
and they are directl y qu antitativ e, giving the
abso lute height profiles and ro ughness of the
imaged sur face.

It is interesting that a maj or advantage touted
for AFM is the ease of sample prepar ation, and
yet as sho wn in many section s in Cha pte rs 4 and
5, some of the same tediou s meth od s ar e now
used for A FM as for TEM. Al thou gh there is
no radiatio n damage to contend with , and some
specime n prep ar at ion is tr ivial , man y studie s
re quire cryoultramicro tomy to produce a flat
block face for AFM and etching is also used ,
both of which are tim e consuming. Further
more, the ar tifacts that can result fro m th ese
prepar at ion methods and from the microscope
itse lf sti ll sugges t the use of compleme ntary
imaging to ensure interpret ati on is correct. For-
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tunately, the new microtome stages permit
prepara tion of th in sec tions and th e block face
simultaneously and aid conducting of AFM and
TEM on the same sample (see Section 5.3.4.5,
Figs. 5.71-5) .

Image resolution with SPM can extend to the
atomic level. A great de al has been learn ed
during the past decade about the theoretical
understanding of image forma tion, but the
techn ique still requires further study for a mor e
complete understanding. As a solid scanning
probe is used , the specimen can be affected by
the imagi ng process, but the damage is now
mechanical instea d of radiation damage. It
is compara tively easy to make pits and holes
in polym er samples with the SPM , especially
when using contact or tapping mode AFM,
so care still has to be taken in imaging of
soft polyme rs.

7.2.6 Technique Selection

The spe cific microscopy techniques an d appro 
priat e prep ar at ion methods required to so lve
structura l problem s mu st be se lecte d now th at
th e techniques an d the problem solving proto
col (see Table 7.1) have been conside red . The
ad vantages and limit ati on s of th ese techniques
have already been conside red, but qu estion s
still rem ain. Wh en sho uld optica l techniqu es be
used in so lving pol ymer structural problem s?
How can expe rime nts be conducted so th at it is
clear if furthe r study is required ? A re th er e any
simple "formulas" for successfull y cond ucting
microscop y studies of diverse materials in a
manner that is time effective, cost effective,
and really provides structural answers? The
flow char t in Tabl e 7.9 is included as an aid in
selection of a technique to solve structural
problem s. Co nducting th e actual studies is
an iterati ve process where an experime nta l
plan is develop ed , the studies conducted, and
further expe rime nts planned as required. E xpe
rien ce has shown that certain techniques are
the most likely to provide meaningful answers
to certa in struct ural problems. Th e st ructure 
property applica tions in Chapte r 5 are exam
ples of the application of both sing le techniques
and co mpleme nta ry techniques to problem
so lving.
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TABLE 7.9. Problem solving flow chart. Questions to consider when selecting a microscopy technique
Size of polymer structure to image Look at Tables 7.2 and 7.3

1. Known technique appl ied to solve
this problem?

No,
2. Can opt ical microscopy provide an

overview of the structure (size)?

No,
3. Require surface morphology?

No,
4. Require internal bulk morphology?

No,

Yes Check out examples in Chapter 5.
.. Try it.

Yes First try a stereo binocular microscope to select a sample for
.. further stud y.

Try a compound light microscope, if possible. More info? Go to 3.

Yes Try SEM or AFM study.

.. Need higher resolution?
Try high resolution SEM at low voltage with FEG or try AFM
of the surface.
Need more info? Go to 4.

Yes Try SEM of fracture surface or try AFM of microtomed surface.
.. For higher resolution, can use TEM of microtomed sample or

AFM of microtomed block face from same sample for comparison.
Go to 5.

5. Explore methods of preparation for Yes Use preparation methods found in Chapter 4.
TEM /STEM or high resolution AFM . ..

7.3 INTERPRETATION

There are many facets to the interpretation of
images as part of structure determination and
problem solving. First, it is necessary to know
the effect of specimen interactions with the
microscope and to understand the image for
mation process. Next, the effects of specimen
preparation must be understood. Many of the
methods of preparing specimens suitable for
microscopy can deform all or part of the sample
and can produce a wide range of artifacts.
For the current discussion, artifacts are defined
as any features present in a micrograph that
do not correspond with structural detail in
the original material. The artifacts may be
introduced during specimen preparation, by
radiation, thermal, or mechanical damage in
the microscope, by contamination, or by
some imperfection in the imaging process. In

problem solving by microscopy, the only impor
tant artifacts are those that are not recognized
as such and are erroneously attributed to the
structure of the material. Finally, the nature of
the material and its physical and mechanical
properties must be considered as part of the
image interpretation process. The formation of
artifacts will be reviewed as the final consider
ation in the image interpretation process. For
examples of structure determination and image
interpretation the reader is directed to the
examples of structure-property applications at
the end of each subsection of Chapter 5.

Complementary microscopy has been stressed
as being essential in understanding the nature
of polymer structure, because of the common
formation of artifacts that can result in misinter
pretation of the image information. Carter and
Harb [8] used the term correlative microscopy,
stating that subjecting a specimen to a variety
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of types of microscopi es can be useful to image
structures not seen in one mode but see n in
another. These authors refer to biological mate
rials, but this is also relevant for polymer mate
rials. Evaluation of the bulk structure of a
polymer by TEM using thin sect ions is comple
ment ary to AFM of the block face resulting
f~om the sectioning process, and eac h pro vides
different types of information , the latt er free of
radi~t ion .effects. Polarized light microscopy
provides Interesting detail of the crystalline
structures not see n in the SEM or AFM. Many
of the applications described in Chapter 5 and
from the literature give examples of comple
mentary microscopy used in problem solving.

The use of digital imaging for many micros
copy techniques brings yet ano ther source of
pot~ntia l artifacts to consider when interpret
mg Images. Koeck's [9] review of digital micros
copy is worth reading. Leaving ou t the obvious
problem of forming new structures not in the
mater ial using computerized imaging, there
are many issues to consider includin g the
recording media or whe ther the image is
~can~ed or recorded directly. Natura lly, such
imagmg can provide enhancements that aid
inte rpre tat ion by providing improved contrast
an? brightn ess, use of color , and image sharp
erung, but the microscopist should beware
of making and changing image details
inadvertently.

7.3.1 Artifacts

A major consideration in the selection of
preparation methods for microscopy study is
the nature of the potential artifacts formed,
alth ough time, cost, and the capita l equipment
required are also important factors. In a busy
labor ator y, time considerations are very impor
tant , especially if time consuming methods
also. have pot~ntial arti facts. The accesso ry
equipment available must also be conside red
although for this discussion it will be assumed
that the laboratory has the equipment required
for most general preparations. A complete dis
cussion of specimen preparation methods can
be found in Chapter 4. Typical preparations for
microscopy will be outlined here with emphasis
on the nature of pot enti al artifacts.
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7.3.1.1 A rtifacts in Optical Microscopy

Typical ~reparations for optical microscopy
include Simple preparations, microtomy, and
polishing. Placement of a thin specimen (fiber,
film, etc .), as is or in an immersion oil, is a
simple preparation (see Section 4.1.1) that is
rap id and inexpensive. The major potential
artifacts relate to the thickness of the sample or
dam age by the oil. Samples thicker than 10
50pm generally do not reveal much structura l
detail by transmitt ed light techniques due to
overlapping textures that may be misinter 
preted or appea r as a lack of structure in the
specimen . Microtomy (see Section 4.3.2) is the
most popul ar method for the preparation of
specim ens from fibers, films, membranes, and
engin eering resins. Sectioning takes a reason
able time to do, on the order of minu tes to
several hours per specimen, and microtomes
are rath er inexpensive. Potential artifacts
includ e the deformation of the specimen, which
c~n ~ause changes in the shape or the phases
within the specimen or produce stress-induced
structur~s that can be interpreted as being
present m the polymer. Knife mark s are found
on th~ ~ur.face of the section, although this may
be minim ized by immersion of the sections in
an oil with a refractive index similar to that
of the embedding medium.

In grinding and polishing (see Section 4.2) of
tough resins or filled composites, potential arti
facts result from the deformation of the speci
men , includ ing pullout of the filler fibers or
particles, undercutting of the resin, and the
addition of a directionality to the specimen
structures. Selection of the best polishing cloths
and polishing media for a given type of speci
men w~ll minimize these effects . Polishing is an
art, as IS true of man y microscopy preparat ions,
and both care and experi ence are required for
art ifact-free preparations.

7.3.1.2 A rtifacts in SEM

Scannin g electro n microscopy preparations are
generally direct and rapid , yet there are quit e a
num ber of poten tial artifacts. Paint s, glues ,
and tapes used to attach the specimen to
the SE M stub can wick up or contaminate the
specimen surfaces, adding false structures to the
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specimen, even far from the attachment site.
The preparation of specimens from the bulk
often involves deformation of the specimen
(e.g., peeling, fracturing, and sectioning). Peeling
(see Section 4.3.1) results in specimen fibrilla
tion, which is a function of the force used, which
is not controlled, and the sample history. Frac
turing (see Section 4.8) at room temperature
often causes deformation of soft or rubbery
phases, whereas fracture in liquid nitrogen
causes less deformation but tends to be less
reproducible. Hand fracturing is not reproduc
ible, whereas standardized testing more com
monly provides fracture surfaces whose
structures can be related to mechanical proper
ties. Sections (see Section 4.3) and sectioned
block faces exhibit knife damage, obvious
by surface topography imaging. Etching (see
Section 4.5) is one of the methods with the most
potential artifacts. Chemical etching is known to
remove polymer material, often redepositing it
on the surface and creating new structures that
might not have much to do with the structure of
the specimen. Ion etching (see Section 4.5.4) is
known to cause heating and melting and to
create structures with directionality if great care
is not taken such as with two water cooled guns
at low glancing angles, whereas plasma etching
has much less chance of artifact formation.

Replication (see Section 4.6) is replete with
artifacts as much fine detail can be lost and new
textures added, resulting in images that are
often quite difficult to interpret. The applica
tion of conductive coatings (see Section 4.7) to
polymers can also provide artifacts, such as the
formation of grain structures. Finally, irrevers
ible radiation damage and reversible charging
effects also can cause the formation of artifacts.
The picture is not as gloomy as it may seem,
and if care is taken, important structural infor
mation can be obtained rather rapidly. Controls
must be used to ensure the validity of the obser
vations, and more than one specimen prepara
tion method should be used if etching or
replication are applied.

7.3.1.3 Artifacts in SPM

Sample preparation methods used for SPM
imaging are often the cause of artifacts in much
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the same way as observed for SEM and TEM.
Sectioning and formation of a block face for
SPM can result in knife marks and other surface
details unrelated to the material, and staining
and etching can often result in changes in fine
structure of contamination on the surfaces
imaged. Details of potential artifacts from
preparations used for SPM are discussed in
Chapter 4 within the sections describing those
methods. These potential artifacts due to prep
aration methods are similar to those for SEM
by these same methods, as described in the
section above. In addition, AFM, especially
using contact and intermittent or tapping mode
[10], the latter more commonly used for poly
mers [11, 12], requires significant care in image
interpretation as the sample is contacted by the
tip, which can cause physical damage. The envi
ronment can be an issue as humidity can result
in a layer of water vapor on the specimen
surface. As with any artifacts, the key issue is
for the researcher to recognize the cause and
effect of the image detail and interpret it
appropriately.

Artifacts in SPM can also arise from many
instrumental sources, such as scanner motion,
tip geometry, noise (mechanical, acoustic, or
electronic), drift (thermal or mechanical), signal
detection, problems unique to signal detection
methods, improper use of image processing
(real time or postprocessed), environment (e.g.,
humidity), and tip-surface interaction (e.g.,
excessive electrostatic, adhesive, shear, and
compressive forces). The most common arti
facts are those that are related to scanner motion
and tip geometry. In contact mode AFM or
intermittent contact AFM (ICAFM), the tip is
in mechanical contact with a physical surface,
which will have obvious impact on image
resolution. Further, current instrumentation
uses piezo ceramic elements to position
the physical probes relative to the test surfaces
and so consideration of artifacts due to piezo
element positioning are also very relevant.
The ability to recognize artifacts should assist in
reliable interpretation of image data and instru
mental operation. These topics have been previ
ously discussed in detail (see Section 3.3.7).

Early work reviewed by Leggett et a1. [13]
has shown that a number of features of highly
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oriented pyrolytic graphite (HOPG ) surfaces,
such as crac ks and steps, can produce imag e
features through thin pol ymer and biop olymer
layers. Eve n worse, some gra phite features and
ar tifac ts resemble mol ecules and are easi ly mis
inte rpre ted [13]. The recurrent theme, the need
to conduct compleme ntary imag ing, espec ially
when using relat ively new imaging techniques,
thu s continues to be of utmost imp ortance for
the use of SPM techniques. West and Sta rostina
[14} rev iewed the topi c of recognition and
avoida nce of AFM imag ing artifacts noting that
AFM images ar e a result of the probe tip shape
and the sha pe of the feature bein g imaged. If
the probe tip is too wide or too sho rt, the image
feature might be too small. Th e matching of the
probe size and shape to the sample geometry
can limit these artifacts. A damaged probe
might result in image distortion and inacc urate
sha pes. Image processing also may cause arti
facts with SPM images and with those collec ted
by other techn iques. The added difficult y with
SPM is the depth info rm at ion and the fact that
the magnification in the Z dir ect ion genera lly
differs fro m the X and Y directions. Until a new
material is well known, use of comp leme ntary
microscop y is highly recommen ded.

7.3.1.4 A rtifacts in TEM

Ultra thin films and sections, required for TEM
and STEM techn iqu es, are produced by
meth ods such as the formation of single crystal s
(see Section 4.1.3.3), dispersion (see Section
4.1.3.2), film casting (see Section 4.1.3.6), repli
cat ion (see Section 4.6), and ultram icrotomy
(see Section 4.3.4). The last two methods are
most commonly applied to the study of indus
trial materials, although disper sion an d sonica
tion provide thin fragments of the spec imen
quite rapidly. The disad vantage of sonica tion is
that the location of the fragment in the o riginal
speci me n is unknown, whe reas in ult rathin sec
tioning such information is known altho ugh the
meth od is tedi ous. Often, ultr a th in sec tions
have no contras t, and enha nce ment techniques
such as staining (see Sect ion 4.4) and shado w
ing (see Sec tion 4.7.2) are requ ired to image the
structures of interest. Co ntro ls must be exam
ined as ar tifac ts can result from stain dep osits
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and false enhance me nt of shadowed structures.
Replicat ion is an alternative to sectioning a
bulk material , although ther e are disad van tages
in exa mining a replica when the spec imen itse lf
might be examined by a scanning technique at
similar resolution (SE I). Addition ally, an SEI
image is much eas ier to interpret than a T EM
image of a replica. Pretreatment of the spec i
men for repl icati on can involve etching (see
Sec tion 4.5), which can also produce ar tifac ts.
Special methods (see Section 4.9) may be
required for the preparation of soft or deform
abl e microemulsion , latex, or adhesive materi
als that require equipment for freeze dr ying
(see Section 4.9.2), critical point dryin g (se e
Section 4.9.3), or freeze fracture (see Secti on
4.9.4) . Th ese processes must be controll ed and
the resulting images carefully interpreted.
Cryo-TEM (see Section 4.9.5) is more com
monly used tod ay and though ted ious, this
method provides information on fluids not pr e
viously availabl e.

Rad iati on and thermal effects in the TEM
and ST EM can produce large scale cha nges in
polymer speci mens. Th ese changes may be as
seve re as the disappearance of the spec ime n
over time due to depolymeriz at ion and eva po 
rati on. Unless previous studie s or expe rience
show tha t T EM or STEM imaging is required
and no other techniques provide the required
infor mation, the best approach is to con du ct an
optical or SE M experiment , prior to the higher
resolu tion technique, in order to evalua te the
structure or to try AFM instead.

7.3.1.5 A rtifacts in X-ray Microanalysis

Many of the preparations noted for SEM and
TEM also can cause artifacts for microan alysis
in these same instruments. Note the var iou s
facto rs in Table 7.8 that describe the details and
limit s of energy and wavelength dispersive
microan alysis. Co nta mina tion can cause prob
lems. especially in the case of light eleme nt
an alysis. Th e so urce of foreign material is
usually orga nic mat erial on the speci me n
surface or in the vacuum syste m. The polymer
microscop ist has the added difficulty of working
with polymers that are ofte n the source of the
contamination as the electron beam dam ages
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and reacts with the specimens, releasing smaller
molecules and building up a carbon layer on the
sample. Use of appropriate filters in the vacuum
system, liquid nitrogen traps, and turbo pumps
can all keep the system clean and attract gaseous
hydrocarbons that otherwise will form on the
specimen. Carbon contamination can be mini
mized when metal coating a specimen by use of
a good vacuum during that procedure. Poten
tial artifacts are discussed in detail in a recent
text on SEM and x-ray microanalysis [15].

7.3.2 Summary

The two most important topics in the solution
of structural problems are image interpretation
and development of structure-property-process
relations. Imaging techniques and preparative
methods must be chosen that provide images
of the needed structures by the most effi
cient experiments with a minimum of artifacts.
Several major principles have been emphasized
for the imaging of structures. First, the problem
solving protocol (Table 7.1) should be con
sidered prior to developing an experimental
plan. As part of this protocol, the important
properties of the material to be studied should
be determined and the overall objective of the
study defined. The size of the polymer struc
tures required should be determined (Tables
7.2 and 7.3) as an aid in the selection of the
appropriate microscopy techniques. Specimen
preparation methods should be selected after
considering the nature of the specimen itself,
the types of structures to be imaged, and the
potential artifacts. If a specimen can be exam
ined directly, that is preferred over a less direct
specimen preparation method, especially
etching and replication. A key concept to keep
in mind is that specimens are prepared for
microscopy using deformation methods and
that deformation and the other features of the
preparation method, such as metal grain sizes,
staining deposits, and etchants, must be care
fully controlled to enable accurate image inter
pretation and problem solving. Finally, when
more indirect and artifact prone methods are
used, multidisciplinary methods and techniques
should be employed to confirm the nature of
the polymer structures.
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7.4 SUPPORTING
CHARACTERIZATIONS

Microscopy techniques provide important
information about the structure of polymers.
This information is often necessary in order to
develop structure-property relations, but it is
rarely sufficient. For example, the interpreta
tion of anisotropic mechanical properties
requires assessment of orientation and mor
phology as they influence these properties [16].
Morphology is described using microscopy
techniques, whereas the nature of the orienta
tion and the molecular structure must be deter
mined by other analytical techniques. These
techniques include x-ray scattering or diffrac
tion (XRD), thermal analysis, electron spec
troscopy for chemical analysis (ESCA), nuclear
magnetic resonance (NMR), x-ray fluorescence
(XRF), small angle light scattering (SALS),
small angle neutron scattering (SANS), infra
red and Raman spectroscopies, secondary ion
mass spectrometry (SIMS), and the wide range
of chromatographic and wet chemical analyses.
The morphology and properties of block copo
lymers have been described by Gibson et al.
[17]. Reffner [18] provides a good review of
how infrared microspectroscopy (IMS) is
united with microscopy for polymer science
studies, with a special focus on the use of syn
chrotron radiation for IMS. Chalmers and
Everall [19] used Fourier transform infrared
(FTIR) and Raman spectroscopy to discuss
quality assurance techniques for polymers
such as poly(ethylene terephthalate) (PET)
and ethylene-propylene copolymers. Koenig
described spatially resolved spectroscopic
techniques for the characterization and
improvement of engineering polymer [20, 21].
The miscibility of amorphous bisphenol A
polycarbonate (PC) and partially crystalline
poly(butylene terephthalate) (PBT) were also
studied by FTIR, differential scanning calorim
etry (DSC), NMR, and polarized light micros
copy giving depth into the nature of the melt
blend [22]. Sperling [23] provides an excellent
text on multicomponent materials, including a
discussion of characterization techniques, such
as microscopy, ESCA, SIMS, Auger spectros
copy, SANS, and light scattering. A text edited
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by Simon [24] provide s a wide ar ray of polymer
characterization techniques as they are applied
to polymer blends, including thermal analysis,
polar ized light microscop y, light , x-ray and
neu tron sca tte ring, NMR, and electron
microscop y.

Th e inves tigative techniques used include
microscop y and some of those descr ibed in this
section: x-ray diffra ction, infrared and thermal
ana lysis. Techniques that are most frequently
used to complement microscopy obse rva tions
will be outline d here in sho rt summa ry para
graph s that briefly describe the nature of the
information available, the principle of the
technique, and several relevant references.
Much of the current summary has been com
piled from a book, Modern Methods of Analy
sis, produced by the Analytical Research
Department, Summit Technical Ce nte r of the
forme r Ho echst Celanese Co rp. (now Ticona
Engineering Polymers, Florence KY ) [25], and
my co lleagues are dul y and grate fully acknowl
edge d for th is useful compilation. An alytical
imaging using eme rging techn iqu es not gene r
ally th ou ght of as tradition al microscop y tech
niques, such as Ram an microscop y, x-ray
microscop y, and imaging SIMS, are further
described in Sec tion 6.5.

7.4.1 X-ray Diffraction

X-ray scatte ring techniques are the most com
monly applied compleme ntary discipline to
microscopy for structural studies. Th e type of
inform at ion that is obtained by x-ray scattering
experiments includes phase identification and
qu antification, crystallinity, crysta llite size,
lattice constants, molecular orientation and
structure, molecular packing and orde r, and
amo rphous structure [26-30]. Diffraction tech 
niques that will be described include powd er
diffraction ,wide angle x-ray scat te ring (WAXS ),
and fiber diffract ion . Small angle x-ray scatte r
ing (SA XS) will be describ ed in Section 7.4.4.

Crysta lline materi als can be ide ntified by
rapid computerized powder diffracti on tech
niqu es. Th e principle of this technique [30J is
that the crysta llites within a sample, placed in
a collima ted x-ray beam, reflect x-rays at spe
cific angles and intensities. Th e diffraction
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pattern can be recorded photographically, using
a cam era (e.g ., a Debye-Scherrer camera) or
using a powder diffr actometer. Chemical
ana lysis depends on the fact that each chemical
com position and crystallographic struc ture
produces a unique angular distribution of
diffracted intensity. Analysis is based on com
parison of the diffractometer scan with known
sta nda rds. Typical applications of the powder
diffr acti on technique to polymers would be the
identification of mineral fillers in enginee ring
resins, the nature of crystalline contam inants,
and det ermination of crystalline ph ases in a
material.

Wide angle x-ray scattering [26, 27, 31] is
used to ide ntify the nature of crystalline phases
on an atom ic scale, the degree of crystallinity,
the size of crysta llites, and the degree of perfec
tion and orienta tion of crystallites. Crysta lline
materials give rise to sharp diffraction rings or
peaks, whereas amo rphous materials produce
broad, diffuse scatte ring of x-rays. Th e crysta l
linity of a mat erial is a funct ion of the amo unt
of sharp to diffuse diffracted inte nsity. An alysis
of the width of reflections alon g any crys ta llo
graphic axis provides data abo ut crysta llite
sizes and the degree of disorder within the
crystal in that direction. Smaller crys ta llites
result in broa de r reflections than those of larger
crysta llites .

Th e degree of orientation of crysta llites can
be computed from the arc lengths, or the
angular spread of a chosen reflection . Mold ed
specim ens are known to have struc tural het ero
gen eities, including layers that can be see n visu
ally. Wide ang le x-ray scattering techn iqu es can
provide information about the degree and
direction of molecular orientation within these
different layers as long as the layer , or sec tion
of the speci men, is smaller than the x-ray beam .
Polymer fi ber bundles, align ed in the x-ray
beam , provide patt erns that can be analyzed for
the degree of alignment of the molecules along
the fibe r axis [27, 32]. The uniaxial nature of
fibers makes the WAXS experiment stra ight
forward and useful in polymer structure det er
mination . This techniqu e has bee n used to
de termine the crysta lline content of fibe rs as a
function of process parameters , such as spin
ning speed.
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Recent trends in x-ray diffraction are the
increased use of electronic data collection and
computer analysis and in situ or dynamic exper
iments. These include experiments where the
x-ray patterns are obtained while the sample is
stretched, heated to its melting point, or aligned
with an electric field. Synchrotron radiation is
several orders of magnitude more intense than
regular laboratory x-ray sources, and its
use allows real-time study of deformation or
fiber spinning, for example. More synchrotron
sources usable for polymer science are cur
rently being built, and although they are limited
to national facilities, access has improved. The
increased power of computer data analysis
permits "whole pattern analysis" where the
crystal structure, orientation, and crystallinity
are simultaneously determined [33]. More
detailed numerical analysis has led to interpre
tation of x-ray patterns in terms of three phases
in semicrystalline polymers instead of the usual
two.

The ordering of polymers, determined by x
ray diffraction techniques, has been reported
by many investigators. Classic methods are
available [34] to determine the crystallinity in
terms of the ratio of integrated peak intensity
to the integrated intensity of the entire trace,
although these methods depend upon good
separation of crystalline peaks from the amor
phous background. Hindeleh and Johnson [35]
developed sophisticated calculation and peak
separation techniques for the estimation of
crystallinity and crystallite size in polyamide
and polyester fibers. They showed that the
apparent crystallite sizes increase as a function
of annealing. The x-ray calculations are indirect
compared with direct high resolution electron
microscopy observations of true mean crystal
lite sizes. X-ray diffraction provides peaks that
are evaluated for peak broadening, with inher
ent complications due to the effects that crystal
lite size distribution and lattice distortion have
on the calculation of the average, apparent
crystallite size [36]. Electron microscopy can
provide lattice fringe images or replicas that are
used to determine the true crystallite size dis
tribution if unaffected by specimen preparation
[37, 38]. The structure of liquid crystalline
copolyester fibers has also been determined by
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x-ray techniques. Variations in the positions
and intensities of the peaks have been used to
study the randomness of the polymers [39, 40].
Liquid crystal polymers (LCPs) have also been
studied by combined rheo-optical and dynamic
x-ray scattering of flow induced textures to
assess the underlying mechanism leading to the
formation of the microstructure [41]. Polymer
structure determination using electron diffrac
tion has been described in Section 2.4.3.
Although it is less precise than XRD, valuable
data are available from much smaller crystals
and small local areas of a specimen than by
XRD. X-ray diffraction is clearly the better
technique for routine structural investigations
on regions of lOOl1m diameter or greater. Elec
tron diffraction and imaging is performed on
samples several orders of magnitude smaller.

An example of the use of complementary
techniques is a paper by Frye et al. [42]. These
authors compared the structural investigation
of ultrahigh modulus linear polyethylene by
electron microscopy, WAXS, and combined
nitric acid etching and low frequency Raman
spectroscopy. Calculations of the integral
breadth of the (002) reflection and dark field
TEM gave the same crystal lengths. Addition
ally, nitric acid etching followed by Raman
spectroscopy suggested that there is a broad
crystal length distribution for high draw ratio,
also consistent with the WAXS and TEM data.
These techniques all show an increase in the
crystal length in linear polyethylene (PE) with
increased draw ratio. Hall [43] has several
chapters on the application ofx-ray and neutron
scattering techniques to the study of polymers.
This includes chapters on the determination of
the structures of aromatic polyesters by WAXS,
computer analysis of diffraction patterns, and
the ability of SAXS to distinguish the morphol
ogy of crystalline polymers. The molecular
relaxation processes and structure of isotactic
polystyrene (iPS) films were investigated with
real-time dielectric spectroscopy and simulta
neous wide and small angle x-ray scattering in
order to explore the restrictions imposed on
molecular mobility in the vicinity of the glass
transition for crystallized iPS [44]. The final
example in this section is the study of the crys
tallization of diblock copolymers using x-ray
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scatt ering, thermal analysis , and polarized light
micro scopy [45]; these techniques used in isola
tion would not have provided a full story of the
microstructure.

7.4.2 Thermal Analysis

There are a variety of thermal analysis tech
niques that are applied to the understanding of
polymer materials. These include differ ential
thermal analysis (DTA), differential scanning
calorimetry (DSC) , thermomechan ical analysis
(TMA), thermogravimetric analysis (TGA),
and dynamic mechanical analysis (DMA ) [46
51]. Differential thermal anal ysis techniques
permit study of the thermal behavior of materi
als as they undergo transformations as a func
tion of temperature. This permits evaluation of
melting points, crystallinity, purity, heat of
fusion , specific heat, reaction kinetics, and so
forth . Th e principle of the technique is that a
sample and a reference material are heated
while both are monitored by therm ocouples.
Th e output of the instrument is the difference
between the two thermocouple voltages. When
there are no thermal transformations, this
output voltage is zero. If the output is positive,
there is an exothermic reacti on , wher eas a neg
ative voltage shows an endo thermic reaction.
Differential thermal analysis thermograms ,
plots of this output as a functi on of the refer
ence temperature, provide data regarding
glass transition, crystallization. and melting
parameters.

Differential scanning calorimetry is another
thermal technique similar to DT A in the type
of information available, alth ough the experi
ment may be more reproducible due to the
nature of the instrument. Typ ically, a small
sample and a reference mat erial are heated at
a constant rate . and the power consumption or
heat flow is measured as a functi on of tempera
ture or time. The differ ence between the heat
required by the sample and the reference is a
dir ect measure of the thermal properties of the
sample. Essentially, the technique is used to
measure the energy necessary to establish a
close to zero temperature difference between
the material and the reference material. The
DSC therm ogram is a plot of the differential
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heat flow versus the temperature or time. Inte
gration of peaks gives the enthalpy change of
the specimen. Again, glass transitions, crystal
lization and melting points are determined by
this important and useful technique. In the case
of liquid crystalline compounds, the multiple
thermal transiti ons often require complemen
tary hot stage microscopy and x-ray diffraction
techniques to ide ntify the phases. One example
of the technique is in the det ermination of the
effect of the composition of copolymers on the
glass transition temperature as an indicator of
the degree of phase separation [17]. Adv ances
in instrumentation have changed the sensitivity
and measurements available, and the se should
be addressed on the Web sites of the instru
ment companie s.

Thermomechanical analysis permits mea
surement of the dimensional changes of
materials as a function of heating or cooling.
Thermomechanical anal ysis measurements
include expansion and contraction, degree of
crosslinkin g, glass transitions, crystallization
temper atures, and so forth. A movable core
differ enti al transformer in the TMA, in combi
nation with specific probes, permits the various
measurements to be made as a function of tem
perature. Thermogravimetric anal ysis is a tech
nique that provides a measure of the weight
change of a material as a function of tempera
ture. Measurements by TGA include thermal
stabilit y of polymers, determination of vola
tiles, additives, or solvents, decomposition
temperatures. and kinetics. Thermogravim etric
analysi s operates on a null balancing principle
with a sensitive balance maintaining a refer
ence position for comparison with the weight of
the sampl e. A current flow is produced to
balance variations in weight between the refer
ence and the sample, and this current is propor
tional to the change in sample weight. The
relative thermal stability of polymers is quite
import ant in end use properties.

Dynamic mechanical analysis techniques
permit measurement of the abilit y of materials
to store and dissipate mechanical energy during
deformation . Dynamic mech anical analysis is
used to determine the modulus, glass tran sition ,
mechanical damping and impact resistance,
and so forth, of thermoplastics, therm osets,
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elastomers, and other polymer materials. Infor
mation regarding the phase separation of poly
mers is also available by DMA [17]. In DMA,
viscoelastic materials are deformed in a sinusoi
dal, low strain displacement, and their responses
are measured. Elastic modulus and energy dis
sipation are the measured properties. Stress
strain relationships are determined by DMA,
and temperature scans reveal glass transitions,
crystallization and melting information. Blends
of polypropylene and rubber have been studied
by DSC where the intensity of one of the two
crystallization exotherms was used as a measure
of the polypropylene domains and compared
with the size determined by TEM cryomicrot
omy and osmium tetroxide staining methods
[52]. Isothermal annealing of PET above the
crystallization temperature was shown to influ
ence the morphology and increase thermal sta
bility by combined SAXS and DSC analysis
[53]. An excellent text edited by Turi [47]
describes the instrumentation and theory of
thermal analysis and its application to thermo
plastics, copolymers, thermosets, elastomers,
additives, and fibers.

7.4.3 Spectroscopy

7.4.3.1 X-ray Fluorescence

X-ray fluorescence (XRF) spectroscopy is a
technique for the determination of elemental
composition of materials, for elements greater
than atomic number 11, present above 0.05%
concentration [54-56]. The technique is similar
to the electron probe microanalyzer (EPMA),
and x-ray analysis in the electron microscope
(see Section 2.7.1), except that the EPMA is
used for local analysis, whereas XRF is a bulk
technique. Exposure of the sample to an x-ray
beam causes electrons to be ejected and outer
shell electrons to fall into the vacancies, emit
ting x-rays of discrete energy. Characteristic
energies are associated with specific elements,
and the x-ray intensities are related to the con
centration of the element in the sample. There
are problems with this direct association of x
ray intensity and concentration, due to absorp
tion by the matrix, but standards and software
programs are available to calculate elemental
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composition. X-ray fluorescence experiments
have the advantage of being rapid and nonde
structive . These techniques are usefully applied
to the assessment of fillers, additives, and con
taminants in polymers, and software is avail
able for quantitation.

7.4.3.2 Infrared and Raman

Infrared and Raman are complementary vibra
tional spectroscopies, and both will be consid
ered here . The absorption versus frequency
characteristics of light transmitted through a
specimen irradiated with a beam of infrared
radiation provide a fingerprint of molecular
structure. Infrared radiation is absorbed when
a dipole vibrates naturally at the same fre
quency in the absorber. The pattern of vibra
tions is unique for a given molecule, and the
intensity of absorption is related to the quantity
of absorber. Thus, infrared spectroscopy
permits the determination of components or
groups of atoms that absorb in the infrared at
specific frequencies , permitting identification of
the molecular structure [21,57-65]. These tech
niques are not limited to chemical analysis.
With instruments of high spectral resolution,
the tacticity, crystallinity , and molecular strain
can also be measured. Copolymer dispersions
can be determined as block copolymers absorb
additively, and alternating copolymers deviate
from this additivity due to interaction of neigh
boring groups.

The conventional spectrometer with a dis
persive prism or grating has been largely super
seded by the Fourier transform infrared (FTIR)
technique. This uses a moving mirror in an
interferometer to produce an optical transform
of the infrared signal. Numerical Fourier analy
sis gives the relation of intensity and frequency,
that is, the IR spectrum. The FTIR technique
can be used to analyze gases, liquids, and solids
with minimal preparation in short times. The
FrIR technique has been applied to the study
of many systems, including adsorption on
polymer surfaces, chemical modification, and
irradiation of polymers and oxidation of rubbers
[66]. The application of infrared spectroscopy
to the study of polymers has been reviewed by
Bower and Maddams [62].
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Infrared dichroism is a phenomenon that is
used to measure the degree of orienta tion of the
polymer cha in. In this case. aligned groups, such
as in a stre tche d polymer film, exhibit absorbance
in the infrared that varies depending up on the
alignm ent of the transition mom ents with respec t
to the polarization dir ection of the incide nt radia
tion [62]. Gibson et al. [17] discussed ob taining
infra red dichroism measurements by uniaxially
orienting a film sample and determining the
abso rbance of selected band s with radiation
polar ized parallel and perpendicular to the stretch
dir ection. A dichroic ratio of these two absor
bances is then related to an orie ntation function.

Infrared microspectroscopy (IMS) is widely
accepted as a routine technique for polymer
science, trace evidence examination s, probing
biological tissues, and many o the r spectra l anal
yses including polymers [18]. Imaging of the
ph ase mor ph ology of semicrys ta lline polymers
and polymer blends in the melt has been done
using FfIR to study different types of sphe ru 
lites of poly(vinyliden e fluoride), which cannot
be compa red in the light microscop e [67].
For en sic sciences make excellent use of various
microspect roscopies, especially infra re d com
bined with SEM/EDS and Ram an [18, 68].
which are used to identify drugs and othe r
mat eri als and for prosecution of pharmaceuti
ca l patents; th ey ar e ment ion ed here as being
of excellent use for problem so lving of paint s.
fragments, fibers, and othe r materials by micros
copy and spec troscopy tec hniques .

Laser Ram an spectroscopy [21. 57, 60-62. 66,
69- 71] is a light scattering process where a
sample is irradiated with a laser and the inelas
tically scattered light collect ed and analyzed.
Function al gro ups (e.g., carbon-car bon double
and tr iple bonds and carbon bo nde d to sulfur
and chlor ine) scatte r incide nt rad iat ion at cha r
acteristic frequency sh ifts in Ram an spe ctros
copy [69]. Th e vibratio na l fre quency of the
group is the amount of shift fro m the exciting
rad iati on . Ram an spectra depend up on polariz
ability, whe reas infrar ed absorpt ion relat es to
dipole mo me nt changes so th at for most groups,
e ither the vibra tiona l band is ac tive in the infra
red or it is observed in the Ram an . Th e tec h
niqu es are complem entar y for molecul ar
struc ture det ermination s.
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An important de velopment in Ram an
spectros copy has been the coupling of the
spec tro me te r to an optical microscope. This
allows the che mical and structural ana lysis
described above to be applied to sample
volumes only 1Jim across [70, 71J. Confoca l
Ram an spectroscopy has be en used to det er
min e th e co mposition of bin ary polyfluoren e
composites with micro and mesoscale phase
sepa ra tion and the results compared with
ICAFM images [71J. No mor e sample prepar a
tion is required than that for op tica l micros
copy, and the microscope itself can be used
to locate and record the area th at is ana lyzed.
Thi s has obvious practical applicati on to the
characterization of small impurities or dis
persed phases in polymer samples. Th is instru 
ment, wh ich may be called the "m icro-Ram an
spectromet er ," the "Raman microprobe," or
the "Molecular Optics Laser Examiner" [72].
has also been applied to the study of me chan i
cal properties in polymer fibers and co mpos ites .
It can act as a noninvasive strain ga uge with
I Jim resolution , as has been reviewed by
Meier and Kip [73]. E ven if the sample is
large and hom ogen eous, there may be adva n
tages in using the micro-Raman instrumen t.
The microscop e lenses are very efficient at co l
lecting the sca tte red light , and becau se only a
sma ll volume is in the laser beam, a higher
power den sity can be used witho ut overheating
and destroying the sample [73]. The main dis
adva ntage is th at the micro-R am an instrument
is expe nsive. If th e laser beam can be scanne d ,
a Raman image can be formed; thi s is a kind
of microscopy and was described in Section
6.5.2.

7.4.3.3 Nuclear Magnetic Resonance

Nucl ear magn et ic resonance (NMR) uses the
magneti c properties of nucl ei , particularl y the
proton IH and 13C to ob serve structura l fea 
tures in po lyme r chains. A radio frequency field
and a magneti c field are applied to the sample,
and at the resonance con diti on energy is
absorbed. Th e exact resonance fre que ncy
depends on the local che mical en vironmen t of
the ato m. Measur ing the sma ll differen ce in
reson an ce frequen cy, the chemical shift , and
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using model compounds allows the exact chem
ical structure to be determined [74]. Traditional
NMR was a chemical technique applied to solu
tions to determine the chemical structure and
tacticity . With Fourier transform and other
techniques and today 's more powerful magnets,
NMR can be applied to a wider range of nuclei
in solution or in the solid state [75-78]. Chemi
cal information can be obtained not only about
the average structure, but also about defects
such as copolymer structure [79]chain ends and
branch point density [80]. There is also a wide
range of structural information available. For
example, the linewidth of the resonances gives
information about the mobility of the chain or
of specific side groups, and thus can provide
glass transitions (Tg) or crystallinity.

7.4.3.4 X-ray Photon Spectroscopy

X-ray photon spectroscopy (XPS) is also known
as electron spectroscopy for chemical analysis
(ESCA). Both names are descriptive, as the
essential feature of the technique is bombard
ment of a specimen with monochromatic x-ray
photons, and the energy spectrum of electrons
that are emitted is measured. The binding
energy of the core electrons that are emitted
and the kinetic energy that they possess sum to
the x-ray energy. Peaks in the plots of electron
intensity versus binding energy correspond
with the core energy levels that are character
istic for a given element. Small shifts in the
binding energy are caused by the state of the
valence electrons, that is by the local chemical
environment. The spectrum thus allows ele
mental and chemical analysis of the top 2-lOnm
of the surface [81-84]. The specimen must be
in a high vacuum, but apart from that the
method is nondestructive. Other advantages
are that the data interpretation is relatively
straightforward, and sample preparation is
simple, although the equipment is expensive .
The spectra can sometimes be unclear because
the electron spectrometer resolution is not suf
ficient to prevent peaks with different chemical
shifts from overlapping. A database of many
spectra has been built up to aid identification
[85]. X-ray photon spectroscopy has been
applied to many polymer problems, particu-

Problem Solving Summary

larly for the investigation of surface modifica
tion processes [66, 86] and the interaction of
polymers and metal layers deposited on them
[87]. Most XPS instruments have a spatial reso
lution of less than 1mm. Higher resolution is
possible, but a very high flux of x-rays is needed
to keep the signal high, and this may destroy
most polymer specimens. Briggs [84] discussed
the surface analysis of polymers by the comple
mentary techniques of XPS and SIMS. Hinder
et a1. [88] used a combination of ultra low angle
microtomy through polymer coatings and paints
to assess the morphology and chemistry using
XPS, time-of-flight SIMS for compositional
depth profiling, and SEM and AFM to investi
gate the morphology and topography of the
surfaces resulting from the preparation
method.

7.4.3.5 Auger Spectroscopy

Auger spectroscopy [82, 83, 89] is a surface
elemental analysis technique similar to XPS
although with higher spatial resolution and
lower detection limits. Auger analysis is diffi
cult to apply to polymers due to the severe
sample degradation that occurs during the anal
ysis. Scanning Auger microscopy (SAM) is a
method for the elemental mapping of a surface
with a rastered electron beam. It gives 5)lm
spatial resolution with depth profiling possible
by ion etching. An energetic beam of electrons
strikes the atoms of the material in a vacuum
environment, and electrons with binding ener
gies less than the incident beam energy may be
ejected from the inner atomic levels, creating a
singly ionized excited atom. This inner level
vacancy is filled by de-excitation of electrons
from other electron energy states. The energy
released can be emitted as an x-ray (fluores
cence) or transferred to an electron in any
atom. If this latter electron has lower binding
energy than the energy from the de-excitation,
then it will be ejected, with its energy related
to the energy level separations in the atoms.
Auger electrons are the result of de-excitation
processes of these vacancies and electrons from
other shells and a re-emission of an electron to
carry away excess energy. The electrons emitted
have a short mean free path, and thus all Auger
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electrons are from the first few atomic surface
layers. The kinetic energy of the freed electron
is detected, and these energies reflect the varia
tions in binding energies of the levels involved
in the process. The spatial resolution of Auger
spectroscopy is about 20-50nm, similar to
energy dispersive spectroscopy of thin sections.
Auger analysis is used in the study of adhesion
on metal surfaces, in adsorption, corrosion, and
oxidation studies.

7.4.4 Small Angle Scattering

Small angle scattering is a technique for the
determination of morphological structures on a
scale larger than that of the wavelength of the
radiation used. Light, x-rays, and neutrons are
used for small angle scattering, and the experi
mental details of these techniques are very dif
ferent. They share the property of forming
good numerical averages of feature size over a
comparatively large volume of sample , without
giving local details of the morphology. They are
therefore complementary to microscopy , which
can give the local details, but usually with a
restricted field of view.

7.4.4.1 Small Angle Light Scattering

Small angle light scattering (SALS) uses light of
wavelength 0.5uux, so it can be used to investi
gate structures in the range 5-lOO/lm. Spheru
lites are structures of semicrystalline polymers
that are in this size range and are studied by
SALS techniques. In SALS, a monochromatic,
collimated, and plane polarized laser beam
passes through a thin polymer film. The scat
tered radiation is analyzed with a second polar
izer, aligned with the first polarizer, and the
scattering pattern is recorded on photographic
film or by electronic detectors. The scattering of
visible light is related to variations in the anisot
ropy and refractive index or polarizability of the
specimen, and this polarizability is affected by
the molecular structure [90].Thus, light scatter
ing techniques provide information about
molecular structure and orientation. Spherulites
in crystalline polymers have been found to be
anisotropic scatterers, and theoretical scattering
patterns have been calculated [91]. Typically,
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spherulitic structures are characterized by com
plementary SALS and polarized light micros
copy techniques [90-92] where the scattering
angle in the SALS pattern is used to determine
the size of the spherulite. Stein et al. [90]
reviewed the theory and applications of light
scattering techniques, including a comparison
with x-ray and neutron scattering.

7.4.4.2 Small Angle X-ray Scattering

Small angle x-ray scattering experiments are
used to analyze the macrostructure of materials
on a scale of about 1-200nm [93-96]. The
SAXS technique provides information regard
ing the electron density distribution of the
material, and analysis of the angular distribu
tion of the peak intensities (if there are peaks)
reveals the periodicity and magnitude of that
electron distribution. Thus, average morpho
logical information is provided that is useful for
the determination of the nature of voids or
crystalline regions . Periodic structures, such as
crystalline lamellae in polymers, produce small
angle diffraction peaks whose measurements
reflect the lamellar periodicity (i.e., thickness
plus spacing). The principle of the technique is
that x-rays are scattered by regions of varied
electron density , such as voids or local crystal
line regions , and the intensity is related to the
number of such regions and their contrast.
Small angle x-ray scattering is often used to
define the size and shape of voids or fibrils in
fibers and to measure the lamellar spacing in
crystalline polymers.

Complementary studies involving SAXS and
microscopy are common in polymers. They
include studies of lamellar structures in poly
ethylene [97] and of fibrillar structures in rigid
rod polymer fibers [98, 99]. Detailed analysis of
the SAXS streak from high modulus fibers has
been used to determine the length and orienta
tion distribution of the fibrils [100]. To cover a
wide range of feature size during phase segre
gation of polyethylene blends, SAXS was com
bined with SALS [101]. Combination of
cryo-TEM (see Section 4.9.5) and SAXS was
conducted on mixed solutions of poly(ethylene
oxide)/sodium dodecyl sulfate systems; the
former provided direct images of the
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microstructural building blocks, and the latter
gives quantitative information not available by
microscopy [102]. Two dimensional SAXS data
was combined with AFM during tensile elonga
tion and after subsequent relaxation, and DSC
and birefringence of film under strain, to assess
the morphology and orientation during defor
mation of segmented thermoplastic elastomers
[103]. The deformation in lamellar and crystal
line structures were studied by in situ simulta
neous SAXS and WAXS conducted on PET
fibers as a function of applied stress to under
stand the influence of the interactions between
the crystalline and amorphous domains on the
fiber properties [104]. Fibers in which the crys
talline strain was large because of their strong
linkages to the amorphous chains, and better
load transfer, had the highest modulus and
lowest ultimate elongation.

7.4.4.3 Small Angle Neutron Scattering

Neutrons are uncharged particles that may
interact with a specimen by nuclear interactions
resulting in a transfer of energy and momentum
between the neutron and target materials [105].
Neutron scattering from hydrogen is very dif
ferent to scattering from deuterium, so chemi
cally similar deuterated molecules can be
distinguished in a matrix of normal hydroge
nated polymer. This allows the shape of indi
vidual molecules to be derived [96, 105, 106].
An early triumph of small angle neutron scat
tering (SANS) was to show that the molecules
in an amorphous polymer have a random coil
shape as predicted by Flory. Since then, there
have been many studies of copolymers [107
109], blends [110-112], semicrystalline poly
mers [113, 114], and drawn fibers [115]. The
emphasis in these studies has been the shape of
individual molecules in these different circum
stances, their diffusion and segregation to sur
faces.Comparison of the radius ofpolybutadiene
in diblock copolymers showed that the TEM
values were significantly smaller than those
obtained by SANS [108]. Domain boundary
thicknesses, domain sizes, and domain packing
order have also been determined by SANS
measurements of solvent cast diblock copoly
mers and blends [109].
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7.4.5 Summary

As was described in the first chapter in this
text, and throughout the examples in various
chapters, a very wide range of analytical tech
niques is used to determine the structure of
polymeric materials. The chemical regularity,
stereochemical configuration, and molecular
weight distribution make up the basic molecu
lar structure. These are unaffected by physical
processing, but they define the starting mate
rial for such processing. The techniques used
to determine this level of structure are essen
tially chemical ones .

The physical structure can be affected by
processing and involves many variables, for
example the molecular orientation and the dis
tribution of dispersed phases in multiphase
systems. If crystals are present, other important
variables are the crystal structure, the degree of
crystallinity, the crystal sizes and their arrange
ment into spherulites or other structures. This
type of structure is determined by microscopy
and by a range of scattering and spectroscopic
techniques, as has been discussed in this chapter.
Second phase distribution is commonly deter
mined by electron microscopy and by x-ray or
neutron scattering. The degree of crystallinity
may be obtained from the density of the sample,
from wide angle x-ray diffraction, from thermal
analysis, and from NMR. In some cases,
the two phase model of amorphous and crystal
line material is insufficient, and the quantity
of interfacial material must be considered.
The interfacial material is associated with the
fold surface of the lamellae, and the quantity
of such material in PE is determined by
Raman, WAXD, and NMR. Lamellar thick
ness is determined by small angle x-ray scatter
ing and in some materials by Raman (low
frequency longitudinal acoustic mode) and
by TEM. If all are available, the combined
results give a much clearer picture than is avail
able from a single technique as each method
has its advantages, but to do all of these well
is time consuming.

To some polymer scientists, the word mor
phology means the assembly and relative
arrangement of crystals or of second phase par
ticles, whereas others use supermolecular struc-
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ture to describe the same thing. Whatever the
name , optical and electron microscopy and the
complementary techniques of light and x-ray
scattering are used to determine such structure.
Common arrangements in crystalline polymers
solidified from the melt are spherulites, row
structures , stacks or bundl es of lamellae ,
rods, and fibrils. Poorly ord ered materials may
have randomly placed single lamellae. In
general, microscopy is used to define the
type of arrangement, and a scattering tech
nique, which samples a much larger volume, is
used to measure average dimensions of the
various structures. Without microscopy, a
model must be assumed to interpret the scat
tering data ; without the scattering, a great deal
of quantitative microscopy must be done to
ensure sta tistical sampl ing of the specimen
structure. Thus, although our subject here is
microscopy, it is apparent that at every point,
complement ary techniques are vital for problem
solving.
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APPENDIX 1. ACRONYMS OF
POLYMER NAMES

Aery lonitrile-butadiene-styrene

Acrylonitrile-butadiene rubber

Acrylic-styrene-acrylonitrile

Cellulose acetate

Cellulose nitrate

Chlorinated polyethylene

Oiethyl triamine

Ethylene-propylene-diene
monomer rubber

Ethylene-vinyl acetate

High density polyethylene

High impact polystyrene

High modulus polyethylene

Hydroxy propyl cellulose

High temperature nylon

Liquid crystal polymer

Low density polyethylene

Polyacetal (see Polyoxymethylene)

Polyacrylonitrile

Polyamide (nylon)

Polybutadiene

Poly(butylene terephthalate)

Polycarbonate

Poly(eth er ether ketone)

Polyetherimide

Polyethersulfone

Polyethylene

Poly(ethylene oxide)

ABS

ABR

ASA

CA

CN

CPE

OETA

EPOM

EVA

HOPE

HIPS

HMPE

HPC

HTN

LCP

LDPE

PAN

PA

PB

PBT

PC

PEEK

PEl

PES

PE

PEO

Poly(ethylene terephthalate)

Polyimide

Poly(methyl methacrylate)

Polyoxymethylene

Polypropylene

Poly(phenylene oxide)

Poly(phenylene sulfide)

Poly(p-phenylene benzobisoxazole)

Poly(p-phenylene benzobisthiazole)

Poly(p-phenylene terephthalamide)

Poly(p-xylylene)

Polystyrene

Polysulfone

Poly( tetrafluoroethylene)

Polyurethane

Poly(vinyl acetate)

Poly(vinyl alcohol)

Poly(vinyl chloride)

Poly(vinylidene chloride)

Poly(vinylidene fluoride)

Resorcinol-formaldehyde latex

Styrene-acrylonitrile copolymer

Styrene-butadiene rubber

Styrene-butadiene-styrene

PET

PI

PMMA

POM

PP

PPO

PPS

PBZO
or PBO

PBZT

PPTA

PPX

PS

PSO

PTFE

PUR

PVAC

PVOH

PVC

PVDC

PVDF

RFL

SAN

SBR

SBS
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APPENDIX II. ACRONYMS OF
TECHNIQUES

Appendices

Note: The same acronym is often used to denote
the microscope (e.g., SEM , "scanning electron
microscope") or the microscopy (e.g., SEM,
"scanning electron microscopy").

Analytical electron microscope

Atomic force microscope

Backscattered electron imaging

Confocal scanning laser
microscope

Confocal scanning optical
microscope

Differential interference
contrast

Energy dispersive x-ray
spectroscopy

Field emission scanning
electron microscope

Frictional force microscope

High pressure scanning
electron microscope

High resolution scanning
electron microscope

High resolution transmission
electron microscope

Infrared spectroscopy

Laser confocal scanning
microscope

Lateral force microscope

Magnetic force microscope

Microdiffraction

Near-field optical microscope

Nuclear magnetic resonance

Optical microscope

Phase contrast microscope

Polarized light microscope

Scanning electron microscope

Scanning probe microscope

AEM

AFM

BEl

CSLM
(also LCSM)

CSOM

DIC

EDS

FESEM

FFM

HPSEM

HRSEM

HRTEM

IR

LCSM

LFM

MFM

.udiff

NFOM

NMR

OM

PC

PLM

SEM

SPM

Scanning thermal microscope

Scanning transmission electron
microscope

Scanning tunneling microscope

Scanning tunneling
spectroscopy

Secondary electron imaging

Selected area electron
diffraction

Small angle neutron scattering

Small angle x-ray scattering

Transmission electron
microscope

Conventional TEM

Wavelength dispersive x-ray
spectroscopy

Wide angle x-ray scattering

SThM

STEM

STM

STS

SEI

SAED

SANS

SAXS

TEM

CTEM

WDS

WAXS
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APPENDIX III. MANMADE POLYMER FIBERS

507

Fiber type

Cellulosic

Noncellulosic

Generic name

Acetate
Rayon
Triacetate

Acrylic
Aramid
Copolyester
Fluorocarbon
Nylon
Polybenzimidazole (PBI)
Polyester (PET, PEN)
Polyethylene
Polypropylene
Spandex
Ultrahigh molecular weight PE (UHMWPE)
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APPENDIX IV. COMMON COMMERCIAL POLYMERS AND
TRADENAMES FOR PLASTICS, FILMS, AND ENGINEERING RESINS*

Generic name Tradename Manufacturer Typical end uses

Acrylonitrile-butadiene- Novodur Bayer Automotive, appliance housings, furniture,
styrene (ABS) Magnum Dow construction, consumer electronics, pipes

Cycolac SABIC

Epoxy, rubber toughened Dow Paints, coatings, adhesives, pipes, circuit boards
epoxies BASF

High impact polystyrene Styron Dow Automotive, appliance housings, furniture, toys,
(HIPS) packaging, housewares, audio and video cassettes,

dinnerware, etc.

High density PE (HDPE) Dow Containers, pipes, fabricated parts

Low density PE (LDPE) Ultramid BASF Packaging, films for bags, stretch wrap
Dow
Eastman

Nylon: polymer and resin Vydyne Monsanto Carpet yarns, tire cords, automotive, electrical,
Zytel DuPont cigarette lighters, sporting goods, brushes
Celanese Ticona
Nylon 6,6

Polybutadiene in copolymers Tires, rubber articles, encapsulation
and blends

Poly(butylene terephthalate) Celanex Ticona Automotive and other fabricated parts, bearings,
Thermoplastic polyester Valox SABIC housings
(PBT) BASF

Polycarbonate Lexan SABIC Bottles, safety glass, auto lenses, helmets, aircraft
Calibre Dow interiors, optical media, sheets and profiles, electrical
Makrolon Bayer and lighting

Toughened polycarbonates Cycoloy SABIC Automotive, vacuum cleaners, computer and business
Pulse Dow machines, transportation
Xenoy SABIC
(w/EPDM)

Poly(ether ether ketone) Victrex Victrex Manuf. Cable insulation, coatings, composites, automotive,
(PEEK) industrial, chemical, aerospace, electrical/electronic

(E/E)

Polyetherimide) (PEl) Ultem SABIC Aerospace seats, lights, wiring, films, tapes

Polyether sulfone (PES) BASF Electrical applications, industrial, automotive,
medical

Poly(ethylene Mylar DuPont Films for packaging, coatings, containers, bottles
terephthalate) (PET) THERMX Eastman

PET engineering resins Petlon Bayer Extrudates and moldings, E/E connectors, sockets,
Rynite DuPont sensors, bottles, recording tapes, electrical insulation
Vandar Ticona
Impet

Polyimide (PI) Kapton DuPont Printed circuit boards, insulation, films for motors,
adhesives, electronics
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Generic name Tradename Manufacturer Typical end uses

Poly(methyl methacrylate) Plexiglas Arkema Camera lenses, airplane windows, signs, molded parts,
PMMA sheeting

Polyoxymethylene (POM) Celcon Ticona Automotive fuel systems, E/E, plumbing, pump parts,
Delrin Dupont appliances, electrical gears, zippers

Poly(phenylene oxide) Noryl SABlC Appliances, housings, pumps, shields, electronic
(PPO) and PPO-HIPS components
blends

Polypropylene (PP) Dow Carpet backing, ribbons, appliance housings,
automotive, consumer durables, packaging, health

Polyphenylene sulfide (PPS) Fortron Ticona High temperature applications in electronics,
Ryton Phillips housings, industrial, automotive, lamps, lighting

fixtures

Polystyrene (PS) Styron Dow Packaging, lighting, dinnerware, medical ware, toys,
gloss laminations and bottles, disposables, egg cartons

Polysulfone (PSO) Udel Solvay Camera bodies, electrical connectors, light sockets,
food appliance coatings, cookware, membranes

Poly(tetrafluoroethylene) Teflon DuPont Solvent resistant coatings, films, industrial, E/E parts,
(PTFE) medical

Ethylene Automotive, architectural, chemical and food process
tetrafluoroethylene (ETFE) industries

Poly(vinylidene fluoride) Kynar Arkema Pipe fittings, seals, lab ware, aircraft parts
(PVDF)

Poly(vinyl acetate) (PVAC) Paints, adhesives, coatings

Poly(vinyl alcohol) (PVOH) Elvanol DuPont Coatings, adhesives, cosmetics

Poly(vinyl chloride) (PVC) Bayer Food wrap, furniture covers, flooring, footwear, pipes

Poly(vinylidene chloride) Saran Dow Films, protective packaging
(PVDC)

Saturated styrene-butadiene- Kraton G Kraton Fabricated parts
styrene block copolymers Polymers

Styrene-acrylonitrile (SAN) Dentures, lenses, auto and other fabricated parts

Styrene-butadiene latex Adhesives, coatings, binders, textile finishes

Thermoplastic Dow Automotive
polyurethanes Bayer

Thermotropic aromatic Vectra Ticona High temperature fabricated parts, E/E interconnects,
copolyesters (liquid crystal Xydar Solvay connectors, medical equipment, aerospace, automo-
polymers) (LCP) Zenite Dupont tive and industrial parts

*Table is not intended to include all common commercial polymers, their trade names or manufacturers; for up to date
manufacturers, see company Web sites.
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APPENDIX V. GENERAL
SUPPLIERS OF MICROSCOPY
ACCESSORIES

Suppliers of microscopes are found in Appen
dix VI and Appendix VII. These lists of suppli
ers are not intended to be all inclusive of U.S.
and worldwide suppliers, nor are they intended
as a recommendation by the authors or the
publisher.

4pi Analysis, Inc.
919-489-1757
wwwApi.com

Advanced MicroBeam, Inc.
330-394-1255
www.advancedmicrobeam.com

Aetos Technologies, Inc.
334-737-3127
www.cytoviva.com

AlA International, Inc.
781-545-7365
www.ajaint.com

Allied High Tech Products
800-675-1118
www.aIliedhightech.com

Ascend Instruments
503-614-8886
www.ascendinstruments.com

BAL-TEC/RMC
800-552-2262
www.baItec-RMC.com

Buehler
847-295-6500
www.buehler.com

Cameca Instruments Inc.
203-459-0623
www.cameca.com

Delaware Diamond Knives, Inc.
800-222-5143
www.ddk.com

Denton Vacuum, USA
856-439-9100
www.dentonvacuum.com

Diatome U.S.
215-412-8390
www.emsdiasum.com

E.A. Fischione Instruments, Inc.
724-325-5444
www.fischione.com

Energy Beam Sciences, Inc.
800-992-9037
www.ebsciences.com

Electron Microscopy Sciences
215-412-8400
www.emsdiasum.com

Ernest F Fullam Inc.
518-785-5533
www.fullam.com

ETS-Lindgren
630-307-7200
www.ets-lindgren.com

Gamma Vacuum
952-445-4841
www.gammavacuum.com

Gatan, Inc.
925-463-0200
www.gatan.com

Geller MicroAnalytical Laboratory
978-887-7000
www.gellermicro.com

Hamamatsu Photonic Systems
908-231-1116
www.whatifcameras .com

IXRF Systems, Inc.
281-286-6485
www.ixrfsystems.com

Appendices
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Kurt J. Lesker Co.
412-387-9200
www.lesker.com

Ladd Research
802-658-4961
www.laddresearch.com

Lumenera Corporation
613-736-4077
www.lumenera.com

Mad City Labs, Inc.
608-298-0855
www.madcitylabs.com

McCrone Microscopes & Accessories
800-622-8122
www.mccrone.com/mac/

M.E . Taylor Engineering Inc.
301-774-6246
www.semsupplies.com

Micro Star Technologies
936-291-6891
www.microstartech.com

QuantomiX, Inc.
480-205-4009
www.quantomix.com

Scientific Instruments & Applications, Inc.
770-232-7785
www.sia-carn.com

SEMTech Solutions Inc.
978-663-9822
www.semtechsolutions.com

South Bay Technology, Inc .
800-728-2233
www.southbaytech.com

SPI Supplies
610-436-5400
www.2spi .com

Ted Pella, Inc.
800-237-3526
www.tedpella.com

Thermo Electron Corporation
608-276-6100
www.thermo.comlmicroanalysis
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APPENDIX VI. SUPPLIERS OF
OPTICAL AND ELECTRON
MICROSCOPES,
MICROANALYSIS EQUIPMENT,
IMAGE ANALYSIS AND
PROCESSING

These lists of suppliers are not intended to be
all inclusive of U.S. and worldwide suppliers,
nor are they intended as a recommendation by
the authors or the publisher.

Carl Zeiss Microlmaging, Inc.
800-233-2343
www.zeiss.com/micro

EDAX Inc.
201-529-6277
www.edax.com

Evex Analytical
609-252-9192
www.evex.com

FEI Company
503-726-7500
www.feicompany.com

Hitachi High Technologies America, Inc.
925-218-2800
www.hitachi-hta.com

lEOL USA, Inc.
978-536-5900
www.jeolusa.com

Leica Microsystems Inc.
800-248-0123
www.leica-microsystems.com

Nikon Instruments Inc.
631-547-8535 x8500
www.nikonusa.com

Olympus Industrial America
845-398-9480
www.olympusamerica.com

Olympus Soft Imaging Solutions
888-FIND-SIS
www.soft-imaging.net

Appendices

Oxford Instruments America, Inc.
978-369-9933
www.oxinst.com

Princeton Gamma-Tech Instruments, Inc.
609-924-7310
www.pgt.com

SII NanoTechnology USA Inc
818-280-0745
www.siintusa.com

Tescan USA Inc .
724-772-7433
www.tescan-usa.com

Thermo Electron Corporation
608-276-6100
www.thermo.comlmicroanalysis
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APPENDIX VII. SUPPLIERS OF
SCANNING PROBE
MICROSCOPES AND RELATED
SUPPLIES

These lists of suppliers are not intended to be
all inclusive of U.S. and worldwide suppliers,
nor are they intended as a recommendation by
the authors or the publisher.

Agilent Technologies, Molecular Imaging
480-756-5900
www.molec.com

Ambios Technology, Inc.
831-429-4200
www.ambiostech.com

Anasys Instruments, Inc.
805-455-5482
www.anasysinstruments.com

Asylum Research
888-472-2795
www.AsylumResearch.com

BioForce Nanosciences, Inc.
515-233-8333
www.bioforcenano.com

BudgetSensors
877-521-1108
http://www.budgetsensors.co

Hysitron
952-835-6366
www.hysitron.com

Infinitesima Ltd
44-1865-811-171
www.infinitesima.com

Image Metrology
877-521-1108
www.imagemet.com

lEOL USA, Inc.
978-536-5900
www.jeolusa.com

MikroMasch
503-598-9828
www.spmtips.com

Nanonics Imaging Ltd.
866-220-6828
www.nanonics.co.il

Nanoscience Instruments, Inc.
888-777-5573
www.nanoscience.com

Nanosensors
877-521-1108
www.nanosensors.com

Nanotech AmericalNT-MDT
972-954-8014
www.nt-america.com

NanoWorld AG
877-521-1108
www.nanoworld.com

nPoint Inc
608-310-8770
www.npoint.com

Pacific Nanotechnology, Inc.
800-246-3704
www.pacificnano.com

PSIA
408-986-1110
www.psiainc.com

Team Nanotec
805-696-9002
www.team-nanotec.de
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Veeco Instruments
805-967-1400
www.veeco.com

Veeco Probes
805-696-9002
www.veecoprobes.com

WITec Instruments Corp.
877-948-3201; 217-351-9705
www.witec-instruments.com

Appendices



Index

A
Abbe offset errors 115
Abbe theory of imaging 73
Aberration(s) 73-75

chromatic 40,73-75,439
in SEM 86-87
spherical 73-75,439
in TEM 74-77

Aberration corrected EM 41,
438-440

Abrio 438
ABS. See Acrylonitrile

butadiene-styrene
Acid etching 168,183-184

literature review 183
Acrylics 200, 303

embedding media 151
staining of 178

Acrylonitrile-butadiene-styrene
(ABS) 2,8, 151, 309, 345

etching of 182, 184, 196
staining methods 167-168

Acrylonitrile-chlorinated
polyethylene-styrene
(ACS) 309

Acrylonitrile-styrene-acrylate
(ASA) 167

with polyurethanes 345
staining methods for 167-168

Additives 11,217. See also
Composites

Adhesion 8. See also Adhesives
AFM of 47, 102-105
in composites 216-218,354,

362
failure 367, 396
in multi phase polymers 323,

338

Adhesive(s) 2,380-398
interfaces by EFTEM 157
"Post-it" 387
RFL 268-269, 387

Adhesive forces in AFM
109-114

AEM. See Analytical electron
microscopy

Aerospace applications 7, 8,
387,408

AFM. See Atomic force
microscopy

AM-AFM. See Amplitude
modulation AFM

Amorphous polymers 4, 8,
316-318

diffraction from 69, 122
oriented 14,35, 70
structure in TEM 281-282

Amplitude modulation AFM
(AM-AFM) 110

Analysis. See Analytical
microscopy, Analytical
Imaging, Electron Probe,
Failure analysis, Image
analysis, Microanalysis;
Thermal analysis

Analytical electron microscopy
(AEM) 44,55-56

Analytical imaging 459-468
EELS 461-462
FTIR microscopy 459-460
imaging surface analysis

464-468
Raman microscopy 460-461
x-ray microscopy 462-464

Analytical microscopy 53-56,
459-468

Anisotropic materials 6,35,81
83,270,315,403-404

Annealing 280, 288, 343
Antistatic

additives 356
devices 103, 154
sprays 222

Anti-tank missiles 459
Apertures

in illumination 78-80
objective lens 30, 71-2
optical sectioning and 454
SAED 44, 71-2
SEM final lens 36-42, 86-87

Aplanatic lenses 78
Apochromats (Apo) 32
aPP. See Atactic polypropylene
Applications of microscopy 47,

248-434
adhesives 381-387
composites 354-380
emulsions 380-385
engineering resins and plastics

308-354
fibers 250-276
films 276-294
liquid crystalline polymers

398-418
membranes 294-308

Aramid(s) 8,270-273,399
etching 189-193
fibers 255, 270, 272, 399-403,

409-411
fractures in 255
hollow fiber membranes from

305
liquid crystalline polymers

270,272,399-402
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Argon
etching 189-193
in sputter coating 202-206,

232
Aromatic copolyesters 8, 399,

412
high modulus fibers 409-412
LCPs 399-412

Aromatic polyamides, See
Aramids

Aromatic polymers 1,119
beam damage in 78

Artifacts 488-492
in amorphous films 282
from beam damage 121-123 ,

209-210
charging effects and

207-209
etching and 181-194,490
in FESEM 210-211
in microtomy 160
in OM 489
polishing and 142-143
replication and 197,490
in SEM 207-211 , 489-490
in SPM 114-118,490-491
in TEM 121-123 ,282,491
from AFM tips 117-118,

490-491
in x-ray microanalysis

491-492
ASA. See

Acrylonitrile-styrene-acrylate
Ashing 357-358
Atactic polymers, definition 3
At actic polypropylene (aPP) 3,

159, 167
At actic polystyrene (aPS) 4,

141,186,281
Atomic force microscopy (AFM)

46-51,97-118, 140-142,
481. See also Contact
mode AFM; Noncontact
AFM; Intermittent
contact mode AFM

Adhesive forces in 109-114
applied to

fibers 271-272
films 286-290
latex 142, 389-393
membranes 297
mult iphase polymers 110-

111, 159,340
nanocomposites 377,380

resins and plastics 311,
331-337

single crystal 136
calibration 58-59
cantilevers 46-50, 97-99,

101-102
conductive 48
contact mode 47-48, 102

105,442
elasticity and 104-105,330,

451
feedback in 47,113
force-separation curves

101-102
imaging 97-118
indentation and 47,223
in-situ deformation 223-225
non-contact mode 47,49-50,

101,112
probe-specimen interactions in

100-102
properties summary 29
Raman microscopy with 461
image resolution 114
and SAXS 500
scanners 99-100, 114-115
Introduction 46-51
staining for 166
video rate 445

Atomic number contrast (Z
contrast) 36-38,217,
219,350,452,456. Also
Compositional contrast

Atomic resolution 46, 103
Attenuated total reflection

(ATR) 184,459
Auger spectroscopy 498-499
Automated SPM 449-451
Axial fiber splitting 255

B
Back focal plane 30,33,71,

78-79
Backscattered electron imaging

(BEl)
37-38,54,217,481 ,482

characteristics of 37-38, 55, 88
contrast and 254
compared to SEI 38-39
fiber studies 254, 268
mineral filled composites 351
multiphase polymers 350

Backscattered electrons (BSE)
37-38,88-92

Index

detectors for 37, 95
directionality of 91

Backscattering coefficient 37, 89
Bakelite 354
Banded structures (liquid

crystalline polymers)
402,405,412-413

Barrel temperature effects 312
BCB. See Benzocyclobutene
Beam damage 118-124

artifacts in SEM 209-210
and thermal stability 78, 120

Becke line method 34, 252
BEL See Backscattered electron

imaging
Bend contours 43
Bending, in situ 59
Benzocyclobutene (BCB)

as coating 15
photodefinable 291

Berek (rotary) compensator 84
Bertrand lens 35
BF. See Bright field
Biaxial materials 14,81-82,

118,277
LVSEM of blown film 287

Binocular stereomicroscopes
31, 132,481,483

Biocompatibility 346
Biodegradable polymers

347-349
Biopol 347
Biostability 346
Birefringence 11,35, 81-84,438

biaxial 82
definition of 35
in fibers 251-253
in films 283,288
measurement 83-85 , 253
negative, positive 82
refractive index and 35, 81
uniaxial 82

Birefringence imaging 438-439
Bisphenol A (BPA) 329

epoxy resins 180
Polybutylene terephthalate

blends 168
Polycarbonate/polyethylene

blends 178
Blends 3,11 ,16,141,331-338,

496
AFM 111-113
freeze fracture 231
by layering 16



Index

phase domains 329, 369, 412,
482

specimen preparation of
153-1 96

toughening 309, 323-326,
329,339

staining of 310, 329-331,
339-350

with LCPs 329, 409
Block copolymers 2-3, 141,

337-345
amorphous, crystalline 337
examples of 159,170,177,

190,223,337-339
Blow moldin g 9, 14,311- 312
Boil-in bags 373
Bond breaking 414,442

mass loss 121
in radiation damage 118-123

BOPP. See Biaxially oriented
polypropylene

Bottie films 283
Bott les 373
Bowing in SPM scanners 115
BPA. See Bisphenol A
Brace-Kohler compensator 84
Bragg's law 69, 77
Bright field (BF) imaging 30,

32-33,481
in TEM 42-43, 53, 341
in O M 32,150
in STEM 154, 286

Bright field defocus phase
cont rast 280

Brittle fracture 5,214-215,231,
255,327, 349, 361

Brittle matrix polymers 325
Bromine 179
Bromobenzene 135
BSE. See Backscattered electrons
Bulletproof vests 270, 272

C
CA. See Cellulose acetate
Cables 270, 352-353
Calcium carbonate filler 217,

370
Calibra tion 57-59

in AFM 58-5 9
by thermal tuning 59

Canadian Balsam 145
Cantilever(s) in AFM 46-51 ,

58, 97-101
deflection 102

force modulation imaging
104

harmonic imaging 443
oscillation in ICAFM 49,

106-110
Qu ality factor (Q) 98

Capillary forces
in contact mode AFM 48,

103
in IC-AFM 108, 112

Car bon
amorphous, electron

diffraction 70
coatings 19, 202-204, 207
support films 134-135,138,

198,203
Carbon black filled polymers 8,

32,150,284,354
AFM of 336-337
OM of 368
TEM of 369

Carbon black filled rubber
368-369

Carbon fiber composites 8,
356-357, 365-366

OM of 144, 365
SEM of 366-3 77
specimen preparati on method

for 142-144
Carbon fibers, etching of

189-190
Carbon nanotubes 5Q.-51,219,

375-376,380
Carbon replicas 198- 200, 314,

386
Carboxyl terminated but adiene

acrylonitrile (CTBN)
327

modified epoxy 389
CA RS. See Coherent anti -Stokes

Raman scattering
Cast films 137-139
CB. See Chlorobutyl rubber
CCD. See Charge-coupled device
Celgard 165, 206, 303-305

stained with OS04 304
Cellulose acetate (CA) 200,301

etching of 181, 185, 271
hollow fiber membranes 301
in replica formation 200,314
RO membrane 300

Cellulose nitrate 300
Cellulose fibers

as filler 273, 354
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stauung 161,178-17 9
Ceramic, as filler 354
Cerium hexaboride 40
CFE. See Cold field emission
CFM. See Chemical force

microscopy
Chain folded structure 5--6
Cha nnel plate electron multiplier

detector 95
Chaotic advection 16, 293-294,

326,376
Characteristic x-rays 53, 88, 91
Characterization techniques

summary 17-2]
microscopy techniques 18,

480-488
non-microscopy techniques

492-500
spatial resolution 18, 29, 72

74,114,123
Characterizers in AFM 117
Charge-coupled device (CCD)

28, 30, 124
for TEM 59

Charging effects 90, 94, 201,
207

SEM artifa cts and 207-209
Charpy tester. See Impact
Chemical force microscopy

(CFM) 441-442
polymer applications 442

Chemical microscopy 459
Chemical/solvent etching

18]-]83
Chemical vapor deposition

(CYD) 15
Chlo rinated polyolefin (CPO)

394
Chlorobutyl rubber (CB) 177
Chlorosulfonic acid staining

162,173-175, 179-180
applications 162,173-174,

185,281,284
literature review 173

Chro matic aberration 73-7 5
with EFTEM 75
in HREM 77

Chromic acid 183-1 84, 196
Chromium oxide 143
Circuit boards 291, 373
Circular polarization 80
Clay filler 217, 358

in nanocomposites 374-379
Cleavage plane splitting 146
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Clouding temperature 135
CLSM. See Confocal laser

scanning microscopy
Coatings. See Conductive

coatings for EM
specimens; Polymer
coatings

COe. See Cycloolefin
copolymers

CoContinuity 309
Coherent anti-Stokes Raman

scattering (CARS) 461
Coherent light, definition 68
Cohesive failure 367
Cold drawing process 10
Cold FEG 40, 87-88, 304. Also

Cold field emission (CFE)
source

Cold stage, examples of use
176,228,232-233,385

Collodion support films 134,
197,20D-201

Colloids 380, 394-398
Compact disks (CDs) 317
Compensators, polarized light

35, 84-85, 252-253
Babinet, Berek, Elliptic,

Senarmont 84
first order red plate 84
quartz wedge 84

Competitive analysis 349-353
Complementary techniques 1

in microscopy 138-141,184,
266,268,301,394,481

non-microscopy 17-18,250,
492-500

Composite membranes 295
Composites 8, 354-380. See also

Nanocomposites
adhesion in 354, 360
applications 354-355
carbon black filled rubber

368-369
carbon fiber 356-357,365-366
characterization of 357-363
conductive fillers 356, 373
cryofracture 227
fillers in 354
fracture 217,354
graphite fiber 356-357,

365-366
hybrids 357
OM of 355, 357-359
particle filled 366-370

processing of 354-355
SEM of 355, 359-362
TEM of 357,362-364

Compositional contrast 36-38,
217,219,350,452,456.
Also Atomic number
contrast

Compositional mapping 464
Compounding 11-12
Compound microscopes 31,

483
Compression stages 59
Compression molding 14,152,

311
Compressive strength for LCPs

178
kink bands and 416

Condenser lenses 30, 68, 78
for DIC 79
for phase contrast 79

Conductive AFM 48
Conductive coatings for EM

specimens 201-211
artifacts 204-211
carbon 202-204,207
coating devices 202-203
high resolution 202-203,

205-206
and LVSEM, VPSEM 202
metals for 203, 317
produced with IBS 204-206,

317
shadowing with 203
for SEM (and STM)

203-207
sputtered 202, 204-206, 284
forTEM 203
vacuum evaporators and 202

Confocal laser scanning
microscopy (CLSM) 21,
143,232,358,436-441

for nanocomposites 374
optical sectioning and 454

Conoscopic view 35
Constant height mode AFM

444
Constant signal mode SPM 45
Contact microradiography 356
Contact mode AFM 47-48,

102-105. See also
Noncontact AFM,
IC-AFM

capillary forces 103
electrostatic forces 103

Index

force modulation imaging 48,
104-105

force volume imaging 104,
442

tips 115-118,490
Continuous chaotic advection

blender (CCAB) 16,17,
294

Continuum x-rays 54
Contrast 18-19,28-29, 72 See

also Differential
interference contrast;
Phase contrast

atomic number (or
compositional) 36-38,
217,219,350,452,456

crystallographic 43
diffraction 43, 112
Hoffman modulation 33-34
in SEM 38-39,254
in TEM 43
topographic 36, 38, 254

Contrast transfer function (CTF)
72

Controlled environment
vitrification system
(CEVS) 233

Conventional transmission
electron microscopy
(CTEM). See
Transmission electron
microscopy

Copolyesters. See Aromatic
copolyesters

Copolymers
2-3, 8, 292, 309. See also
Blends; Block copolymers;
Graft copolymers

HAADFof 345
LVSEM of 310
random 8, 308, 340
TEM of 337

Corona discharge 387
Correlative microscopy

488-489
Cosmetics, emulsions for 380
Coverage, of fabrics 258
CPD. See Critical point drying
CPO. See Chlorinated polyolefin
Crazes and crazing 4, 212,

217-222
definition 4
fractography 212
in HIPS 218,222
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microtomy and 220
rea l time study 219
sample deformation methods

212, 221
SAXS and 221
preparat ion for TEM

219-221
Cree p in AFM scanners 115
Critical fiber length 355, 360
Cr itical point 230
Crit ical point drying (CPD)

method 20, 230--231
Cri tical press ure 230
Crossed-beam FIB microscopes

453
Crossed polarizers (polars) 34

35,83- 85, 253
Cross-linkable epoxy

thermoplastics (CET)
327

Cross linking reaction 3, 119
of polybut adiene 381
in rad iation damage

119-1 20
Crossover energ ies in L VSEM

90,94,208
Cryo deformation 219
Cryo-FESEM 232. See also

Cryomicroscopy
Cryogenic specimen prep aration

226-232
Cryomicroscopy 53, 232-234
Cryomicrotomy 146, 154-157,

169
cryoultramicrotomy 146,

154-157 , 292,352
knives 154
of latex 382
of nanocomposites 376-378
for SPM 158, 450, 487

Cryo-po lishing 328
Cryo -SEM 232- 233
Cryo-TEM 233- 234, 394-398

ar tifacts and 491
of nanoparticles 395-3 98
with SAXS 499

Cryoultra microtomy 146,151,
154-157, 292, 352

Crysta lline melt ing temperature
4-5, 53, 113, 495

Crysta lline polymers See
Semicrystalline polymers

Crystallinity 4, 283, 500
and deformation in films 283

loss of, due to radiat ion
121-1 22

and Raman microscopy 460
tra nscrystaIIinity 321

Crysta llographic contrast 43
Crysta ls 4-5 . See also Single

Crystals
AFM of 141
Diffraction from 69- 71
Extended chain 7, 272
HREM of 45, 137
Liquid Crystals 399
Optical properti es 81-82
in PE 5, 135-138, 174, 280
in TL CPs 186

Crysta llization 5-7 ,496
in-situ AFM 47, 159,224
in-situ PLM 133, 278
in LVSEM 271

CTBN. See Carboxyl terminated
but adiene-acrylonitrile

CTE M. See Transmission
electron microscopy

CTF. See Contrast transfer
funct ion

Cyano-acrylate glue 141, 145
Cycloo lefin copol ymers (COC)

170

D
Dark field (DF) 30, 32-33 . See

also High angle annular
dark field

optical microscopy 32
TE M 43,53, 414

Deflect ion
of AFM cantilever 46-48,99,

101- 106
SEM display mode 254

Defocus
imaging 43,139,280

and phase contrast 43, 76-77,
280

optimum TEM 75-76
Deform ation 4-5,47,212-213.

See also In situ
deformation , shear band s

in AFM 47,102, 223-224
in copolymers 340
crazing and 221
cryodefo rmation 219
crystallinity and 283
and fract ure 221-226
in PE 285
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orientation and 35, 139, 250
of spherulites 283
stages for 59-60

Degradation
aminolysis 182
biodegradation 348
hydrol ysis 13, 15, 123
radiation induced 118-122,

310
Delaminat ion 356, 394, 396
Delustrant 165, 262
Depth of field 30, 42, 74-75, 87,

440, 485
Depth of focus 30, 74-75
DETA. See Dieth ylene

triamine
Detachment replicas 201
Detector resolution 72-74
Detectors

AFM photo diode 99
BSE 38
CCD 28, 30, 59, 124, 458
channel plate 95
E-T 39, 92
IR 459
for LVSEM 95-96
Robinson 38
for VPSEM 96-97
x-ray 54-55

DF. See Dark field
Diamond knives for

(cryo )ultramicro tomy
152-156, 223, 331, 382

oscillating 153, 160
Diamo nd-lik e car bon (DLC)

50--51
DIe. See Differential

interference cont rast
Dichloroacetic acid 182
Dichroic 34, 438
Dichroism 461,497
Diethylene triamine (D ETA)

168
Differential inte rference contrast

(DIC) 33-3 4
condenser lenses 79
of etched surfaces 182, 185
for opti cal sectioning 454
of polished sections 144
video enhanced 384

Differential scanning calorime try
(DSC) 60, 492, 495-496

Differential thermal analysis
(DTA) 495
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Diffraction 44, 68, 482 See also
Electron diffraction; Small
angle x-ray scattering; x
ray diffraction

in amorphous polymers 69
contrast, in TEM 43
electron diffraction 44, 69-71
limit to resolution 72
microdiffraction 44,412-414
SAED 44, 122,275,412,481
SAXS 5, 186,297,481,

499-500
techniques listed 482
X-ray diffraction 374,482,

493-495
Digital

imaging 31,233,489
image analysis 56, 234, 275

Dimensional changes, radiation
induced 42, 122-123

Disintegration, as specimen
preparation 137

Dispersed phases 321-348
morphology 329, 369
size of 311, 480

Dispersion, as specimen
preparation 135

Distortion
of AFM image 58,114-115,

491
of SEM image 87, 94-95
of specimens 122,147,151

DLC. See Diamond-like carbon
DMA. See Dynamic mechanical

analysis
Drying methods 151,226-234.

See also Critical point
drying; Freeze drying

DSC. See Differential scanning
calorimetry

DTA. See Differential thermal
analysis

Dual-beam FIB microscopes
453

Dual-pass technique, NCAFM
112-113

Ductile fracture 215, 230, 255,
328

Ductile matrix polymers 145,
216,325

DVDs 317-319
Dwell time 15
Dyes 161
Dynamic charging 208

Dynamic mechanical analysis
(DMA) 495-496

Dynamic microscopy 59-60
cold stage in 60, 233-234
hot stage in 60
tensile stage in 59-60; 87

E
Eastman 910 glue 148,197
EBA. See Ethylene butylacrylate
Ebonite method for specimen

preparation 177-178
and tire cords 269-270

EDS. See Energy dispersive x
ray spectroscopy

EELS. See Electron energy loss
spectroscopy

EFI. See Energy filtered image
EFM. See Electric force

microscopy
EFTEM. See Energy filtering

electron microscopy
E-GMA. See Ethylene-glycidyl

methacrylate
Elastic properties

AFM and 104-105, 224
of silicon 98
viscoelasticity 49, 104,223

Elastic scattering 37, 42, 88, 285
Elastomers 3,309

with multiphase polymers
323,326

spherulites and 155, 329
Electric force microscopy (EFM)

50,113
Electrons. See Backscattered

electrons; Secondary
electrons

Electron beam (E Beam)
sputtering technique 51,
202

Electron diffraction 18, 44-45,
69-71,121-122

advantages of 486
of films 280,410
example patterns 69-71,122,

280,412
interpretation 69-70
microdiffraction 44,412-414
selected area 44, 275, 481

Electron energy loss
spectroscopy (EELS) 53,
461-462

and EFTEM 157,462

Index

parallel 461-462
with STEM 138, 461-462

Electron microscopy (EM) 35
45,69-78,85-97,438-440.
See also Analytical EM;
High resolution EM;
Scanning EM

Electron probe microanalyzer
(EPMA) 54-55, 484, 496

compared to XRF 496
Electron sources 39-41
Electron spectroscopy for chemical

analysis (ESCA). See X-ray
photon spectroscopy

Electron yield 90, 208
Electrostatic forces in AFM

103, 108, 114
Elemental mapping by x-ray

analysis 55-56,464
examples with SEM imaging

350-351,394,396
Elliptical polarized light 80
Elliptic compensator 84
EM. See Electron microscopy
EMAA. See Polyethylene-ran-

methacrylic acid
Embedding

in acrylic 151
in epoxy 151,154
in GMA 154
media for OM 149
media for TEM and AFM

151-153
in polyesters 151

Emulsion(s)
2, 380-398. See also
Latexes

and latexes 381-385
microemulsions 380-382
polymerization 381-382

End point dose 120
Energy dispersive x-ray

spectroscopy (EDS) 54
55,484

AEM 55
elemental mapping 55-56,

351,361-362,396
of metal loaded fibers 265
with SEM, TEM 53
WDS comparison 55, 484

Energy filtered image (EFI) 462
Energy filtering electron

microscopy (EFTEM)
70,461-462
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with EELS 157,462
and interface adhesion 157
of PMMA/SAN blend 462
for thick samples 75
of unstained samples 161

Energy spread
of electron sources 40
and resolution 86

Engineering plastics and resins
2,308-353

characterization of 309-311
extrudates 311-312
failure analysis of 349-350
molded parts 311-315
multiphase polymers 321-348

Environmental SEM (ESEM,
HPSEM or VPSEM) 21,
41, 96-97, 452

applications 348-349
of blends 232, 329
conductive coatings and 202
detectors for 96-97
of hydrated materials 123,

348
of latex 382-383

EO. See Ethylene octane
copolymer

EPDM. See Ethylene-propylene
diene monomer

EPMA. See Electron probe
microanalyzer

Epoxy 3, 15, 309
as adhesive 386
as brittle matrix polymer 325
Cross-linkable epoxy

thermoplastics (CET)
166,327

crazing in 220
as embedding medium 143,

151, 154
Epotek 197
fracture 366
Liquid crystalline epoxy

(LCE) 186
rubber toughened 174,326

328,389
Equatorial reflection 69,415
ESCA. See X-ray photon

spectroscopy
ESEM. See Environmental SEM
Etching 20, 52, 181-196

with acids 183-184
artifacts and 490
with FIB 194-195

freeze fracture 20,231-232
ion/plasma 188-194
with permanganate acid

184-188
plasma 188-194
summary table 195-196
solvents for 181-183
with xylene 168

E-T detector. See Everhart
Thornley detector

Ethene-co-1-butene (PEB) 311,
330

Ethylene butylacrylate (EBA) 352
Ethylene octane (EO) copolymer

335,393
Ethylene-propylene-diene

monomer (EPDM) 154,
309

in blends 168, 336
Ethylene-propylene rubber

(EPR) 331-334,377
Ethylene vinyl acetate (EVA)

335,393
Ethylene-vinyl alcohol (EVOH)

374
EVA. See Ethylene vinyl acetate
Evaporative coatings 202-204

and vacuum evaporators 198,
202

Everhart-Thornley (E-T)
detector 39, 92

LVSEM and 95
Exfoliation 373
Extinction, in PLM

incomplete 402
positions 35, 83-84

Extraction replicas 201
Extrudates 11-17

of films 283,288
of LCPs 403--409
of PBZT 411--412

Extrusion processes 12,
311-312

F
Fabric

coverage 258
hand 258
nonwoven 222, 258-259
OM of 251
protective 270
SEM of 258-259
woven 258

Failure analysis 349-353
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False coloring 57, Color plate
XIII

Fast Fourier transforms (FFTs)
234,275,297

Fast scanning SPM 444--445
Fatigue fracture

in composite polymers 354
of fibers 255, 257

Feedback control
in AFM 47,110,113
in SPM 45

FEG. See Field emission gun
FESEM. See Field emission

scanning electron
microscopy

FFM. See Frictional force
microscopy

FFTs. See Fast Fourier
transforms

FIB. See Focused ion beam
Fiber composites 355-357,

365-366
contact microradiography of

356
critical fiber length 355, 360
interfacial bond failure

217-218
OM of 357-359
SEM of 359-362
single polymer, PE in PE 271
specimen preparation 143-

145,217
Fiber finishes 197-198,254,360
Fibers 2, 250-276. See also

High modulus fibers;
Hollow fiber membranes;
Microfibers; Textile fibers

aramid 193,409--410,417
formation of 9-11
fractography 213-214,

254-258
fracture summary 255
high performance 270-276
industrial 267-270
metal loaded 265-267
nanofibers 273-275
optical retardation of 253
peelback of 146-147
replication and 200
spider silk 275-276
TEM of 259-260
textile 251-265
with titanium dioxide 262
wood pulp 258, 270, 272-273
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Fibrils . See also Microfibrils
in crazes 4, 220-222
in LCPs 417-418
in membranes 304-306
and SAXS 499

Field curvature 73
Field emission gun (FEG) 40

41,44,80,304,331
in HRSEM 41
properties summary 40

Field emission scanning electron
microscopy (FESEM)
40-41 ,87,196,288

artifacts at low voltage
210-211

of membranes 297, 304, 307
of microfibrils 414
of PVC 258

Field of view 32-33
Filled LCP moldings 407-408
Fillers 8, 11, 32, 53, 118, 217,

354. See also Particle filled
composites

mica 354,366,369-371
minerals as 366

Films 2,276-308. See also
Langmuir-Blodgett films

amorphous "structure"
281-282

OM of anisotropic 283
birefringence of 277,283,288
blown 11, 277, 283-288
bottle 283
casting for TEM 137-139
dichroic 34
drawing for TEM 139-140
extrusion of 283, 288
formation of 9-11
Formvar 134
HAADFof 285
industrial 282-294
model studies of 278--281
multilayered 292-294
orientation classes of 277
peelback of 146-147
polyester 283
polyimide 282
refractive index of 283
SEM of 284
semicrystalline 280-281
spherulites in 138
SPM of 286-287
surfaces of 140
wettability of 287

Filter membranes 295
First-order red plate 35, 83-85 ,

Color plate II
Flat film membranes 294-305
Fluor lens 32
Fluorescence microscopy 28,

454-456
Fluorescence yield 91
FMM. See Force modulation

microscopy
Focal plane array 459
Focus 30, 85. See also Defocus

Gaussian or geometric 75-76 ,
86

Scherzer 75-76
underfocus 76, 80

Focused ion beam (FIB) 440,
453-454

etching with 194-195
Force modulation imaging or

Force modulation
microscopy (FMM) 48,
104,279,330

Force-separation curves in AFM
101-102

Force spectroscopy 47-48 ,441,
444

Force volume imaging 105,
442

Form birefringence 35
Formvar films 134
Fountain (flow field) model 356
Fourier's theorem 69
Fourier transform infrared

(FfIR) microscopy 459
460,492,497

resolution 459
Fourier transform infrared

(FTIR) spectroscopy 18,
273,303,383,496-497

dichroism with 497
Fractography 212-213

of fibers 213-214,254-258
Fracture 212-217. See also

Fatigue fracture
brittle 255, 349
of carbon fibers 366
of composite polymers 217,

354-357,366
crazing and 217-221
of fibers, summary 255
hackles 214,350,360
of plastics 214-216
SEM of 212,214,257

Index

of semicrystalline polymers
215

standard physical testing
213-217

types of 213-214
at weld line 316

Free amplitude 49, 111,450
Freeze drying sample

preparation 20, 227
examples of use 227-230
TEM and 227

Freeze fracture-etching 20,
231

examples 231-232
Freezing methods 226,

227-233
Freon 230-232
Frequency modulated detection

in NC-AFM 112-113
Frequency sweep data 107-108
Frictional force microscopy

(FFM) 47,50, 103-104,
481

FTIR. See Fourier transform
infrared

Fuel cells 297

G
G values 118-120

definition of 118
table of values 119

Gas path length in VPSEM
96-97

Gastric balloons 346
Gaussian focal plane 75-76 , 86
Gelatin 197-201, 300
Geometric focal plane. See

Gaussian focal plane
Glass fiber composites 354

SEM of 218, 355, 359-364
OM of 357,360,408

Glass fibers
microscopy of 358, 392
plasma etching of 190-192
coating on 392

Glass knives 146,152,154,292
crazing and 220
cryomicrotomyand 169,187

Glass transition temperature 4,
113,447,495

Glycerol 138,143,279
Glycol methacrylate (GMA)

154
GMA. See Glycol methacrylate
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Gold
backscattering coefficient 37
-coated AFM tips 441
colloid 117
conductive coating for EM

203-205, 211
decoration 19, 174, 211, 278
for shadowing 203

Graft copolymers 3, 8, 337-345
HIPS as 337

Grafted rubber concentrate
(GRe) 327

Graphite. See also Highly
oriented pyrolytic
graphite

fiber composites 356-357,
365-366

substrates 137,140-141
Gray (Gy), definition 120
GRe. See Grafted rubber

concentrate

H
HAAOF See High angle annul ar

dark field
Hackle (fracture) morph ology

213,217,256
in composite matrix 217,

360-361,367
in engineering resins and

plastics 349- 350
in fibers 256

Hand , of fabrics 258
Hard elastic polypropylene

(HEPP) 223
Hardy microtome 147
Harmonic imaging in IC-AFM

443-444
of PMMA/PS 444
Low Quality factor (Q) and

443
resonant cantilevers for 444

HOPE. See High density
polyethylene

Heat aging 157,254
Heat conduction 120, 356
Heated tip thermal microscopy

47,447
HEPP. See Hard elastic

polypropylene
Heteropolymers, definition 3
Hexacyanoferrate (HCF) 142
Hexalluoroisopropanol (HFIP)

137, 198

Heptane etching 346
HFIP. See

Hexafluoroisopropanol
High angle annular dark field

(HAADF) 44, 233, 456
of nanoparticles 345
of ionomer films 285

High density polyethylene
(HOPE) , see also
Polyethylene (PE) 151,
186, 279

deformati on in 285
end uses listed 508
etching of 181, 184-186, 190
fibers 271
films 235, 271, 284
microporous membranes

300
replication methods 195
single crystals 135
spherulites 84
staining of 167-168
thin film specimens 83, 139

High impact polystyrene (HIPS)
3, 8, 94, 151, 155, 171

3D imaging of 453
AFM and TEM compared

155-156
crazing in 218. 222
end uses listed 508
etching of 196
graft copolymer 337
multiphase polymer 309
staining methods for 168,

171-172
Highly oriented pyrolytic

graphite (HOPG) 133,
140,286,491

High modulus fibers 7,137,
270-272,409-412

aromatic copolyesters 412
aromatic polyamides

409-411
LCPs 399
PE 270-272
rigid rod polymers 411-412

High modulus low shrink yarns
(HMLS) 272

High molecular weight polymers
135,288. See also
Ultrahigh molecular
weight PE

High performance polymers
398-418. See also Liquid

523

crystalline polymers
(LCPs)

extrus ion of 403-409
high modulus fibers 409-412
high performance fibers

270-276
LCPs 399-400
moldings 403-409

High pressure SEM (HPSEM or
VPSEM or ESEM ) 21,
41, 59-60, 96-97,452

application s 348-349
of blends 232, 329
conducti ve coatings and 202
detectors for 96-97
of hydrated materials 123,

348
of latex 382-383

High resolution coating devices
202-204

High resolution scann ing
electron microscopy
(HRSEM) 21, 41,86.
See also Field Emission
SEM,

aberrations in 86
compared to AFM 289,305

307,341
FEG in 41

High resolution (transmission)
electron microscopy
(HREM, also HRTEM)
21, 45,77

of dispersed crystals 137
lens aberrations and 77
low dose (LD) 78, 275,

414-415
nanofiber example 273- 275
specimen preparation for

137-138
of PE 285
of PVC 281

High speed spin-draw fiber
process 10, 262-264

High temperature ashing 357
HIPS . See High impact

polystyrene
HMLS. See High modulus low

shrink yarns
High voltage electron

microscope 53, 136, 292
Hoffman modulati on contrast

33
compared to DIC 34
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Hollow fiber membranes
305-308

of modified PEEK 307
of PE 308
of polyimide 307
of polysulfone 305
ofPTFE 307

Homeotropic orientation 400
Homopolymers 2,52,313

examples 309
HOPG. See Highly oriented

pyrolytic graphite
Hot compaction process 15,

270,271
Hot stage microscopy 60, 221,

329
in AFM 224-225, 344, 393
in polarized light microscopy

132,284,399
in SEM 197,222

HPSEM. See High pressure
SEM

HREM. See High resolution
electron microscopy

HRSEM. See High resolution
scanning electron
microscopy

HRTEM. See High resolution
transmission electron
microscopy

Humidity
and forces in AFM 103-104,

490
in CFM 442

Hybrid composite polymers
357

Hyperspectral imaging 451
Hysteresis in AFM

in cantilever deflection 101
in IC-AFM 109
in scanner motion 115

I
IBS. See Ion beam sputter

coating
IC-AFM. See Intermittent

contact mode AFM
Illumination 29-30, 33-34, 73

in CSLM 436
in optical sectioning

454-455
Illumination systems 78-80

for OM 78-79
forTEM 80

Image analysis 19,56-59,309
examples 145, 161,227,284,

331,375
in automated SPM 450-452

Image formation 28-31
in AFM 97-118
with lenses(OM, TEM) 29

30,68-85
radiation and 121-123
in SEM 92-94

Image processing 19,53,56-57,
93,455,490

examples 271, 329
Imaging. See also Analytical

imaging; Backscattered
electron imaging;
Birefringence imaging,
Force modulation imaging;
Harmonic imaging; Image
formation; Three
dimensional imaging

in AFM 97-118
BEl 37-39
force-volume imaging 105,451
with lenses (OM, TEM)

68-85
lenticular, in 3D display 452
phase, in AFM 49, 442
SEI 39
in SEM 35-39, 85-97
in SPM 45-51
structured light imaging 455
in TEM 42-44
tomographic spectral imaging

451
Impact (Charpy or Izod) test

190,212,216,323
on composite 360-361

Impact modified thermoplastics
328-337

Impact strength 2-3, 11, 16,
316,479

Incident beam voltage 483
in SEM 37,41,52,88-90,92,

94
in TEM 53

Incident dose 120
Incident light techniques 28
Incoherent radiation, definition

68
Indentation and AFM 47,223,

393. See also
Nanoindentation

Index ellipsoid 81-82

Index

Indicatrix 81-82
Indium-tin-oxide (ITO) coating

140, 141
Industrial fibers 267-270
Industrial films 282-294
Inelastic scattering 70, 88, 161
Infrared (IR) spectroscopy 18,

496-497. See also Fourier
transform infrared
spectroscopy

dichroism 497
Infrared microspectroscopy

(IMS). See Fourier
transform infrared
microscopy

Injection molding 12-14,
311-316

reaction 1M (RIM) 15
of semicrystalline polymers

316
In-lens SEM design 86
In situ deformation 221-223,

311
in AFM 223-225
in SEM 222-223
in TEM 223

Instron tensile tester 212-213,
255

Interaction volume
in AFM 104
in SEM 37-38,88-89,92,94,

123
in STEM 91
in X-ray microanalysis 54-56,

91
Interference 68

colors 35, 221
contrast 33, 34. See also

Differential interference
contrast

microscopy 33-34
in X-ray microscopy 458

Interferometric optical profiler
436

Intermediate aperture 44, 71
Intermediate lens 30
Intermittent contact mode AFM

(IC-AFM) or Tapping
mode AFM 47-49, 105
106, 140

applied to
blends 334-337
block copolymer films 290,

343



Index

cellulose fibers 273
etched spherulites 315- 316
lithograph y process 291
microporou s membranes

305-306
toughened thermoset 328

cantilevers for 98
cant ilever oscillation 106-110
harmonic imaging 443
imaging parameters 110--11 1
interaction distance regime

101
modeling of 112
probe tips 51,490
Quality factor (Q) 99, 109

Interpretation of images
488--492

Inversion walls (LCPs) 406
Iodine staining 52,179,348
Ion beam sputter coating (IBS)

206, 317
Ion etching 188- 194
Ion microscopy 440-44 1
Ionomers 8,285, 328
Ion Tech microsputter gun 191
iPP. See Isotactic polypropylene
IR. See Infrared
Isogyres 399, 401
Isoprene inclusion (and staining)

method 165
examp les 178, 264-265

Isopropanol 141, 182
Isotactic polymers, definition of

3
Isotactic polypropylene (iPP) 3,

184-189,224, 330
chemical force microscopy of

442
ITO . See Indium-tin-oxide
Izod. See Impact

J
Jarnin-Lebedeff interference

microscope 33

K
Kapton 277
Kevlar 187, 272, 415--417
Kink bands 174,255, 412

compression and 272,416
HR EM of 415
in LCPs 413--416
STM of 416

KMn0 4' See Permanganat e acid

Knee replacement, UHMWPE
for 224

Knives. See Diamond knives;
Glass knives

Kohler illumination system
78-79

Kraton 187,271,339

L
LaB6• See Lanthanum

hexaboride
Lamellae or Lamellar crystals

4-6 ,52,480
in block copolymers 399-343
in PE 136, 280, 284-285
and SAXS 499-500
thickening of 279

Langmuir-Blodgett films (LB)
AFM 140,286,450
NSOM 449

Lanth anum hexaboride (LaB6)

source 40, 41
SEM 41,85,87,331
TEM 44,302

Laser confocal scanning
microscopy (LCSM). See
Confocal laser scanning
microscop y

Laser-induced fluorescence
spectroscopy of
nanocomposites 374

Lateral force microscopy (LFM)
47, 103- 104,441

Lateral forces 104
Latex(es) 381-386. See also

Resorcinol-
formaldehyde-latex

for calibration 57, 117
characterization

AFM 111,389-393
OM, SEM 383-384
TEM 172,176,384-385
VPSEM 383

dispersio n for TEM 135
cryomicrotomyand 157,

382
film coalescence 386
film formation 9, 393
freeze drying of 227
particle size measurement

385-386
rep lication meth ods for 386
staining methods for 167,

170--173, 176
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Lattice imaging 43, 45, 72, 76
78,494

in high modulu s fibers 275,
409--410

Layer multipl ying coextrusion
16, 292

LB. See Langmuir-Blodgett films
LCE. See Liquid crystalline

epoxy
LCPs. See Liquid crystalline

polymers
LCSM. See Confocal laser

scanning microscopy
LDPE. See Low density

polyethylene
Lead zirconate titan ate (PZT)

99
Lennard-Jones potential

100-101
Lens(es). 28 See also Condenser

lenses; Objective lenses
aberrations in 40, 73
acceptance angle 72-74
aplanatic 78
Bert rand 35
chrom atic aberra tion 40, 75,

86
condenser lenses 29-30, 44,

78--80
in SEM 36,86-87

contrast with 72- 76
diffraction in 68-69
glass for OM 29,32
illumination systems 78--80
imaging with 29-30, 68-85
intermediate 30
objective lenses 32, 75
projector lenses 30, 74
phase contrast with 76-78
resolution 72-76

Lens-imaging microscope s
29-30

Lenticular imaging, in 3D display
452

LFM. See Lateral force
microscopy

LFRTs. See Long fiber
reinforced thermoplastics

Light emitting diodes 446, 449
Light microscopy. See Optical

microscopy
Light scattering techniques 499
Linear low density polyeth ylene

(LLDPE) 186
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Linear polarization of light 80
Liquid crystalline epoxy (LCE)

186
Liquid crystalline polymers

(LCPs) 7-8, 141, 185,
399--400,494

AFM of 406
aromatic copolyester 400
aromatic polyamide 400
banded structure 402
blends 408--409
chemistry of 399--400
domain texture 401--402,405,

408--409
films from 282
high modulus fibers 399,

409--417
formation of 9
microfibrils in 415--417
structural model 417--418

lyotropic liquid crystals
398-399

microstructure 400--403,
413--417

nematic crystals 9, 399--401,
406,408

optical textures 400--402
PLM 400
rigid rod polymers 399
smectic crystals 45, 399
TLCPs 185-186,270

Liquid crystals (LC) 399
Liquid nitrogen 53,149,226,

233,382
Liquid sulfur 220
Lithography

of AFM tips 50
AFM for 287, 444

LLDPE. See Linear low density
polyethylene

Local thermal analysis (LTA)
352-353

Long fiber reinforced
thermoplastics (LFRTs)
11

Low density polyethylene
(LDPE)

AFM 315
blends 16, 293-295, 348
chemical force microscopy

442
Low dose , high resolution

electron microscopy (LD
HREM) 45,78,137,273

Low dose TEM 52-53
Low temperature RF plasma

asher (LTA) 191,357
Low voltage SEM (LVSEM)

52,94-96,133
applied to

blown PE film 287
copolymers 310
crystallization 271

detectors for 95-96
specimen charging and 94

95,202,207-208
image comparison 93
techniques compared 483

LTA. See Local thermal analysis;
Low temperature RF
plasma asher

LVSEM. See Low voltage
SEM

Lyotropic 8

M
Macroemulsions 380
Magnetic force microscopy

(MFM) 50, 112-113
Magnetic resonance imaging

(MRI) 456
Magnetron sputtering 206,

232
Maleated polypropylene

(MAH-g-PP) 375
Mapping

elemental, by x-ray analysis
55,266,351,372,396,
464

IR 460
Mass loss, by radiation damage

121
Mass spectroscopy (MS) 18
Mass thickness contrast 42--43,

221
Material safety data sheet

(MSDS) 161,162,170
Matrix cleavage of composites

217,357
Matrix cracking 217
Matrix polymers 33, 325
MCf. See Mercury cadmium

telluride
Mechanical deformation. See

Deformation
MEK. See Methyl ethyl ketone
Melting point 4-5, 9-11 , 45, 53,

78,120,495

Index

Membranes 2,276-308. See
also Hollow fiber
membranes; Reverse
osmosis membranes;
Microporous membranes

applications of 276, 289, 297-
298,301-302,304,307

cast 276-277
composite 295, 299-300
flat film 294-305
freeze fractured 300
hollow fiber 23G-231,

305-308
microporous 295-296 ,

303-305
reverse osmosis 296, 302, 305
types of 277

Mercury cadmium telluride
(MCT) 459

Mercuric trifluoroacetate,
staining with 178-179

Meridional reflections 69
Metal decoration 19. See also

Gold decoration
Metal loaded fibers 265-267
Metalshadowing 19,199,203
Methyl ethyl ketone (MEK) as

etchant 182
Metripol 438
Mettler hot stage 279
MF. See Microfilters
MFM. See Magnetic force

microscopy
Mica

test object in AFM 109
flakes 217,279,290
as filler 354, 366, 369-370
as substrate 133, 136-138,

278
Micelles 382, 395

definition of 380
Michel-Levy (polarization color)

chart 84
Microanalysis. See X-ray

microanalysis
Microdiffraction 44, 412--414,

482
Microernulsion , definition of

38G-381
Microfibrils, or microfibers 6,

10,250,418
in fiber structure 250,

271-271
examples of 262,265,414
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in LCPs 412,414-418
in composites 157, 228-230
STM, SEM compared 416
TEM , Electron diffraction

414
Microfilters (MF) 295
Micro mar resistance (MMR)

224
Microporous membranes 295

296,303-306
examples 205-206,211 ,289,

303-306
Microscopes 28-31. See also

Binocular
stereomicroscopes;
Microscopy

compared 483
compound 31
crossed-beam or dual-beam

FIB 453
image formation in 68-124
lens-imaging 29-30
radiation damage in

118-124
scanning-imaging 3~31

simple 31
Microscopy 18-19,21,28-31

analytical 53-56,459-468
calibration in 57-59
cryomicroscopy 53, 60,

233-234
dynamic 59-60
quantitative 56-59,386
techniques compared

480-488
Microtomes 147-150

rotary 148
sledge 148

Microtomy 19, 146-160. See
also Cryomicrotomy;
Ultramicrotomy

for 3D imaging 57,452-454
artifacts in 160
block trimming for 152
embedding for 149,151
mounting for 152
microtomes 147-150
for OM 147-150
for SEM 150
specimen mounting for

148-149
for SPM 15~154, 158-159,

315
for TEM 15~154

Microwave oven technique 151,
17~171

Minerals, as fillers 366
MiniSIMS 466
Mirror, as fracture surface region

29,33,213,256
Mist, as fracture surface region

256
MMR. See Micro mar

resistance
Modulation transfer function

(MTF) 72
Modulus 2,9-11 ,223-224. See

also High modulus fibers
Molding processes 11-17,311,

403-409. See also Injection
molding; Moldings,
microstructure of

blow molding 14
compression molding 14,311
mold temperature 11,356
reaction injection molding

(RIM) 15
structure-property relations for

4-5 ,8,17
thermoforming 14-15

Moldings, microstructure of
spherulitic textures 5-7
in fiber composites 355-356,

365-366
in filled LCP resins 407-409
cryofracture 227
in LCPs 403-409
skin-core morphology 12-13,

315-316
Molecular orientation 5, 13

by birefringence 35, 251
in fibers 25~253

by NSOM 449
in radiation damage 121

Molecular weight distribution
18

Monomer, definition 2
Morphology, definition of 1,

3-4
introduction to 1-21

Mounting, of specimens 148
149,152,213

MPDI. See M-phenylene
isophthalamide

M-phenylene isophthalamide
(MPDI) 45, 137,273

MRI. See Magnetic resonance
imaging
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MS. See Mass spectroscopy
MSDS. See Material safety data

sheet
MTF. See Modulation transfer

function
Muffle furnace 357
Multilayered films 292-294

nano thermal analysis of
447

PC/PET 159,292
Multiphase polymers 3,8,47,

309,321-349
AFM of 159, 330, 332, 338
biodegradable 347-349
block copolymers and

337-345
carbon black filled 368
copolymers 337-344
elastomers with 323, 345
examples listed 309
EPDM 336-337
etching techniques for 185,

193-196
FTIR and IC-AFM of

389
graft copolymers and

337-345
HIPS 155, 171
impact modified thermoplastics

217,328-337
OM, PLM of 330, 332, 338,

484
particle size in 8
polyurethanes in 345-347
processing of 326
random copolymers and

337-345
resins of 321-349
SAN 462-463
SBS 339,343
SEM of 216,331 ,318,346,

350
staining techniques for 167,

175,181,329,341
TEM of 159, 332-333, 339

341,486
toughened resins 323-326
toughened thermoset resins

326-327
Multiwalled carbon nanotubes

(MWCNTs) 219,372,
376

MWCNTs. See Multiwalled
carbon nanotubes
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Mylar 277
as cxtensilble substrate 138,

201,278

N
NA. See Numerical aperture
Nanocomposites 8,47,354,

370-380
AFM of 373, 377-378 , 380
carbon nanotubes 375-376,

380
clay in 373, 376
characterization of 374
HRTEM of 376
laser-induced fluorescence

spectroscopy 374
processing of 17
SEM of 373, 376
TEM of 373,377,379

Nanofibers 273-275. See also
microfibrils

Nanofilters (NF) 295
Nanofoams 154
Nanoindentation 47,223-224

probes for 50,116
Nanolayers 16
Nanotechnology 21,219
Nanotubes. See Carbon

nanotubes
National Institute for Standards

and Technology (NIST)
58

Natural rubber 4, 166, 201, 382
NC-AFM. See Noncontact AFM
Near edge x-ray absorption fine

structure (NEXAFS)
463-464

Near field scanning optical
microscopy (NSOM)
449

polarized, for molecular
orientation 449

with Raman microscopy 461
Negative birefringence 82
Negative staining 161, 168, 172
Negative phase contrast 76
Negative replicas 197
Nematic liquid crystal 399

texture in LCPs 401-402
Neutron scattering techniques

4,492,500
NEXAFS. See Near edge x-ray

absorption fine structure
NF. See Nanofilters

NIST. See National Institute for
Standards and Technology

Nitric acid etching 183, 494
N-methylpyrrolidone 233
NMR. See Nuclear magnetic

resonance
Noise See also Signal-to-noise

ratio
in AFM 58, 114
in HREM 78
in SEM imaging 86,93-94,210
limit to resolution in EM

123-124
Nomarski interference contrast.

See Differential
interference contrast

Nomex 275
Noncontact AFM (NCAFM)

47,49-50,101,112-113
dual-pass technique with

112-113
frequency modulated detection

in 112, 113
Nonlinear geometric mixing

116
Nonlinear motion of AFM

scanner 115
Nonperiodic layer (NPL) crystal

415
Nonwoven fabrics 222, 258-259
Noryl GTX 351
NSOM. See Near field scanning

optical microscopy
Nuclear magnetic resonance

(NMR) 18, 492,
497-498

Nucleation density 5,313
Numerical aperture (NA) 32,

73
Nylon (or Polyamide). See also

Aromatic polyamides
composite with glass fiber 11,

217,358,362-364
etching of 181-182
fibers 175, 250

fatigue failure of 256-257
molded specimens 313
nanocomposites 374-377
polishing of 144
PTA and 176
particle filled 150, 367
rubber toughening 157,296
PLM of spherulites in 6-7,

150,313

Index

SEM of fracture 215
staining of 161-164,167-169,

175, 180
Nyquist criterion 73

o
Objective aperture 30, 71, 80
Objective lenses 30-32 , 71

image formation by 71-73
in TEM 71

OCT. See Optical coherence
tomography

Off-axis aberrations 73-4
Off-axis reflections in fiber

diffraction 69
OM. See Optical microscopy
Optical coherence tomography

(OCT) 438-439
for optical sectioning 455
polarization sensitive 438

Optical microscopy (OM) 18
19,31-35,484-485. See
also Polarized light
microscopy

applied to
composite polymers 355,

360,365,368
extracted filler particles

357-359
fibers 251
latex 384
multiphase polymers 332,

338
artifacts in 489
basic optics of 29,68-69
birefringence imaging in 438
calibration 57
compound microscope 31
confocal scanning microscope

(CLSM) 21,358,
436-437

diffraction limit for 72-73
dynamic hot stage 60, 132,

399
fluorescence microscopy 28,

454-456
illumination systems for 29-

33, 78-79
imaging modes 32-33, 481
Kohler illumination 78-79
microtomy for 147-150
near field scanning 449
phase contrast 33, 76
polarized light 34, 83-85
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resolution 18,29, 72-74, 481,
483

specimen preparation methods
for 132, 143-145,
147-149

stereo microscopes 28,31,
132-133,479-481

Optical path difference 68, 455
Optical sectioning 357, 454-455

apertures and 454
DIC for 454
Optical coherence tomography

(OCT) for 455
STEM and 454-455
wide field 455

Optical texture, of LCPs
400-402

Optic axis
of birefringent object 81-84
of instrument 437,454

Ortho-phosphoric acid. See
phosphoric acid

Oscillating
cantilever, in AFM 49,98-99,

106-110
knife in microtomy 153, 450

Osmium tetroxide (OS04)
staining 162-165,
180-181

examples of use 161-163,
166,304

inclusion methods 164-165
of multiphase polymers 155,

329,339
practical details 164
safety precautions when using

162
for SEM and SPM 165
for TEM 163-165
two step reactions 163

OS04' See Osmium tetroxide
Oversampling 74
Overvoltage 91

P
PA6 (Polyamide-6). See Nylon
PAA. See Polyacrylic acid
Packaging 11,14,276,329

electronic 287,296
food 373

Paints 140, 151
emulsions for 380

PAN. See Polyacrylonitrile
Paper, emulsions for 380

Parallel EELS (PEELS)
461-462

Parison 14
Particle Atlas 358
a-particle emitters, anti-static

103
Particle filled composites

366-370
carbon-black filled 368-369

Particle size 56, 159
distribution 114,141,177,

309
effect on film formation 393
measurement of 385-386

PBI. See Polybenzimidazole
PBO. See Polybenzobisoxazole
PBT. See Polybutylene

terephthalate
PBZO. See Poly-p-phenylene

benzobisoxazole
PBZT. See Poly-p-phenylene

benzobisthiazole
Pc. See Polycarbonate
PCL. See Poly-e-caprolactone
POAC. See Polydiallyldime-

thylammoniumchloride
POMS. See Polydimethylsiloxane
PE. See Polyethylene
PEB. See Ethene-co-1-butene
PEOOT. See Poly-3,4-ethylene-

dioxythiophene
PEEK. See Poly ether ether

ketone
Peelback method (for fibersl

films) 146-147,200
cleavage plane splitting

technique 146
examples 147,414

PEELS. See Parallel EELS
PEL See Polyetherimide
Penning sputtering 203,

205-206
Pentacene 288
PEO . See Polyethylene oxide
Pepper and salt texture 282,

401-402
Perlluorodecalin 442
Permanganate-acid etching 159,

168,184-188,315
Permanganic acid 184
PET. See Polyethylene

terephthalate
Peterlin model (of drawing

process) 10, 250, 278
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PETG. See Polyethylene
terephthalate-co-1,4
cyclohexanedimethylene
terephthalate

Phase contrast 33,76-77,481
AFM 106-109
in OM 19,33,76
condenser lens for 79
in TEM 43, 76-77

Phase (contrast) imaging 49
AFM examples 158, 332-337
OM examples 161,331-332,

338,360
TEM examples 169, 280

PHB. See
Poly-3-hydroxybutyrate

PHBA See p-hydroxybenzoic
acid

PHIC. See Polyhexyl isocyanate
Phosphoric acid

as etchant 184
with potassium permanganate

184-187
as substrate 138

Phosphotungstic acid (PTA)
stain 161,171 ,175-177

examples of use 173, 176,
339-340,385

literature review 175
practical details 176

PhotoBCS. See Photodefinable
benzocyclobutene

Photodefinable
benzocyclobutene
(PhotoBCB) 291-292

Photodiode detector 99
Photon tunneling microscope

449
Photosensitizers, by NSOM 449
PHV. See Poly

3-hydroxyvalerate
p-hydroxybenzoic acid (PHBA)

400,413
PID . See Proportional-integral

differential
Piezoelectric elements in SPM

46,99-100, 106
Pigments 11,32, 172,262
Pinhole lens, for SEM 87
Piperazine 303
Pipes, from PVC 349
Pixel (picture element) 30, 73

size, effect on resolution 73
74,114
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Plan apo 32
Plasma etching 188-194
Plastics 3,308-353. See also

Thermoplastic(s)
amorphous polymers

316-318
characterization of 309-311
competitive analysis 349-353
extrusion of 311-312
failure analysis of 349-353
fracture of 214---216
multiphase polymers

321-349
semicrystalline polymers

318-321
skin-core structures 315-316
spherulites 313-315
toughening 8,323-326

Platinum/carbon 138, 198, 203,
382

Platinum coating 204,317,400
PLM. See Polarized light

microscopy
PMMA. See Polymethyl

methacrylate
PMMA/PS, See Polystyrenel

polymethyl methacrylate
Point-to-point resolution 72,77
Polarization 34

colors 35,83-84
plane of 80, 82-83
state 34,80-81,83,438

Polarization sensitive optical
coherence tomography
(PS-OCT) 438

Polarized light 80-85
circularly polarized light 35,

80,405
elliptically polarized light 80
extinction positions 35, 83

84, Color plate II
lenses for 32
linear or plane polarized light

80
Polarized light microscopy

(PLM) 34---35,83-85,
132,154,278

applied to
fibers 253
LCPs 4D0-403
molded bar 313,320
spherulites 6, 7, 283

hot stage 399
Polarizer (Polar) 34

Polarizing microscopy. See
Polarized light
microscopy

Polishing methods 142-145
artifacts caused by 142-143
examples 142-146,365-366,

403-404, Color plate XI
followed by etching

144---145
for thin sections 145-146

PolScope 438
Poly-3,4-ethylenedioxythiophene

(PEDOT) 298, 393
Polyacetal. See

Polyoxymethylene
(PaM)

Poly(acrylic acid) (PAA) 198,
200-201

Polyacrylonitrile (PAN) 297
hollow fiber membranes from

305
Polyamide. See Nylon. See also

Aromatic polyamides
Polybenzimidazole (PBI) 230,

296,300-301
drying method 230
hollow fiber membranes from

305
membranes of 296, 305

Polybenzobisoxazole (PBO) 45,
153,272,325

fibers 153, 272
Polybenzyl L-glutamate 291
Polybutadiene (PB)

crosslinking of 381
staining methods for 161

Poly(butylene terephthalate)
(PBT) 137,157,492

blends 168, 182
ductile matrix polymer 325
etching of 191
specimen preparation 137,

316,336
spherulites in 314
zones of 321

Polycaprolactone 85
Polycarbonate (PC) 151,153,

281,492
compact disks 317-319
crazing in 218
in multilayered film 292
probes for 447
staining method 329
SAXS of 282

Index

Poly(diallyldimethyl-
ammonium chloride)
(PDAC) 233, 395

cryo-TEM of 395
Polydimethylsiloxane (PDMS)

330
AFM of 311

Poly-s-caprolactone (PCL) AFM
of 225

Polyesters. See also Aromatic
copolyesters

as embedding media
151-152

etching method 196
fatigue fracture of 257
fibers 165,251-257,267,269
films 191,283
heat aging of 254
high speed spun 264
in polarized light 253
SEM of 257
staining for 164, 183

Poly(etherether ketone) (PEEK)
138, 185, 187

Polyetherimide (PEl) 206, 356
Polyethersulfone (PES) 297
Polyethylene (PE) 5, 122, 280.

See also High density
polyethylene (HDPE);
Low density polyethylene
(LDPE); Ultrahigh
molecular weight PE
(UHMWPE)

blends 335
radiation damage in 119,

122-123
electron diffraction of 70,

122,280
etching of 184, 188, 200
fibers 200, 252-253
high modulus fibers

270-272
films 271,279-281,376
hollow fiber membranes 308
industrial films 282-284, 287-

288,293
HREM of 285
lamellae in 52, 184, 280, 284
melt cast film 83, 281
melt extruded 287
microporous membranes 289,

298
PLM of 253, Color Plate II
microtomy of 155
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replicat ion meth ods for 201
single crystals 123, 135- 136
staining methods for 170,

173-1 75
thin film preparation 135, 139

Poly(ethylene-block-polyferro
cenyldimethylsilane ) (PS
PFS) 279

Poly(ethylene oxide) (PEa)
183

AFM 224
Poly(ethylene-polypropylene) 8
Poly(ethylene-ran-methacrylic

acid) (EMAA) 285
Poly(ethylene terephthalate)

(PET) 11, 84, 105, 138,
182, 277, 282

Chemical force microscopy
(CFM) for 442

blend s of 335, 409
etching of 182,185,189-1 91,

195
fibers 9,147, 165,214,253,

163-265
films 192, 277-287
fracture of 255-256
melt crystallization of 224
in mult ilayered films 292
SAXS for 282, 500
SEM for 265, 278-279
staining method for 163-1 65,

177
TEM for 163,165,265,3 52,409
thin film preparation 138
WAXS for 500

Poly(ethylene terephthalate-co
l,4-cyclhexanedimeth ylene
terephthalate) (PETG)
292

Poly(ethylene-eo-vinyl alcohol)
(EVOH) 94, 155, 348

blends 155, 348
nanocomposites 374

Poly(hexyl isocyanate) (PHIC)
291

Poly-3-hydroxybutrate (PHB)
183, 199

biodegradable 347
etching of 187

Poly-3-hydroxyvalerate (PHV)
347

Polyimide (PI) films 282
Polyisoprene 4
Poly(lactic acid) 230, 348

Polymer blends. See Blends
Polymer coatings 2, 380-3 98

list of polymers used 15
adhesion of 15
processes with 15
surfaces of 140
wettability and 388-398

Polymeric light emitting diodes
449

Polymers. See also Amorphous
polymers; Aromat ic
polymers; Blends;
Composite polymers;
High performance
polymers ; Multiphase
polymers; Rigid rod
polymers; Semicrystalline
polymers; Single phase
polymers

acronyms for 521
applications of 2,250-418
biodegradable 347- 349
charac terization of 17-21
classes of 3
colloids and 394-398
crosslinking and 119
crystallinity loss of 121-122
definitions of 2-3
deformation in 340
degradation of 13
etching of (summary) 195
high melting point 78
high molecular weight 288
LCPs 8
mass loss in 120
materials of 1-3
measurement values of 208
morphology of 3-8
processes with 8-17
radiation and 118-120
staining for (summary)

179-180
starburst 117
structure of (summary) 480
surfactants and 394
viscosity of 13

Poly(meth yl methacrylate)
(PMMA) 37, 110, 111,
119,151,154,1 91, 282

amorphous polymer 316
bea m damage of 209
blends 330, 335, 458, 466,

518
block copolymers 119, 345

531

brittl e matrix polymer 325
EFTEM for 462
electron interaction volume in

38
etching methods 195- 196
films 110, 191,448
harmonic imaging of 444
nanocomposites 376
replication method 197
with SAN 462
SAXS of 282
staining method for 164, 167,

172-173 ,465
Polymethyl methacrylate/

polystyrene. See
Polystyrene/ polymethyl
methacrylate

Polyolefins 356. See also
Thermoplastic
polyolefin

chlorosulfonic acid for 281
staining of 281
surface pretreatment of 387

Polyoxymeth ylene (paM),
(acetal) 119, 152, 187

polarized light micrography of
6

single crystals of 135
molded bar 320
spherulites in 370

Poly(p-l ,2-dihydrocyclobuta
phenylene
terephthalamide)
(PPXTA) 272

Poly(phen ylene oxide) (PPO)
171, 374

crazes 220
etching of 374
nanocomposites 374
staining methods for 171-

172, 179
Poly(phenylene sulfide) (PPS)

355,409
Poly(phenyl ether) (PPE) 389
Poly(p-phenylene

benzobisoxazole) (PBZO)
297

Poly(p-phenylene
benzobi sthiazole) (PBZT)
45, 272, 297,400

extrusion of 411-41 2
Poly(p-ph enylene

terephthalamide) (PPTA)
45,399, 402, 409
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Polypropylene (PP) 16, 151. See
also Biaxially oriented PP

atactic (aPP) 3
blends 158,326,334-335,338
etching of 182-185,195
film 200,278,287,442
HEPP 223
isotactic (iPP) 3,184-189,

224,330
hollow fiber membranes from

305
MAH-g-PP 375
microporous membranes 206
nanocomposites 374, 377
reinforcement of 367
replication methods for 200
sectioning of 154-155,158
staining methods for 165,

167-170, 175, 180
syndiotactic PP (sPP) 3

Polypropylene/ethylene
propylene rubber (PP/
EPR) 332

Polypyrrole (PPy) 298
Polysaccharide(s) 141,348
Polystyrene (PS) 2, 45, 282. See

also High impact
polystyrene

amorphous polymer 70, 316
atactic 4, 141
brittle matrix polymer

325-326
crazing studies 219-221
etching 191, 195
films 219
freeze drying of latex 229
isotactic 122,281-282
latex 173, 385-386, 390, 392
nanocomposites 374-375
optical properties of 68
radiation effects on 121
rubber toughening of 292,

309
rigid 151
SAXS of 282
staining methods for 165,

168-170, 181
syndiotactic 4, 168

Poly(styrene )-block-poly(ethene
co-but-1-ene )-block
poly(styrene) (SEBS)
141,159,331-333

Polystyrene-block-t-butylacrylate
(PS-b-PtBA) 442

Polystyrene-block
ferocenyldimethylsilane
(PS-PFS) 279

Polystyrene-block-isoprene
block-styrene (SIS) 157

Poly(styrene-butadiene). See
Styrene-butadiene rubber

Polystyrene-polybutadiene
polystyrene (PSIPB/PS).
See styrene block
coplymers

Polystyrene-polyethylene oxide
337

Polystyrene-poly(methyl
methacrylate) (PS
PMMA) 458

FFM of 104
staining method 167
TEM and STXM of 464-465
X-ray tomography of 458

Polystyrene-poly(phenylene
oxide) (PS-PPO), single
phase thermoplastic
309

Polysulfides, as coating 15
Polysulfone 296, 299, 300

hollow fiber membranes from
305

Polytetrafluoroethylene (PTFE)
119, 151, 155

AFM of 225,286
extraction replicas of 201
Chemical force microscopy

(CFM) of 442
FESEM of membrane 305
membranes 305-307
radiation damage in 119
wear deposited films 286

Polyurethanes (PUR)
as coating 15
etching method 183, 196
fracture 345
as multiphase polymers

345-347
ocr of 455
with polyacetal 346
RIM processing 15, 345
staining methods 163
thermoplastic (TPU) blends

182,183,345
Poly(vinyl acetate) (PVAC)

142,385 ,309
Poly(vinyl alcohol) (PVOH)

142,201

Index

Poly(vinyl chloride) (PVC) 151,
258,329

chlorinated polyethylene
multiphase polymer 328

as ductile matrix polymer 325
FESEM for 258
fracture of 232
pipes from 349
SAXS of 282
staining method for 167, 181
TEM and 281,328

Poly(vinylidene chloride)
(PVDC) , latex particles
384

Poly(vinylidene fluoride)
(PVDF) 185, 297

POM. See Polyoxymethylene
Porosity 141,260,297

of hollow fibers 305
Positive birefringence 82
Post-it" 387-388
Potassium permanganate

(KMn04)' See
Permanganate-acid

PP. See Polypropylene
PPE. See Poly(phenyl ether)
PP/EPR. See Polypropylene/

ethylene propylene rubber
PP-LDPE blends 16,294
PPO. See Poly(phenylene oxide)
PPTA. See Poly(p-phenylene

terephthalamide)
PPXTA. See Poly(p-l,2

dihydrocyclobuta
phenylene
terephthalamide)

PPy. See Polypyrrole
Prepreg 146,365
Pressure-sensitive adhesives

387
Probes in SPM 50-51. See also

Cantilevers; Scanning
probe microscopy

artifacts due to probe
goemetry 115-117, 491

artifacts due to tip wear
117-118

microfabrication of 50
probe specimen interaction in

AFM 100-102
for scanning thermal

microscopy 445-448
silicon 50
silicon nitride 50



Index

Probes in SEM 85-87
BSE 88
probe specimen interaction in

SEM 88-91
probe size 86-88
Secondary electrons 89-91
Probes in STEM 85-86, 91

Problem solving 478-501
adhesives 387
coatings 389
composites 362- 364
engineering resins and plastics

349-354
fiber studies 260-267
films 287-292
flow chart for 488
instrumentation techniques

481-484
interpretation considerations

488-491
nanocomposites 376-379
protocol for 478-480
starting point for 478-480
supporting char acterization s

492-500
Processes 8-15,311-315,326,

403
coating 15
compounding 11, 294, 360,

376
extru sion 12
fiber extrusio n 8-9,270
film extrusion 11, 277,284
molding 12-14, 311- 315,31 9,

326
Projector lens 30, 73
Proportional-integral-different ial

(PID ) 99, 113
Prostheses 224, 346
Protective fabrics 270, 272
PS. See Polystyrene
PS-OCT. See Polarization

sensitive optical coherence
tomography

PS/PB /PS. See Polystyrene 
polybutadiene-polystyrene

PS-PFS. See Polyethylene
block-polyferrocenyl
dimeth ylsilane

PSIPMMA. See Polystyrenel
polymethyl meth acrylate

PS-PPO. See Polystyrene
poly(phenylene oxide)

PTA . See Phosphotungstic acid

PTFE. See
Polytetrafluoroethylene

Pull-off force 48, 442
PVA. See Poly(eth ylene-vinyl

alcohol) ; Poly(vinyl
acetate); Poly(vinyl
alcohol)

PVc. See Poly(vinyl chloride)
PVDF. See Poly(vinylidene

fluoride )
PVF2 See Poly(vinylidene

fluoride )
PZT. See Lead zirconate titanate

Q
Quality factor (Q) 98

for AFM cantilever oscillation
106-109

effect of environment 98
in fast scanning SPM 444
harmonic imaging and 443
in IC-AFM 99
in NCAFM 112

Quant itat ive microscop y 56-59
calibrat ion techniques 54,

57-59, 62, 121
fundamentals of 56-59, 386
image analysis 56-57, 114,

369, 450
latex particle size analysis

309,385- 386
stereology 57

Quartz crystal monitor 203
Quart z wedge 84

R
Radial distribution function

(RDF) 69
Radial growth rate, of

spherulites 5
Radiation

coherent 68
incoherent 68
synchrotron 457-459 ,494
ultraviolet 387

Radiat ion dose 52, 120, 123,
281

Radiation effects in EM
118-1 23

art ifacts 122
chemical changes 118-120
crosslinking 119
crystallinity loss 121
dimensional changes 122

533

mass loss 121
scission 118
specimen heating 120-121

Radiation effects in SEM 52,
123

Radiation induced contra st 196,
310

Rad iation sensitive materials
51-53

low dose TEM operation 53
SEM operation for 52

Raman microscopy 18, 53,
376, 449, 460-46 1, 492,
497

with AFM 461
analytical imaging with

460-461
Coherent anti-Stokes Raman

scattering (CARS) 461
dichroism in 461
NSOM with 461
Surface enhanced Raman

scatte ring (SERS) 461
Tip-enh anced Raman

scatte ring (TERS) 461
Raman spectroscopy 18, 187,

281,460, 492,497
Random copolymers 337-345
Rayleigh criterion 72-7 4
RDF. See Radial distribution

function
Reaction injection molding

(RIM) 15,311 , 345
Reflection electro n microscopy

(REM) 28
Reflected light microscopy 28,

33-34,132,484
examples 144, 145, 353, 365,

404
specimen preparation for

142-145,183,485
Refractive index 68, 76

birefringence and 35, 81-82,
283

measurement of 34, 283, 438
and phase contrast 33

Reinforcement 8, 11, 354-357;
See also Composites

fiber lengths of 360
with fibers 144,354-357, 360,

367
with microfibers 157
with mineral fibers 367
with parti cles 369-3 70



534

Relative humidity (RH). See
Humidity

REM . See Reflection electron
microscopy

Replication 19, 195-201
artifacts in 490
carbon replicas 184,198-200 ,

314,386
detachment replicas 201
direct replicas 198
extraction replicas 201
of fibers 200
for OM 197
for SEM 197
using silicone rubber (Silastic

or Xantopren Blue) 197
for TEM 198-201
two stage replicas 199-201

Resin-rich regions 357,366
Resins 308-353

amorphous polymers
316-318

characterization of 309-311
competitive analysis of

349-353
engineering 2, 308-353
extrusion of 311-312
failure analysis of 349-353
hackle in 349-350
of multiphase polymers

321- 349
photodefinable 291
semicrystalline polymers

318-321
single phase polymers

316-321
skin-core structures in

315-316
spherulites in 312-315
thermoset 291, 308
toughened 323-326
toughened thermoset

326-327
Resolution 18, 28, 68. See also

High resolution SEM;
High resolution TEM

in AFM 47,51,103,114,
342-343

in analytical microscopy
53-56

definition of 28
of detector 73
in lens-based systems 72-76

chromatic aberration 75

diffraction limit 72-73
focus and 75
spherical aberration 75-76

of microscopy techiques,
compared 29,484-487.

noise limited 123-124
in OM 29,31, 73, 147
point-to-point 72
Rayleigh criterion, defined

72
in SEM 37,41-42,52, 85-88,

90
in STEM 44, 91
in SThM 48
in TEM 45,74-76,438-439
x-ray 53-56, 91

Resorcinol-formaldehyde-latex
(RFL) 177

as adhesive 268-269, 387
in tire cords 268-269

Retardation 35, 438
of biaxial films 283
definition of 35, 81
of fibers 253
measurement of 84, 438

Reverse osmosis (RO)
membranes 295,
300-303

CA as 300
RFL. See Resorcinol

formaldehyde-latex
RH . See Humidity
Rigid rod polymers

beam damage in 78, 120
as high modulus fibers

411-412
as LCPs 399
Diffraction from 297,

412-414
RIM. See Reaction injection

molding
RO . See Reverse osmosis

membranes
Robinson detectors 38, 97
Rotary microtomes 148,159
Row nucleated structure 5-7
Rubber 3

carbon black-filled 368-369
chlorobutyl (CB) 177
ebonite method for 177
EPR 334,377
GRC 327
natural 4
PPIEPR 332

Index

staining methods for 161,
164,329

vulcanization of 3
Rubber toughened polymers 8,

150,223,327-328
Ru04' See Ruthenium

tetroxide
Ruthenium dioxide 170
Ruthenium tetroxide (Ru04)

staining method 138,
158, 166-173

artifacts and 169
EELS and 169
examples of use 171,379,

396,465
Literature review 167-169
PC and 329
practical details 169-170

Ruthenium trichloride 170

S
Saddle field ion gun 203,204
SAED. See Selected area

electron diffraction
SALS. See Small angle light

scattering
SAMs. See Self-assembled

monolayers
SAN. See Styrene -acrylonitrile
SANS. See Small angle neutron

scattering
Santovac-5 389
SAXS. See Small angle x-ray

scattering
SBR. See Styrene-butadiene

rubber
SBS. See Styrene

butadiene-styrene
Scan generator, SEM 36
Scan speed in SPM 113-114,

444-445
Scanned sample SPM 115
Scanned tip SPM 115
Scanners for SPM 99-100

artifacts due to 114-115,
490

Scanning Auger spectroscopy
(SAM) 498-499

Scanning capacitance microscopy
(SCM) 48

Scanning electron microscopy
(SEM) 18, 35-42, 85-97.
See also Field emission
SEM; High resolution



Index

SEM; Low voltage SEM;
Variable pressure SEM

aberration corrected 440
applied to

blends 327, 338, 346
composites 218, 355, 359

362,370,408
fabrics 258-259
fibers 147, 214, 253-258,

261-263,416
films 279,285,288,

294-295
fractures 212,214
membranes 231,298-300,

302,306-307
multi phase polymers 216,

327,338,324
impact test samples

360-361
latex particles 383-385,

454
artifacts in 489-490

calibration 57-58
charging effects 94-95,

207-209
conductive coatings for 203-

207,317
EDS with 55, 363, 497
electron sources 39-41,85
elemental mapping in 55-56,

351, 372
examples

BEl and elemental mapping
350-351

complementary study with
AFM 287, 306, 406

complementary study with
OM & TEM 301

with FIB 194, 440, 453-454
fundamentals of 35-42
specimen heating in 121
IBS coating for 199,204-205,

317-318
image formation in 92-94
image interpretation 36,39,

485,488
imaging signals 85-97
final lens design for 86-87
in situ deformation in

222-223
low voltage operation 52, 94

96, 133. See also Low
voltage SEM

microtomy for 150

noise 39, 42, 86, 93-94, 123,
208

optimization 42
peelback for 146-147
probe formation 85-87
probe-specimen interactions in

88-91
properties of 29
radiation damage in 123
repl ication methods for

197
resolution 37,41-42,52,

85-88,90
schematic of 36
specimen preparation methods

for 133, 144, 146, 150,
165, 170, 197

staining methods for 165
167, 170

types of 41,483
Scanning-imaging microscopes

30-31
Scanning ion microscope (SIM)

440
Scanning probe microscopy

(SPM) 45-51 , 114,279,
441-451,487

artifacts in 114-118,
490-491

automated 449-451
CFM 441-442
cryomicrotomy for 154-157
fast scanning 444-445
feedback in 45
of films 286-288
microtomy for 150-154,

158-159
motion control in 46
of nanocomposites 373
NSOM 449
probes for 50-51
probe tips 50-51
schematic of 45
specimen preparation for

140-142
staining for 165-166
SThM 445-449
for surface analysis 464
ultramicrotomy for 154

Scanning reflection electron
microscopy (SREM) 28

Scanning thermal microscopy
(STh M) 48,291,
445-449
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Scanning transmission
electron microscopy
(STEM) 28, 43-44,
85-86,486-487

aberration corrected 439
dedicated 44,486
with EELS 138,461-462
electron sources for 40
FEG with 44
HAADF in 44,145,233,285,

345,456
of ionomer 285
optical sectioning and

454-455
probe-specimen interactions in

91
radiation sensitivity and

123-124
staining for 170
techniques 486-487
x-ray analysis in 55

Scanning transmission x-ray
microscopy (STXM)
463-464

Scanning tunneling microscopy
(STM) 46, 116,317,481,
487

applied to
CD surface features 318
LCP microstructure

414-417
microporous membranes

289
conductive coatings for

203-207
sample preparation for

140-141
Scherzer focus position 75, 76
Schlieren texture in PLM 401
Schottky field emission gun 40
Scission 118-119,121,209
SCM. See Scanning capacitance

microscopy
SDS . See Sodium dodecyl

sulfate
SE . See Secondary electrons
Secondary electron imaging

(SEI) 39,93,191-193,
482

examples 191-192,205,263,
396

in LVSEM 39, 362-363
optimization of 41-42
in VPSEM 41
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Secondary electrons (SE) 39,
89-91

types of 39, 90
produced by BSE 39

Secondary ion mass
spectrometry (SIMS) 18,
464-466,498

Sectioning See Microtomy
cryosectioning. See

Cryomicrotomy
optical 357, 454-455
physical, for 3D imaging

452-454
serial 452

SEL See Secondary electron
imaging

Selected area aperture 44,
71-72

Selected area electron diffraction
(SAED) 44, 122,275,
412,481

Selective plane illumination
microscopy (SPIM) 455

Self-assembled monolayers
(SAMs) 287,441

Self-reinforcing LCPs 403
SEM. See Scanning electron

microscopy
Semicrystalline polymers 4-7 ,

318-321
chlorosulfonic acid staining

173-175
crystallization 5-7
melt-drawn films 280-281
SEM of 215, 284, 322, 324
injection molding of 316
lamellae 4-7,10,136,174,

175,206,280,284
spherulites 7, 83-85, 163, 184,

189,313-315,320,322
OS04staining 163
PLM of 6,7,83,85,253
TEM of 163,174,175,189,

280
toughening of 339-340
microstructure of molded part

14,313,315,320,330
Senarmont compensator 84
Sensitive tint plate 84
Serial sectioning 452
SERS . See Surface enhanced

Raman scattering
Set point 49, 102, 110, 445

ratio 110,327,450

Shadowing 19,183,186,199,
203,285,384

Shear bands 4-5 ,212,412-413
Shish kebab structure See Row

nucleated structure
Shrinkage 13, 253, 366

in amorphous polymers 14
Signal-to-noise ratio (SNR)

resolution and 123-124,439
visibility limit 93

Silastic
Silicon SPM probes 50-51,98
Silicone replica method 197
Silicon nitride 50
Silver nitrate staining method

178
Silver sulfide insertion method

178
SIM. See Scanning ion

microscopy
Simple microscopes 31
SIMS. See Secondary ion mass

spectrometry
Single crystals 5, 136

AFM 136-137
diffraction from 122
formation 5, 135
of PE 136
TEM 135-136

Single phase polymers 308-309
Single phase plastics 316-321

examples 309
Single walled carbon nanotubes

(SWCNTs) 372,376-378,
380

SIS. See Polystyrene
block-isoprene-block
styrene

Skin-core morphology (texture)
12-13,168

examples 320,403-407,411
in plastics and resins

315-316
Sledge microtome 148
Small angle light scattering

(SALS) 499
Small angle neutron scattering

(SANS) 500
Small angle x-ray scattering

(SAXS) 5, 186,297,481,
499-500

AFM with 188,346,451,500
of amorphous films 282
crazing and 221

Index

TEM with 186, 233, 499
STEM with 285

Smectic liquid crystals 45, 183,
399

Snorkel lens, for SEM 86
SNR. See Signal-to-noise ratio
Sodium dodecyl sulfate (SDS)

233,395
Sodium hypochlorite 169
Sodium (meta)periodate 169,

170
Sonication, sample preparation

137,187
examples 403, 409-412

Solvents for etching 181-183
SPB. See Spherical

polyelectrolyte brush
Specimen preparation methods

132-234
conductive coatings 201-211
CPD 230-231
cryogenic methods 226-234
and cryomicroscopy 232-234
drying 151, 226-234
embedding 149
etching 181-196
fracture studies 212-217
freeze drying 227-230
freeze fracture-etching 231
microtomy 147-160

mounting for 148-149, 152
for OM 132-133,144
peelback 146
polishing 142-146
replication 196-201
for SEM 133,144
single crystal formation

135-137
for SPM 140-142, 154-159,

165,223-226
staining 160-181
for TEM 134-140, 150-157,

219,223,233
Specimen support films 134
Spectroscopy techniques 496

499. See also Raman
spectroscopy; X-ray
photoelectron
spectroscopy

Auger 498-499
FfIR 496-497
MS 18
NMR 497-498
XRF 496



Ind ex

Spher ical aberration 73-75,439
Spherical polyelectrolyte bru sh

(SPB) 395
Spherulites 4--7, 83--85,480

AFM of 189, 314, 315
deformation of 10, 283
elastomer additio n and 329
permanganate etching

184-1 86
in cast thin films 138
SEM of 322
PLM of 6, 7,83--85, 163, 253,

313,320
in POM 370, 372
structure of 6
TEM of 163, 184

Spider silk 270, 275-276
SPIM . See Selective plane

illumination microscopy
Spinn eret 9

contaminat ion of 267
SPM. See Scanning probe

microscopy
Spray spun nonwoven fabr ics

258-259
Sputter coa ters and coatin g

202, 204--206
examples of sputter coa ting

205-206 ,307, 416
SREM. See Scanning reflection

electron microscopy
Staining meth ods 160-1 81. See

also Vapor staining
for ABS 167
with brom ine 179
with chlorosulfonic acid 162,

173-175, 281
with ebonite 177-178
compared to EFfEM 161
with iodine 179
with mercuric trifluoroacetate

178-179
negat ive sta ining 161
for nylon 161-1 62
with osmium tet roxide (OS04)

162-1 66,180-181,1 83, 339
for AFM 166
for SEM 165-167

positive staining 161
for polybuta diene 162, 167,

171- 173
for polyester 164, 183
summary of 180-1 81
for PS/PM MA 167

with phosph otungstic acid
(PT A) 161,175-177

for fiber indentification 258
for rubber 161, 164
with ruth en ium tet roxide

(Ru04) 154, 166-173,
182

for SEM 170
for STEM 170

of SBS 155, 164, 339
with silver sulfide 178
with Sudan Black B 161
forTEM 160-161,170-173
with uranium salts 161
with uranyl acetate 173-175

Starburst polymers 117
Starches 347-349

degradation of 348
STEM. See Scanning

transmission electron
microscopy

Stereo binocular micro scopes.
See Binocular
stereomicroscopes

Stereology 57
SThM. See Scanning therm al

microscopy
STM . See Scann ing tunneling

microscopy
Structure d light imaging 455
STXM. See Scanning

transmission x-ray
microscop y

Styre ne-acry lonitrile (SAN)
copol ymers 381

as br ittle matrix polymer
325

EFfEM of blend 462
a multiphase polymer 309
staining 163, 168

Styrene block copolymers
styre ne-butadiene diblock

copolymer 190, 339, 382
in situ deformation 223

styrene-butadiene-styrene
(SBS) triblock copolymer
2, 155,290,342

staining methods 162, 164,
178, 181

non-butadiene blocks 141,
157, 159

Styrene-butadiene rubber (SBR)
161, 177, 368, 382

Sudan Black B 161

537

Sulfur
as embedding media 152
liquid 220

Sulfuric acid , etchant 159,
183-1 88

Suppiers listed in Append ices
accessories 510-511
microscopes and microanalysis

equipment 512
scanning probe microscopes

and accessories 513
Surface enhanced Raman

scatte ring (SE RS) 461
Surfactants 380

in cryo-EM 233
in etching 165, 166,304
polymer interaction

394--398
Supporting characterization

techniques 492-500
spectroscopies 496-498
thermal anal ysis 495
x-ray diffraction 493-495

SWCNTs. See Single walled
carbon nanotubes

Synchrotron rad iation 447,
457-45 9, 494

Syndiotactic polymer , definition
of 3

T
Ta lc particles 217,354,

358-359
Tant alum-tungsten alloy 185,

199-200
Tapping mod e AFM (TMAFM).

See Int ermittent contact
mode AFM

TEM. See Transmission electron
microscopy

Tensile properties 2, 10,270,
271,316,323,376,417

Tensile stress 10
Tensile tester 212- 213,255

in situ 47, 59-60,222-223,
346

Ternary blends 311,330-331
TERS. See Tip-enhanced Raman

scatte ring
Tetrafluoromethane (CF4)

plasma 190
Te trahydrofura n (THF)

and Os 0 4 163, 327
etchant 345
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Textile fibers 251-260
birefringence studies 35,

251-253
characterization of 262-265
OM of 251-253
SEM of 253-254, 263
TEM of 259-263

Textile World Manmade Fiber
Chart 251

TGA. See Thermogravimetric
analysis

Thermal analysis 4, 17,47,
495-496

of nanocomposites 373
of UHMWPE 271

Thermal field emission gun 41
Thermal infrared detection

447
Thermally cured resins 291
Thermal tuning in AFM 59
Thermionic emission source 40
Thermoforming 14-15,311
Thermogravimetric analysis

(TGA) 495
Thermomechanical analysis

(TMA) 495
Thermoplastic(s) 3,309

cross-linkable epoxy
thermoplastics (CET)
327

cold drawning 10
impact modified 328-337

Thermoplastic polyolefin (TPO)
154,347,377-379,394

Thermoplastic polyurethane
(TPU) 183

Thermoplastic vulcanizate (TPV)
336

Thermosets 3,14,309
as matrix 354
toughened 326-328

Thermotropic, definition of 8
Thermotropic liquid crystalline

polymers (TLCPs) 185-
186,270

PLM of 400-402
THF. See Tetrahydrofuran
Three dimensional imaging 57,

436,451-459,466
by optical sectioning

454-455
by physical sectioning 452

454,466
by tomography 57,455-459

Time-of-flight secondary
ion mass spectrometry
(ToF-SIMS) 159,
464

Tip-enhanced Raman scattering
(TERS) 461

Tips of SPM probes
50-51

artifacts due to 115-118,
490

chemically modified 35,
441-442

coated 50
wear 117,450

Tire cords 267-270
characterization of 267
ebonite with 269-270
Kevlar in 399
RFL in 268-269

Titanium dioxide in fibers
262-265

TLCPs. See Thermotropic
liquid crystalline
polymers

TMAFM, Tapping mode AFM.
See Intermittent contact
mode AFM

ToF-SIMS. See Time-of-flight
secondary ion mass
spectrometry

Tomographic spectral imaging
451

Tomography 57,275,451,
455-459

Optical coherence tomography
(OCT) 438,455

x-ray microtomography
457-459

Topographic contrast 36, 38,
254,331

Toughening
of plastics and resins 8, 323

326,339
with rubber 8, 327-328
of thermoset resins

326-327
Tows 366
TPO. See Thermoplastic

polyolefin
TPU. See Thermoplastic

polyurethane
TPV. See Thermoplastic

vulcanizate
Transcrystallinity 321

Index

Transmission electron
microscopy (TEM) 42
45,71-78,80,486. See also
Cryo-TEM; Energy
filtering EM; Scanning
transmission EM

abbe rations in 74-76,
438-439

applied to
blends 330-333
filled rubber 368
copolymers 337,339,341
composites 357,362-364
crazes 219-222
fibers 259-260,274-275,

409-416
films 280, 284-285, 294-296
membranes 301-304
multiphase polymers 159,

339-341
nanocomposites 373,377,

379
latexes 172,176,383-386
semicrystalline films

280-281
PET fibers 165,265

artifacts in 491
basic optics of 29,68-69,71
calibration of 57-58
CCD for 59
cold stage 233-234
comparison of techniques 29,

44,480-487
contrast modes 42-43

BF and DF 42-43,341,402
crystallographic or

diffraction 43, 122, 456
mass thickness 42-43, 221
phase 43, 76-78

diffraction techniques 18, 44
45,69-71. See also
Electron diffraction

with EELS 53,461-462,486
EFTEM 70,75,157,461-462
electron sources for 40
electron beam heating in 120
illumination systems for 80
intermediate aperture 44, 71.

See also Selected area ED
introduction to 28-30, 42, 486
lattice imaging 76-78,274

275,410,415. See also
High resolution TEM

lenses in 29-30



Index

low dose technique 53
objective aperture 71
radiation damage 51-52,

118- 124
resolut ion 72- 78, 438-440
Selected area electron

diffraction (SAED) 44,
122, 275,412,481

in situ deform ation in 59-60,
223

specimen preparation for 19,
134-140

carb on coating 203
cryomicrotomy 154-157
freeze drying 227-229
microtomy 150-157
rep lication 198-201
shadowing 203
staining, examples 170-173
staining, methods 160-181
ultr amicrotomy 152-154

x-ray analysis in 44, 55-56 ,
486

Transmission x-ray microscopy
(TXM) 463

Transmitt ed light microscopy
147, 358

Tube length 32
Tungsten filament electron

source 29, 40
in SEM 41,88

TXM. See Transmission x-ray
microscopy

U
UFs. See Ultrafilters
UHMWPE. See Ultrahigh

molecular weight PE
UHV. See Ultrahigh vacuum
ULAM. See Ultra-low-angle

microtomy
Ultrafiltration membranes (UFs)

295-297
PAN 296
PES 297
PVDF 297

Ultrahigh molecular weight PE
(UHMWPE) 175, 188

fibers 270-272
nanoind entation of 224
self comp osite (with HDPE)

271
composite with carbon

nanotubes 376

Ultrahigh vacuum (UHV) 40,
49,90

NCAFM 49, 112
STEM 44, 486-487
XPS 467

Ultra-low-angle microtomy
(ULAM) 159

Ultramicrotomy 146, 152,
154-157

cryoultramicrotomy 146, 151,
154-157,292, 352

knives for 154
Ultrasonic bath

for clean ing 143, 197
for disintegration 137

Ultrathin window (UTW)
detectors 54

Ultrathin sections. See
Ultramicrotomy

Ultraviolet (UV) irradiation 59,
387

Underfocusing technique 34,
76, 342. See also Defocus

Unfilled LCP moldings
406-407

Uniaxial birefringence 82
Uniaxially oriented material 10,

81--82,250, 493
Uranium salts, staining with

161
uranyl acetate 173-175

UTW. See Ultrathin window
detectors

V
Vacuum. See also Ultrahigh

vacuum
artifacts 492
for electron sources 40
evaporators 198-199,202
in freeze drying 227
low vacuum SEM 41, 96, 363,

383. See also Variable
pressure SEM

Vacuum in a bottle 442
Vapor staining 138, 154-157,

164-168,170
Variable pressure SEM (VPSEM

or HPSEM or ESEM)
21, 41, 59-60, 96-97, 452

applications 348-349
of blends 232, 329
conductive coatings and 202
detectors for 96-97

539

of hydrated materials 123,
348

of latex 382- 383
Vectra" LCP resins 400, 408
Vectran" LCP fibers

peelback of 414
SEM, STM of 416

Virtual aperture 86
Viscoelasticit y, lateral forces and

104
Viscosity

of embedding resins (low)
151, 154, 178, 197

of polymer melts 11-13,
323-326

Visibility limits 93
Void growth 217
Voxel 451,466
VPSEM. See Variable pressure

SEM

W
Warpage 13
Waves, interference of 68
Wavelength dispersive x-ray

spectrometer (WDS)
54-55, 206, 265

compared to EDS 55,4, 84
mapping in metal loaded fibers

265
WAXD. See X-ray diffract ion
WAXS. See X-ray diffraction
WDS. See Wavelength dispersive

x-ray spectroscopy
Weld line 14

fractures at 316
Wettability 141, 190, 254

and coatings 388-398
of etched films 287

Wide-angle x-ray diffraction
(WAXD) See X-ray
diffraction

Wide-angle x-ray scattering
(WAXS) See X-ray
diffraction

Wide field opt ical sectioning
455

Wollaston wire 446-447
Wollastonite 217, 446

as filler 354
Wood pulp fiber 173, 258, 273
Work function 40
Working distance 41-42,86--87,

96,440
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WORM (write once optical data
storage disks) 317

Woven fabrics 258,300

X
X7G polymers 400-401,

412--413
Xantopren Blue 197
Xenoy 335,336
XPS. See X-ray photon

spectroscopy
X-ray(s). See also Energy

dispersive x-ray
spectroscopy; Small angle
x-ray scattering;
Wavelength dispersive x
ray spectrometer

characteristic 53, 88, 91
continuum 54

X-ray diffraction (XRD) 4-5,
17,374,482,493--495

of fibers 250, 263, 275, 409,
417,500

of membranes 297
of nanocomposites 374, 375

X-ray fluorescence (XRF) 492,
496

X-ray microanalysis 19,38,53
56,350,438,484

artifacts in 491--492
elemental mapping by

53-56,349-351,394-396,
464

energy dispersive spectrometer
(EDS) 53-54

in failure analysis 349-351
during in-situ deformation in

SEM 222
at low beam voltage 95
of metal loaded fibers 266
of multiphase polymers 332,

350,372
SEM compared to AEM 55
of paint layers 394-396
wavelength dispersive

spectrometer (WDS)
53-54

X-ray microanalyzer (XRM). See
Electron probe
microanalyzer

X-ray microscopy 21,462--464
X-ray microtomography

457--459
X-ray photoelectron

spectroscopy (XPS) 18,
159,184,190,273,498

with CFM 441
of fibers 250, 273

Index

high resolution spatial imaging
466--468

XRD. See X-ray diffraction
XRF. See X-ray

fluorescence
XRM. See X-ray

microanalyzer
Xydar 400
Xylene 135,233,279

etching with 168, 181
in replication 198

y

Yarns 258
HMLS 272

Yielding and fracture 212-218,
325

Young's modulus 10, 316

Z
Zero net force, contact AFM

101, 103, 105
Zirconium oxide electron emitter

40
Z-piezo position 102,105,111,

115
Z-contrast. See Atomic number

contrast
Z-sweep 111




