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PREFACE

Comprehensive Polymer Science was published in 1989 as a set of seven volumes and then supplemented by two
additional volumes. This excellent print collection comprehensively covered the entire field of polymer science
at that time. Much of the information is currently still as valuable as it was then, although some aspects are seen
differently now. Those differences are important in order to understand the enormous development polymer
science has taken since 1989. When we developed the concept for an entirely new edition of Polymer Science:
A Comprehensive Reference, we intended not only to update and replace the original edition of Comprehensive
Polymer Science, (we are pleased to announce that it will be soon available in electronic format) but also to
focus on a widely observed transition of polymer science, from exploring only macromolecules, polymeric
materials, and polymerization processes to become part of a comprehensive study on molecular soft matter
science enabling advancements in other related disciplines.

In 1989, polymer science had just started a second stage of development after completing the scientific
and technological evolution of its fundamental principles. This second stage has been driven by the
continuously increasing understanding of the complexity in the structural organization of polymer
materials and the challenge to understand and to master the fundamental underlying structure formation
on exceedingly large length scales. Material functions based on molecular organization have been the
focus of outstanding and highly recognized achievements, for example, new concepts for macromolecular
architectures, self-assembling properties, electronically conductive polymers, ultrathin films, and hybrid
structures or bioconjugates.

We are once again at the beginning of another step forward in the development of polymer science. Based
on an increasing understanding of molecular processes, for example, advancements in mastering molecular
self-assembly and the interfacing of bottom-up and top-down approaches to molecular organization, the
tremendous progress in understanding the molecular basis of biological processes, and the growing ability to
describe more and more complex systems with the rigorous approaches of physics, the traditional bound-
aries between these fields of science are being torn down. At the same time, the differentiation between
materials and living organisms is becoming more and more indistinct, that is, machines are becoming
biological and biology is becoming engineered. Already a new field of biofunctional materials is emerging,
where ‘biofunctional’ represents the ability to activate and control a biological response. As a consequence,
polymer science is facing a shift in paradigm from having been focused on itself, toward creating an enabling
science that provides an understanding of a much broader base of ‘molecular soft matter science’ that reaches
out and provides important contributions toward biology and information- and energy-related technologies.
This development is seen in the increased worldwide interest in bioinspired materials engineering biomi-
metic materials and in the creation of smart nanostructures, as well as polymeric electronic and photonic
devices.

The great progress that has been made in many areas of polymer science since 1989 is reflected in, and aided
by, three major developments: (1) the advancements in precision polymerization and synthetic combination of
well-defined (bio)macromolecular building blocks, for example, controlled polymerization processes, and new
macromolecular architectures; (2) the progress in characterization methods spanning an enormous increase in
length- and timescales, for example, single molecule imaging and spectroscopy that provides an improved
insight on slow and cooperative relaxation and ordering; and (3) significant improvement in the under-
standing of complex macromolecular systems like polyelectrolytes and block and graft copolymers amplified

XXi

(c) 2013 Elsevier Inc. All Rights Reserved.



XXii Preface

by the dramatically enhanced power of computational simulations. In addition, much interest has been
focused on polymers and materials coming from biological sources, or those designed to serve specific
functions in a biological system, which is partly driven by environmental and sustainability aspects, but also
by the rising interest in smart biomimetic and bioactive materials. Besides the emergence of new biomaterials
and biohybrid macromolecules, this also leads to a new interest in waterborne polymers and polymer synthesis
in aqueous systems, for example, enzymatic polymerization.

The organization and outline of the ten volumes of this edition of Polymer Science: A Comprehensive
Reference has been chosen to give consideration to these developments, but also to link the fundamentals
of polymer science, as developed over almost 100 years, with the challenges of the ever more complex
systems, and introduce connections that will dominate the future development of a polymer-based mole-
cular soft matter science. Besides the classic print edition, this new edition of Polymer Science: A Comprehensive
Reference is also provided as an e-version, enabled with efficient cross-referencing and multimedia. We
invited the top world experts in polymer science to serve as volume editors and this ‘dream team’ has
prepared a ten-volume set with 269 chapters covering both the fundamentals and the most recent advances
in polymer science. Volumes 1-5 are directed toward the fundamentals of polymer science, that is, polymer
physics and physical chemistry, advanced characterization methods, and polymer synthesis. In spite of the
breadth of information collected in these five volumes, it has not been possible to cover all aspects of
polymer science. In some cases, the reader must refer to the chapters in volumes 6-10 that address topical
developments with a stronger material focus.

The progress in polymer science is revealed in essentially all chapters of this edition of Polymer Science:
A Comprehensive Reference. In Volume 1, edited by Khokhlov and Kremer, this is reflected in the improved
understanding of the properties of polymers in solution, in bulk, and in confined situations such as in
thin films. Volume 2, edited by Spiess, Hashimoto, and Takenaka, addresses new characterization
techniques that were not covered in the first edition, or did not even exist in 1989, such as high-
resolution optical microscopy, scanning probe microscopy, and other procedures for surface and interface
characterization. Volume 3, edited by Coates and Sawamoto, presents the great progress achieved in
precise synthetic polymerization techniques for vinyl monomers to control macromolecular architecture:
the development of metallocene and post-metallocene catalysis for olefin polymerization, new ionic
polymerization procedures, atom transfer radical polymerization, nitroxide-mediated polymerization,
and reversible addition-fragmentation chain transfer systems as the most often used controlled/living
radical polymerization methods. Volume 4, edited by Penczek and Grubbs, is devoted to kinetics,
mechanisms, and applications of ring-opening polymerization of heterocyclic monomers and cycloolefins
(ROMP), as well as to various less common polymerization techniques. Polycondensation and non-chain
polymerizations, including dendrimer synthesis and various ‘click’ procedures, are covered in Volume 5,
edited by Schmidt and Ueda. Volume 6, edited by Miiller and Wooley, focuses on several aspects of
controlled macromolecular architectures and soft nanoobjects including hybrids and bioconjugates. Many
of the achievements would have not been possible without new characterization techniques like atomic
force microscopy (AFM) that allowed direct imaging of single molecules and nanoobjects with a precision
only recently available. An entirely new aspect in polymer science is based on the combination of
bottom-up methods such as molecularly programmed self-assembly with top-down structuring such as
lithography and surface templating, as presented in Volume 7, edited by Kumacheva and Russell. It
encompasses polymer and nanoparticle assembly in bulk and under confined conditions or influenced by
an external field, including thin films, inorganic-organic hybrids, or nanofibers. Volume 8, edited by
Muellen and Ober, expands these concepts, focusing on applications in advanced technologies, for
example, in electronic industry and centers, in combination with the top-down approach and functional
properties like conductivity. Another type of functionality that is rapidly increasing in importance in
polymer science is introduced in volume 9, edited by Langer and Tirrell. This deals with various aspects of
polymers in biology and medicine, including the response of living cells and tissue to the contact with
biofunctional particles and surfaces. Volume 10, edited by Hofer, Hickner, and McGrath, is devoted to the
scope and potential provided by environmentally benign and green polymers, as well as energy-related
polymers. It discusses new technologies needed for a sustainable economy in our world of limited
resources. Common to all approaches in this edition of Polymer Science: A Comprehensive Reference is the
mastering of an increasing complexity of the polymer material structure needed for a change in focus
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from commodities to materials for various advanced applications, related to energy, environment, and
biomedicine.

We hope that this new edition of Polymer Science: A Comprehensive Reference will provide the readers with
state-of-the-art coverage of all important and modern aspects of polymer science. We would like to thank all
volume editors, contributing authors, and Elsevier personnel for their efforts, not only in completing the
project in a timely fashion but also in ensuring the outstanding quality of the final product.

Krzysztof Matyjaszewski
Martin Moller
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FOREWORD

Polymer science has experienced a most impressive expansion in depth, breadth, and diversity through
developments in its core domains as well as at the interfaces of polymer chemistry and physics with materials
science, supramolecular chemistry, nanoscience, biophysics, and biology. These developments are reflected in
the evolution from the original edition of Comprehensive Polymer Science to the present edition Polymer Science: A
Comprehensive Reference. None of these areas can nowadays be envisaged without considering the contributions
of polymer science to their own progress. At the same time and with increasing impact, scientists from the other
fields contribute new findings and concepts to polymer science and many novel and topical approaches are
rooted in the areas mentioned above.

The extension of the concepts and features of supramolecular chemistry from discrete species to
polymolecular entities has opened novel perspectives in materials science. It defines a field of supramole-
cular materials that rests on the explicit implementation of intermolecular interactions and recognition
processes for controlling the buildup, the architecture, and the properties of polymolecular assemblies as
they emerge from their components through self-organization. Such spontaneous but directed self-assembly
is of major interest for the supramolecular design, synthesis, and engineering of novel materials presenting
novel properties.

Our own connection with polymer science stems from the introduction and progressive establishment
of a supramolecular polymer chemistry built on entities generated by polyassociation between molecular
‘monomeric’ components through dynamic noncovalent interactions with molecular recognition between
the components. The more recent development of dynamic covalent chemistry led to the investigation of
dynamic covalent polymers formed by polycondensation through reversible reactions between subunits
bearing suitable functional groups. The dynamic features of both these molecular and supramolecular
polymers characterize dynamic polymers, dynamers, on both levels. Dynamers may be defined as
constitutional dynamic polymers, that is, polymeric entities whose monomeric components are linked
through reversible connections and have therefore the capacity to modify their constitution by exchange
and reshuffling of their components. They may undergo constitutional variation by incorporation,
decorporation, and exchange of components. These dynamic properties confer to dynamers the ability
to undergo adaptation and driven evolution in response to physical stimuli or chemical effectors.
Dynamers are thus constitutional dynamic materials resulting from the application of the principles of
constitutional dynamic chemistry to polymer science. As such, they open wide perspectives toward
adaptive materials and technologies.

By the nature and the size of its objects, polymer science plays a very important role in nanoscience and
nanotechnology, both areas experiencing a profound mutual fertilization. Polymer science has also been
subject to major developments at the interface with biology, by the incorporation of biological components
into synthetic polymers, as well as by applying its own principles to the understanding of the features of
biological macromolecules.

An extremely rich variety of novel architectures, processes, and properties have resulted and may be expected
to further emerge from the blending of polymer science with the other areas of materials chemistry and physics,
with ongoing developments in chemistry as well as with the investigation of complex molecular behavior in
biological sciences.
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Polymer Science: A Comprehensive Reference provides complete and up-to-date coverage of the most impor-
tant contemporary aspects and fundamental concepts of polymer science. It will become the indispensable
reference not only for polymer scientists but also for all researchers in disciplines related to macromolecular
systems.

Jean-Marie Lehn
ISIS - Université de Strasbourg, Strasbourg, France
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Introduction and Overview: Chain Polymerization of Vinyl Monomers

3.01.1 Introduction 1
3.01.2 Overview 1
3.01.1 Introduction are organized sequentially by polymerization mechanism.

Vinyl polymers continue to be the most important class of
polymeric materials as measured by annual production volume
as well as economics. In the two decades since the first edition of
Comprehensive Polymer Science, impressive advances have been
made regarding new methods for the synthesis of polymers
from vinyl monomers. Although the primary modes of polymer-
ization (anionic, cationic, radical, and metal-mediated) have not
changed, advances in polymerization catalysts and initiators
now allow the synthesis of polymer architectures that were in
many cases unimaginable only a few decades ago. This volume
presents an up-to-date perspective on key advances in the area of
vinyl polymerization since the first edition of Comprehensive
Polymer Science. Such advances include the controlled/living
polymerization of vinyl monomers, the synthesis of new vinyl
polymer architectures (block, graft, star, etc.), the incorporation
of functional groups in vinyl polymers, and the control of mole-
cular weight and polymer end-groups. With the exception of a
chapter on alkyne polymerization (Chapter 3.27), this volume
only includes vinyl polymerizations that result in saturated
polymer backbones; alkene metathesis and conjugated diene
polymerization will be covered elsewhere in the treatise.

3.01.2 Overview

Following an overview on the fundamental aspects of chain
polymerization (Chapter 3.02), the chapters in this volume

Chapters 3.03-3.14 focus on the many developments in radi-
cal  polymerization, including computational and
experimental fundamentals of radical reactions, fundamen-
tals of controlled/living radical polymerization, degenerative
chain transfer with alkyl iodides, reversible addition-
fragmentation chain transfer polymerization and related
degenerative transfer methods, nitroxide, organometallic,
and atom transfer-mediated techniques, as well as radical
polymerization in heterogeneous media. Chapters 3.15
and 3.16 cover advances in cationic polymerization, includ-
ing nonpolar and polar monomers. Chapters 3.17-3.19
address recent progress in cationic polymerization, including
nonpolar as well as protected and nonprotected polar mono-
mers. Chapters 3.20-3.27 examine important progress in
metal-mediated alkene polymerization in both industrial
and academic settings, including metallocene-based catalysts,
reversible chain transfer mechanisms, living alkene polyme-
rization by nonmetallocene catalysts, alkene/carbon
monoxide copolymerization, and polymerization of alkynes
and cyclic alkenes. This volume comprehensively documents
the exceptional progress in vinyl chain polymerization
over the last two decades and highlights promising
emerging areas that will yield exciting advances in the coming
years.

Polymer Science: A Comprehensive Reference, Volume 3
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3.02.1 Introduction

This chapter describes the fundamental aspects of chain poly-
merization. ‘Fundamental’ can be understood in two ways:
first, how all that started - that is, in which way the chain
reactions in chemistry (and particularly in polymer science)
were discovered; second, basic phenomena. Both aspects are
presented in this chapter.

The idea of chain reactions started with the works of
Bodenstein. Beginning in about 1906, Max Bodenstein
(1871-1942, Magdeburg) investigated the thermal and photo-
chemical reactions between hydrogen and bromine and later
the corresponding reactions between hydrogen and chlorine. In
about 1913, he observed very high quantum yields (up to 10°)
for the photochemical hydrogen-chlorine reactions and pro-
posed several consecutive reactions with the one that started
this event. This series of consecutive reactions was named
‘chain reactions’.

Max Ernst August Bodenstein

Various sources, usually depending on the country they
come from, describe the history of these early days in a slightly
different way.

The Nobel Prize was not awarded for the discovery of
chain reactions. However, in 1956, Sir Cyril Norman
Hinshelwood from Great Britain (1897-1987, London)
and Nikolai Nikolaevich Semenov from Russia (1896,
Saratov, to Moscow, 1986) were jointly awarded the
Nobel Prize for (mostly) developing branched chain reac-
tions. The first monograph on chain reactions was written
by Semenov.

Nikolai Nikolaevich Semenov

3.02.2 The Nobel Prize Award Ceremony Speech
of A. Olander on Behalf of the Nobel Committee

At the award ceremony, as is customary, the award speech was
given by A. Olander on behalf of the Nobel Committee. The
presentation stressed on the earlier contribution of van’t Hoff
and Arrhenius to the discovery of chain reactions and their
fundamental phenomena.

Olander’s presentation is given below.

Award Ceremony Speech:

Presentation Speech by Professor A. Olander, Member of the Nobel
Committee for Chemistry of the Royal Swedish Academy of Sciences
(cited in extenso):

Your Majesties, Your Royal Highnesses, Ladies and Gentlemen.
The Nobel Prize which is now to be given to Sir Cyril Norman
Hinshelwood and Academician Nikolai Nikolaevich Semenov ‘for
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their researches into the mechanism of chemical reactions’ reminds
us of the very first Nobel Prize in Chemistry, which was awarded in
1901 to the Dutchman Jacobus Henricus van't Hoff. He received his
prize for ‘the discovery of the laws of chemical dynamics’, i.e. the
velocity of chemical reactions.

Van't Hoff and the Swede Svante Arrhenius had already in the 1880's
disclosed that when molecules of two substances collide, the colli-
sion must be sufficiently violent if the initial molecules are to break
down and their atoms to rearrange into new molecules, that is, for a
chemical reaction to take place.

Thirty years ago Hinshelwood studied a number of chemical reac-
tions which allowed him to draw important conclusions concerning
the collisions between molecules, which set them in such vibration
that they became unstable.

There are some chemical reactions which are extremely sensitive to
light. In 1900 Max Planck had found that light was composed of
discrete quanta. It was then natural to think that when a light
quantum hits a molecule, it could be excited in such a way that it
underwent a chemical reaction. But how could one possibly under-
stand that a single absorbed light quantum could cause perhaps a
million molecules to react?

In 1913 the German chemist Max Bodenstein put forth an idea which
proved to be extremely fertile, the idea of chain reactions. This means,
that if two molecules react, not only molecules of the final reaction
products are formed, but also some unstable molecules, having the
property of being able to react with the parent molecules without the
collision being very violent. In this reaction, new unstable molecules
are formed besides stable reaction products and so on. We thus obtain
a chain of reactions, so when two molecules have reacted, they cause a
great number of more molecules to react.

A Danish and a Dutch scientist, Christiansen and Kramers, in 1923
pointed out that such a chain reaction need not start with a molecule
excited by light, but could also start with two molecules colliding
violently in the way van't Hoff had thought of.

Christiansen and Kramers also set forth another fruitful idea. If in
one link of the reaction chain not only one, but two or more
unstable molecules are produced, the reaction chain will branch.
The result is that the reaction will spread over the whole mixture so
it reacts in its entirety extremely rapidly, thus giving rise to an explo-
sion. However, they did not elaborate the idea further, but pursued
other researches.

The combustion of phosphorus vapour and oxygen was studied in
1926 by two scientists in Leningrad, Chariton and Valta. The greatest
authority of that time on chemical reaction velocities, Bodenstein,
whom I just mentioned, said frankly that their results were incom-
prehensible and must be wrong. They were incomprehensible from
the point of view of that time, but the essential results were not
wrong. Semenov reinvestigated the matter and found that it really
was so that a mixture of phosphorus vapour and oxygen did not react
at all if the gas pressure was too small or too great, but that at
intermediate pressures the mixture exploded. Semenov disclosed
that the idea of Christiansen and Kramers gave the explanation of
this behavior. He and his team could show, that the pressures, at
which the mixture exploded, were dependent on the proportion of
gases and dimensions of vessel in a way which agreed completely
with the assumption that this combustion was a chain reaction.
The mathematical relations in this case were rather simple. There are
other combustions with far greater practical importance, but which
are much more complicated. I will first mention the combustion of
hydrogen with oxygen. This important reaction was studied both by
Hinshelwood and his team in Oxford and by Semenov and his team
in Leningrad. Of course also many other scientists have contributed
to the final elucidation, but the present prize-winners have indicated
the principles guiding the work. Another technically important chain
reaction is the combustion of carbon monoxide, not to mention the
combustion of hydrocarbons.

When it was found that a great number of reactions were chain
reactions, many people in the first enthusiasm thought that almost
all reactions were chain reactions and that the simpler mechanisms
previously thought of were exceptions. But Hinshelwood put the

matter in order. He found substances which could simultaneously
react in two ways, one part reacting by a chain mechanism and at the
same time the rest reacting in the old-fashioned way.

Sir Cyril Norman Hinshelwood, Academician Nikolai Nikolaevich
Semenov. More than half a century has elapsed since the first Nobel
Prize in Chemistry was awarded to van't Hoff for his discovery of the
laws of chemical dynamics. Some of the greatest advances in chemi-
cal kinetics since that time have emerged from your researches and
they have inspired a great number of scientists to continued fruitful
studies. Your results are of equally great importance to technology
and to the more theoretical aspects of chemistry.

On behalf of the Royal Swedish Academy of Sciences I wish to extend
to you our warmest congratulations. May I now ask you to receive
the Nobel Prize for Chemistry for the year 1956 from the hands of
His Majesty the King.

3.02.2.1 Presentations of the Laureates

This presentation was followed by lectures from both laureates,
published in the same issue of Nobel lectures' (also available
on the Internet).

3.02.2.1.1 Semenov’s presentation

Semenov in his Nobel lecture ‘Some problems relating to chain
reactions and to the theory of combustion’ described research
of his groups at the Leningrad Physical-Technical Institute
(under the leadership of academician Abram Joffe) and then
in the Institute of Chemical Physics of the Russian Academy of
Sciences in Moscow. Semenov stressed on the similarities of
branched nuclear reactions discovered in the 1930s by physi-
cists, where, like in chemical chain reactions, the size and
density are the decisive factors in the transformation of ‘safe’
inert conditions to explosion.

Graphite retarders play a role identical to that of retarders in
the chain polymerizations, described in Semenov’s presentation
as a spedial case of chain reactions (mostly radical polymeriza-
tion). The history and the basic phenomena were summarized
for the first time in Semenov's monograph Chemical Kinetics of
Chain Reactions,” which mentions E.O. Rice’ and S.S. Medvedev
to be among the first ones who studied chain polymerization
and also mentions the work of M. Szwarc® on the bond strength
and formation of radicals - the slowest stage (initiation) of chain
polymerizations. Semenov described the dissociation of allyl
bromide (Cs;HsBr) and allyl chloride (C3HsCl), splitting of
halogen atoms and forming radicals. This is not far from the
actual process of Matyjaszewski's atom-transfer radical polymer-
ization (ATRP) (see Chapter 3.12).

3.02.2.1.2 Hinshelwood’s presentation

The Nobel lecture of Sir Cyril Hinshelwood has an entirely
different character and structure. Semenov analyzes step-
by-step developments and describes chemical details of the
chain processes, placing an emphasis on contributions of
more than a dozen Russian scientists who would become, in
the course of time, world authorities. Sir Cyril’'s presentation
has a rather philosophical character, although it is titled
‘Chemical kinetics in the past few decades’. Particularly, some
elementary reactions (such as H, +O,) and their general sig-
nificance were presented. He also described the importance of
collaboration of scientists, saying:
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The study of the hydrogen-oxygen reaction was the first point at
which the work in Oxford came into close contact with that of
Semenov. Our indebtedness to his ideas was at once recognized
and the early exchange opened friendly relations between Semenov
and myself which have lasted ever since.

And then, he stressed the importance of chain reactions:

Some reactions, at that time, have been shown to be unimolecular
without the participation of chains, but they are rare, and are a small
minority of the examples presented by Nature.

Then Hinshelwood turned to an intriguing problem of correla-
tion between values of A and E, in kinetics of any elementary
reactions, including those that are elementary reactions in chain
reactions, and similar expressions for equilibria and related
thermodynamic potentials. This similarity is also underlined
by Kondratev.” It would be out of the scope of this chapter to
further follow the ideas developed by Hinshelwood, as he
describes ‘the fundamental harmonies of Nature’. There are
more than 70 references in Semenov’s Nobel lecture, but there
are none in Hinshelwood’s. Instead, he says at the end (citing
Dante): “I found myself in a dark wood where the straightway
was lost”.

3.02.3 Bodenstein Observation of the First Chain
Reactions

Both laureates, as well as anybody working in the chemical
kinetics and particularly in chain reactions, have no doubts
that the observation of Bodenstein opened the field, leading
eventually to the chain polymerization.

At this point the original observation and ideas of the
fundamental work of Bodenstein should be presented. The
original studies of the apparently simple reaction

Cl, + H, — 2HCI [1]

could have been described as a bimolecular, second-order reac-
tion not opposed at the chosen conditions. However, the
pertinent simple kinetic behavior that could have been
observed was not detected. Instead, the kinetic equation
found experimentally was

d[HCl] o kobs(l)I[CIZHHZ} [2]

dr [X](kobs(2) [Cla] + kops(3) [H2])

where [ is the intensity of light and [X] is, as was found later, the
concentration of oxygen that was adventitiously present or
purposely added to the system.

The quantum yield was found to be enormous: 10°! Thus,
for one quantum of light there are up to 10° elementary reac-
tions. According to Bodenstein, a molecule of Cl, absorbing
one quantum of light is converted into an excited state:

Cly + hv — CI} 3]

Such an activated molecule reacts with a molecule of H, and
produces two excited molecules of HCI:

Cl} + H, — 2HCI* [4]

These excited molecules of HCl™ should have an excess energy,
equal to the sum of the excess energy of Cl; and heat of reaction
of Cl; + H,. Then, HCl" should transfer the excess energy to the
Cl, molecules:

HCI* + Cl, — CI; [5]

Then, this process is repeated until (according to Bodenstein)
the excited molecules would lose their excess energy as a result
of certain reactions.

3.02.4 Nernst’s Mechanism of the Cl, + H, Reaction
(Finally Accepted as the Gorrect One)

Walther Nernst (1864, Briesen, West Prussia (now Wabrzezno,
Poland), to 1941, Berlin, Germany; Nobel Prize in 1920) pro-
posed another scheme in which ‘active species’ (the present
definition; cf. ‘Glossary’)® are CI° atoms (radicals).

Walther Hermann Nernst

It has been experimentally shown that, indeed, under the
influence of light, Cl, breaks down, giving two atoms. Thus,
Nernst's scheme starts with dissociation:

Cly + hv — 2CI° [6]

It is Cl, and not H, that is first dissociated, since the bond
energy of Cl, is much lower than the bond energy of H,.

3.02.5 Kinetic Scheme of the Fundamental Chain
Reaction: Cl, + H,

Thus, the kinetic scheme involving initiation, propagation, and
chain termination is as follows:
Initiation:
k . .
Cl, + v == CI° +Cl (7]

Chain growth (propagation):

Cl' + H, 2 HCl + H° 8]
H* + Cl, 2 Hal + CI° 9]
Termination:
a4+ X2
, inactive species [10]
H + X2
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where X is the deactivation molecule.

The pertinent differential equations for this scheme are
simply derived and are given below for the educational pur-
poses and completeness of presentation:

%tm = 20y I[Cly] + ko [H'][Cly] - ks [CI'][Hy] - ka[CI7)[X] [11]
d[ci.} = ~ky[H"][CL] + k3[CI°][Hy] - ks [H®][X] [12]
d[(ilﬂ = -k I[Cly] + ky[H®][Cl3] [13]
d[Hy] .
a - elCrIH] [14]
d[lgtc” = In[H*)[CL] + ks [CI'][H] [15]

where I is the intensity of light.

There are five differential equations, six unknown rate con-
stants, and two unknown concentrations of the intermediates
(H® and CI*), which play the role of ‘active species’ in this
system.

3.02.6 Stationary State, Bodenstein Approximation,
and Final Solution

Bodenstein proposed a method of stationary states for the
solution of such a multistep process. This is an approximate
method based on the assumption that starting from a certain
moment from the beginning of the reaction, the concentration
of the intermediate species becomes invariable. Then the rate of
the change of concentrations of these species (active centers)
could be approximated by zero, and differential equations
could be replaced by simpler algebraic expressions. (Analysis
of reaching steady state in chain polymerization is given in
Section 3.02.11.)
Thus, if d[H"]/dt=0 and d[CI°]/dt=0, then

o 2k ko I[CL )2
= [X](k2ks[Cly] + kska[Ha]) [16]

and

B 2k k31[Cly][Ha)
"~ [X](kaks[Cla] + kska [H))

[H*] [17]
Substituting [C1°] and [H"] into equations of the rate of the HCI
formation, we obtain

d[HCI] _ 4kikoksI[Cly][H,] 18]

dt [X](kak3[Cly] + k3ka[H,))

Substituting the rate constants of elementary reactions by effec-
tive constants 4k koks = kegr(1), Roks = Reg(2), and ksky = kegr(s), we
obtain

dHCl] Rett(1)I[Cla][Ha]
dt [X](kefr(2) [Cla] + Refi(3)[Ha])

(19]

[X] was later found to be the concentration of oxygen, adven-
titiously presented in the system as already mentioned. This is
exactly the rate equation that has been found by Bodenstein
and is given in eqn [2].

This agreement between the experimentally found and
derived rate equations for the chain process was another con-
vincing argument in favor of a chain process. Bodenstein used
to say that he saw, while dreaming, a chain of his pocket watch
when he was intensely thinking of a probable solution.

3.02.7 Definitions Pertinent to Chain Reactions

This section starts with the first part of definitions of the terms
most often used in this chapter and defined by IUPAC either in
the Gold Book (GB)” or in ‘Glossary of terms related to kinetics,
thermodynamics, and mechanisms of polymerization’ pub-
lished in 2008.°

3.02.7.1 Chain Reaction

A ‘chain reaction’ is a reaction in which one or more reactive
reaction intermediates (frequently radicals) continuously
regenerate usually through a repeated cycle of elementary
steps (the ‘propagation step’). For example, in the chlorination
of methane by a radical mechanism, CI° continuously regener-
ates in the chain propagation steps:

Cl° + CH4 — HCI + H3C® [20]
ch. + Clg — CH3C1 + Cl. [21]

and so on.

3.02.7.2 Chain Carrier

A species, such as an atom or a radical, that is involved in a
chain propagating reaction is known as a ‘chain carrier’.

3.02.7.3 Chain Propagating Reaction

A ‘chain propagating reaction’, or more simply a ‘propagating
reaction’, is an elementary step in a chain reaction in which one
chain carrier is converted into another. The conversion can be a
unimolecular reaction or a bimolecular reaction with a reactant
molecule.

3.02.7.4 Chain Branching

When in a chain reaction there is a net increase in the number
of chain carriers, it is called ‘chain branching’. A simple
example of a chain propagating reaction leading to chain
branching is

O* +H, - HO® + H"* [22]

(Note: GB sometimes does not use dots, at least for atoms.)

3.02.7.5 Steady State (Stationary State)

(also called ‘Bodenstein approximation’)

(cit. from GB) In the kinetic analysis of a complex reaction
involving an unstable intermediate in low concentration, the
rate of change of each such intermediate is set equal to zero so
that the rate equation can be expressed as a function of
chemical species present in macroscopic amounts. For
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example, let us assume that X is an unstable intermediate in
the reaction sequence:
3
A=—X [23]

k_q

X+C-4D 24]
The conservation of mass requires that
[A] + [X] + [D] = [A], 25]
which, since [A], is constant, implies

d[x] _ dA] , d[D]
& A Tde [26]

If X is negligibly small, the rate of formation of D is essentially
equal to the rate of disappearance of A and the rate of change
of [X] can be set equal to zero. Applying the steady-state
approximation (d[X]/dt=0) allows the elimination of [X]
from the kinetic equations, whereupon the rate of reaction is
expressed as

dib] _ _diA] _ mka[A)C]

AT TR N To] [27]

(end of citation from GB).

This is exactly the way Bodenstein derived his equation for
the H,+Cl, reaction, assuming steady state in the chain
reaction.

In the following sections that describe fundamentals of
chain polymerization, some definitions (e.g., for chain carriers)
differ from the more general ones given above.

3.02.8 Definitions Pertinent to Chain Polymerizations
3.02.8.1 Chain Carrier

A ‘chain carrier’ is an intermediate species bearing an active site
for the propagation of a chain reaction.

Note: If an active site is on the terminal monomer unit of a
chain, the chain carrier is represented by the symbol ...-m*.

3.02.8.2 Chain Polymerization

A ‘chain polymerization’ is a chain reaction in which the
growth of a polymer chain proceeds exclusively by reaction(s)
between monomer(s) and active site(s) on the polymer chain
with the regeneration of the active site(s) at the end of each
growth step.

Note 1: A chain polymerization consists of chain initiation and
chain propagation reactions and may also include chain
deactivation or chain transfer reactions, or both.

Note 2: The adjective ‘chain’ in chain polymerization denotes
‘chain reaction’ rather than a ‘polymer chain’.

Note 3: Propagation in chain polymerization usually occurs
without the formation of small molecules. However, cases
exist where a low-molar-mass by-product is formed, as in the
polymerization of oxazolidine-2,5-diones derived from
amino acids (commonly termed N-carboxy o-amino acid
anhydrides (NCAs)). When a low-molar-mass by-product

is formed, the additional adjective ‘condensative’ is recom-

mended to form the term ‘condensative chain
polymerization'”.

Note 4: The growth steps are expressed by

Py +M — Py (+L) x€{1,2,..., 0}

where P, denotes the growing chain of degree of polymer-
ization x, M a monomer, and L a low-molar-mass
by-product formed in the case of condensative chain
polymerization.

Note 5: The term ‘chain polymerization’ may be qualified
further, if necessary, to specify the kind of chemical reactions
involved in the growth step, for example, ring-opening chain
polymerization and cationic chain polymerization.

Note 6: There exist, exceptionally, some polymerizations that
proceed via chain reactions that, according to the definition,
are not chain polymerizations. For example, the polymeriza-
tion HS-X-SH + H,C = CH-Y-CH = CH, — (~S-X-S-CH,—
CH,-Y-CH,-CH,-),, proceeds via a radical chain reaction
with intermolecular transfer of the radical center.

The growth step, however, involves reactions between
molecules of all degrees of polymerization and, hence, the
polymerization is classified as a polyaddition. If required, the
classification can be made more precise and the polymerization
described as a chain reaction.

3.02.8.3 Chain Propagation (in Chain Polymerization)

‘Chain propagation’ is a chemical reaction between a chain
carrier and a monomer that results in the growth of a polymer
chain and the regeneration of at least one chain carrier.

Note: The recommended symbol for the rate constant for chain
propagation in a homopolymerization is k.

3.02.9 Two Kinds of Steady States in Chain
Polymerizations

In the first kind of steady state in chain polymerization, the
concentration of active species (active centers) is approximately
constant; that is, they are formed fast in comparison with the rate
of chain propagation and do not disappear (are not ‘killed’) at
least in the time when the monomer is mostly consumed.

This kind of terminationless chain reaction, discovered by
Szwarc (vide infra), exists only in chain polymerizations. For
instance, Kondratev” stressed that termination is a genuine step
of chain reactions.

Michael Szwarc
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The second kind of steady state in chain polymerization
results from a balance of the rate of formation of active centers
and their termination (‘killing’) and is studied in Section
3.02.11.

3.02.10 Discovery of Living Polymerization by
Michael Szwarc

When initiation is fast and there is no termination, polymer-
ization is called ‘living polymerization’ and also ‘controlled
polymerization’. The term ‘living polymerization” was coined
by Michael Szwarc (1909, Bedzin, Poland, to 2000, San Diego,
CA, USA) for the process he discovered in 1956 (together with
Ralph Milkovich and Moshe Levy). Thus, the discovery of the
chain processes in which termination was absent has been
revolutionary for the entire field of chemistry and not merely
for the polymer field.®~'°

There was a vivid discussion on what kind of polymeriza-
tion should (or could?) be called ‘living’. It has been ignored,
however, that the problem of naming the different phenomena
had already been solved a long time ago by Humpty Dumpty in
his discussion with Alice in Alice in Wonderland by Louis Caroll:

‘When I use a word,” Humpty Dumpty said, in rather a scornful tone,
‘it means just what I choose it to mean — neither more nor less.’
‘The question is,” said Alice, ‘whether you can make words mean
so many different things.’
“The question is,” said Humpty Dumpty, ‘which is to be master —
that's all.’

Thus, the TUPAC Polymer Division has decided on the
following definition, which is given in ‘Glossary’.°

3.02.11
3.02.11.1 Definition of Living Polymerization

Living Polymerization

‘Living polymerization’ is the chain polymerization in which
chain termination and irreversible chain transfer are absent.

Note 1: In many cases, the rate of chain initiation is fast
compared with the rate of chain propagation, so that the
number of kinetic chain carriers is essentially constant
throughout the reaction.

Note 2: In a living polymerization, the reversible (temporary)
deactivation of active centers can take place (see Section
3.02.11.9.1).

Note 3: In a living polymerization, all the macromolecules
formed possess the potential for further growth.

Note 4: The use of the adjectives ‘pseudo-living’, ‘quasi-living’,
and ‘immortal’ is discouraged.

Matyjaszewski and Mueller'" prepared a very similar defini-
tion for the Nomenclature Committee of the ACS Division of
Polymer Chemistry, which is independent of the IUPAC
Polymer Division:

‘Living polymerization is a chain polymerization without irreversible
chain breaking reactions, i.e. transfer and termination’.

The included notes are in agreement with the above given
IUPAC definition.

Throughout this chapter these strict definitions will be used,
with some consequences in further discussion of radical and
cationic polymerizations. The authors also stressed:

The two terms living and controlled have been considerably con-
fused (not to say abused) by many authors due to the lack of agreed
definitions.

If there is no termination, then there should be a linear plot of
In([M]o/[M]) versus time since propagation is a bimolecular
reaction with an invariable concentration of active centers:

dM] _ .
-Sp = ke [PiIIM 28]
Thus,
In[M], B .
[M} - kP[Pi]t [29]

If there is no transfer, then the degree of polymerization (P,,)
should be a linear function of conversion a = ([M] - [M])/[M]o:

Mo - [M]

T

30]
where [P} ] = [1]o."?

Penczek et al."® proposed to encompass the two require-
ments for the livingness into one equation:

PylI
ln(l— M;) = kp[1]ot [31]

In their monograph on anionic polymerization,'* Hsieh and
Quirk have made the following remark concerning this
equation:

“The uniqueness of this approach is that Eqn. 4.22 [Eqn. 30 in this
chapter] is a diagnostic test for chain transfer, while Eq. 4.23 [Eqn. 28
in this chapter] is a diagnostic test for chain termination; thus, their
combination provides a useful criterion for living polymerizations. It
is only necessary to determine the dependence of DP, on time to
apply this criterion. If the plot is linear, both chain transfer and chain
termination are absent.”

On the other hand the actual kinetic (rate) measurements are not
necessary. It has to be remembered, that for this treatment initiation
has to be faster than propagation. Polymerization may be living,
even if initiation is slower and providing throughout polymerization
new generations of the living macromolecules.

3.02.11.2 Reversibility in Chain Polymerizations

In chain reactions described above, the propagation step is
considered to be practically irreversible. In polymerizations,
when long enough chains (polymerization degrees) are
involved, monomers are mostly consumed in the propagation
step. Propagation, like the majority of chemical reactions, is
reversible, and for polymerization to be able to proceed the rate
of propagation should be faster than the rate of depropagation.

k
"'-(m)-nm* M é ..
kq

-(m)-p 4 m” 32]
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and thus A G=AixH-AS°RTIn[M], where subscript s
denotes ‘solution’ and ss denotes ‘from monomer in solution
to polymer in solution’. When equilibrium is reached, AG = 0.

Ata certain temperature, called the ceiling temperature T, (for
polymerization with A, H <0 and AS°<0), there is practically
no polymer formed at equilibrium and thus [M]. = [M].=[M],.

The knowledge of the thermodynamics of polymerization is
much more important for cyclic compounds than that for vinyl
compounds. A detailed analysis of the relationships between
thermodynamic potentials and monomer structures has been
given by Penczek and Kaluzynski in Chapter 4.02. It has parti-
cularly been stressed that a reasonable way to compare the
thermodynamic ability to homopolymerize is to compare ceil-
ing temperatures. T, could be measured either for bulk
conditions (T¢(bulk)) or at 1 moll™" (in solution) (T«(c°)).

T.(bulk) gives the highest temperature at the most privi-
leged conditions, where polymerization would still give a
polymer. In many instances, however, T.(bulk) is higher than
the temperature at which a polymer would decompose in
degradation processes that could only partially involve depo-
lymerization. Moreover, T.(c®) (thus, in solution) may depend
on the solvent used, and thus the solvent should be indicated.
A few values of T, are given in Table 1, which have been taken
from the comprehensive sources.

One of the fundamental goals of chemistry in general (and
polymerization in our case) is to relate the extent and the rate
of a reaction to the structure of reactants. The former depends
on the thermodynamics of polymerization and the latter on
kinetics. It follows from previous sections that access to the
rates is possible in chain processes when the Bodenstein
approximation of the steady state is applied.

3.02.11.3 Kinetics of Fast Initiation-Propagation Systems

In this section, systems with fast initiation are considered. Slow
initiation-fast propagation systems are studied in the follow-
ing sections.

3.02.11.3.1 Anionic polymerizations of vinyl monomers:
electron transfer initiation

Among the clear-cut systems conforming to the living (steady
state of the first kind) systems is the anionic polymerization

CH2=CH

~ Na*

(1o

Greenish-blue

CH,—CH, Na*

Scheme 1

Table 1 Ceiling temperatures T, (7.(c®)) and T(bulk)) for some
unsaturated and cyclic monomers

T. (°C)

Monomer Bulk (Ic) Solution (ss), (Is)
Ethylene 367
(CHa=CHy)
Styrene 310 150 (CeHe)
(CHo=CH-CgHs)
a-Methylstyrene 61 0 (THF)
(CH2=C(CH3)CeHs)
Methyl methacrylate 220 156 (1,2-CgH4Clo)

(CH,=C(CH3)C(0)OCH3)
Tetrahydrofuran 80 23 (CeHe)

(0]

«
1,3-Dioxolane 91 1 (CHoClp)
(0/\0)

/
e-Caprolactam 223 (Is)

¢ 9
NH

Ic, liquid — condensed; ss, solution — solution; Is, liquid — solution. 7y(c°) is
usually determined from AssS° and AgsH.

Taken in part from Tables 7 and 8 of Elias, H. G. Macromolecules, Vol. 1. Chemical
Structures and Syntheses: Wiley-VCH: Weinheim, 2005, p. 213.1

of styrene in 1,4-dioxane (DIOX) solution. Szwarc in his
monograph'® indicates that the first paper for such a system
was published by Gee and co-workers,'” who determined the
rate constant of propagation in DIOX, which initiated with a
known amount of naphthalene sodium and the propagation
was followed in a dilatometer. Since the conversion of
naphthalene sodium into the sodium salt of living polystyrene
is practically instantaneous and quantitative, the concentration
of living polystyrylsodium was given by the known concentra-
tion of the initiator (Scheme 1).

o _ - +
st CH,—CH, Na
—_— +

Reddish

Na*, CH— CH,CH,CH, Na*

[Pl

(c) 2013 Elsevier Inc. All Rights Reserved.



Fundamental Aspects of Chain Polymerization 11

Initial state

Scheme 2

It has been later shown that the large majority of chains grow
on both ends. The studies of Gee (for Na*) were extended by
Szwarc for other salts. In these studies, the decrease in the con-
centration of styrene and the concentration of living polymers
was followed spectrophotometrically. Pictures of apparatuses are
given in Szwarc’s monograph and are reproduced many times.
Transport of components proceeded in high vacuum, and mea-
surements were performed in the sealed apparatus. A
fundamental result of these studies, at least for nonpolar mono-
mers, is that the rate constants of anionic propagation of styrene
in DIOX strongly depend on the nature of cation. According to
Szwarc,' an ion pair becomes partly separated in the transition
state of propagation (Scheme 2).

Thus, there is a partial dissociation, requiring addi-
tional energy (over a simple interaction). In poor
solvating media (such as DIOX), the partial dissociation
is not facilitated by solvation. Then the stronger the cou-
lombic interaction (with ‘smaller’ cations it is stronger),
the lower the reactivity as more energy is needed to reach
the transition state.

When counterions are large enough, no partial dissociation is
needed in the transition state and the new bond may be formed
without preliminary displacement of the cation (Scheme 3).

3.02.11.4 Living Polymerization: Two or More
Interconversions of Active Species

In Table 2, the data for tetrahydrofuran (THF) solvent based on
the results of Figure 1 indicate the reverse order of reactivities
(in comparison with those of DIOX). The reasons, already
mentioned above and elaborated in the next section, are funda-
mental for ionic polymerizations, which appear practically in
any textbook on polymer chemistry.

_112E @ _112E
—O c

\ -,
N ,/
N
C

Scheme 3

Table 2 Rate constants (kpi) of styrene propagation on polystyryl
anion (-), metal cation (+), and contact ion pair for various cations

k= (mol"1s7)

Solvent/cation Li* Na* K* Rb* cs*
1,4-Dioxane 0.9 3.4 20 215 24.6
Tetrahydrofuran ~160 8 100 (?) 50 25

® —1/2E
©

e

—1/2E @
— S
TG
C

E—

Final state

The electron transfer and other initiation reactions have also
been described in detail in the first edition of Comprehensive
Polymer Science by Fontanille."®

Measurements of the conductivity of ...-St and Cat™ (sym-
bols are self-explanatory) in DIOX and THF solutions have
shown that only in the latter are solvent ions (sometimes called
‘free ions’) present. No conductivity was noticed in DIOX (ion
pairs themselves are electrically neutral). The dissociation is
due to the exothermicity of solvation; otherwise, the coulombic
forces would keep the ions in a pair together, with no reason to
go apart. Thus, it became a problem to determine rate constant
on ions (kp). Since there are (at least) two kinds of species of
different reactivities, the pertinent final kinetic equation (called
also ‘Szwarc plot’) reads as follows:

d[M]

([oM]
where Kp, is the dissociation constant of ion pairs dissociated
into ions. (Derivation of equ. 33 is given in the majority of the
text books.)

By plotting the left-hand side of eqn [33] as a function of
[1"/2, both k and k;, could be determined. This classical plot
is copied from the Szwarc’s monograph (slightly modified and
colors added).

The net result is that at the conditions of the measurements,
ks decreased in the order Li*>Na'>K'>Rb*>Cs" (see
Table 2). Thus, the orders of reactivities differ for DIOX and
THF solutions. DIOX does not solvate cations, whereas THF
solvates cations. Thus, the smaller the bare cation, the larger
they become when solvated.

Actually Cs™ is not solvated by THF and therefore its kj, is
almost the same in DIOX and THF solvents.'”'®

The next fundamental information came from the depen-
dence of k; on 1/T (the van't Hoff plot). It was observed that
only for DIOX and hexamethylphosphortriamide (HMPA)
solvents straight lines were observed, as required for
elementary reactions. However, the apparent rate constants
(kPP =d In[M]/[1], dt) differed by almost 10* times. In THF
and some other similar solvents, at higher temperatures k"
was almost equal to kPP measured in DIOX and at sufficiently
low temperatures it was equal to that measured in HMPA.

Hogen-Esch and Smid in studies of UV absorption spectra of
fluorenyl sodium in THF solvent observed two absorption peaks
of intensities changing with temperature (Scheme 4). After estab-
lishing that ‘free’ ions are not responsible for these changes, they
concluded that there are two kinds of ion pairs: contact and solvent
separated. This classical dependence that was the first spectro-
scopic evidence of two kinds of ion pairs is shown in Figure 2.

Thus, in the studied kinetics, ion pairs in HMPA are separated
by the solvent and, therefore, are much more reactive than the
contact ion pairs in DIOX. In other solvents, decreasing the
temperature increased the proportion of solvent-separated ion

de =l + (ky — Jey) (Kp) 2072 [33]

(c) 2013 Elsevier Inc. All Rights Reserved.
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10k, (Imol~' s7)

0 100 200 300 400
[LE]71/2

Figure 1 Linear dependence of the apparent bimolecular rate constant (k) of living polystyrene propagation on the reciprocal of the square root of
living polymer concentration in THF as solvent at 25 °C.""'8 Different lines refer to different counterions: Li*, Na*, K*, Rb*, and Cs*. LE, living ends.

4 0.0283-cmcell 373
© @ 1.5 4 l

Scheme 4

pairs. Therefore, in a certain temperature range, a negative tem-
perature coefficient was observed - the apparent rate constant 1.0 4
increased with decreasing temperature. Thus, the increase in the
proportion of the much more reactive solvent-separated ion
pairs contributed more to the rate increase than to the decrease
in the rates of the two involved elementary reactions.

In anionic polymerization of polar monomers, the 0.5 -
steady-state  (living-controlled) polymerization was also
achieved. The dependence on the cation structure is due to
the interaction of the polymer units with cations, such as in
anionic polymerization of methyl methacrylate (Scheme 5).

o.d.

0.0 —— T
3.02.11.5 Living Olefin Polymerization 340 360 380
A(um)

In the field of olefin polymerization, the major effort has been

concentrated on choosing the most efficient catalysts - ‘high
mileage’ catalysts as well as on choosing the systems providing
highly efficient stereoregulation.  Nevertheless, living

Figure 2 Absorption spectrum of fluorenyl sodium in THF at different
temperatures: 25 °C (blue), —30 °C (green), and —50°C (red).'® 0.d.,
optical density.

(c) 2013 Elsevier Inc. All Rights Reserved.
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CHs
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' ;- C—OCH;
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;08
s

(were S is a solvent)

Scheme 5

polymerization in this area has been described first by Doi et al.
soon after the discovery of anionic living polymerization.?®
Kinetically, these studies have not provided fundamental
results, although they are of extreme importance for under-
standing the olefin polymerization.

3.02.11.5.1 Living cationic polymerization: the case

of trimethylstyrene

As reported in 2004 by Faust and co-workers, the cationic
polymerization of 2,4,6-trimethylstyrene in CH,Cl, solvent at
sufficiently low temperatures (e.g., below -20 °C) and in the
presence of GaCly anion is the first living cationic vinyl poly-
merization (CVP) free of side reactions (Scheme 6).

The system with GaCl; gives full ionization (‘"H NMR) of
the initiator and then growing chains, whereas with BCl; (dis-
cussed in Section 3.02.11.9.1) a partial ionization occurs,
although the polymerization also behaves as a living polymer-
ization but with reversible deactivation.

21,22

3.02.11.6 Living Polymerization of Cyclic Compounds

Anionic polymerization of cyclic compounds may also belong
to the first category of the steady state, namely, with invariant
concentration of the active species and sufficiently high rate of
initiation. The polymerization of ethylene oxide has already
been known for a long time, and similar approaches (and

kinetic plots) were used, such as in vinyl anionic polymeriza-
tion discussed above. The polymerization of ethylene oxide has
already been described in the first edition.”> The only novel
phenomenon is the increase in the rate with conversion
because of the solvation of the cation (e.g., Na*) by the emer-
ging poly(ethylene oxide) chains (Scheme 7).

The steady value of the rate constants of propagation was
observed after four to six repeating units. Also in this polymer-
ization, ions are found to be more reactive than ion pairs.

In Lodz, B-propiolactone was initiated with crowned
sodium acetate,”® and in Paris, with the same initiator but
with the cryptated cation.”® Both systems behave nicely as
living ones and were the first instances (published at the
same time) of living polymerization of cyclic esters (lactones)
where two kinds of active species could be detected.

3.02.11.7 Steady-State-Living Chain Polymerization of Cyclic
Compounds: Identical Reactivities of lons and lon Pairs

In the reactivities described above, ions were found to be more
reactive than ion pairs. In the cationic polymerization of cyclic
monomers, however, in all the known instances ions and ion
pairs do not differ in reactivities.

Indeed, in the ring-opening polymerization of THF, which
is a living polymerization, it was observed that the rate con-
stants of propagation on ion pairs do not depend on the anion
structures and reactivities of ions are the same as of ion pairs.
The corresponding plot of the equation

ol ok
L= (k-k) + 2 34
" (ly-k) + 2 34
(where a is the degree of dissociation, & = i lt™L) is shown

in Figure 3.7° Thus, the intercept, equal to kj, -k = 0, indicates
that both ions and ion pairs have identical reactivities. This
finding seems to be a fundamental finding for all the cationic

CH=CH,
H3C CH;
CHj
Cl
HisC, / HSC\C®H
HaC CH, HC CH, ©
+ 2GaCI3 - + G82C|7
Almost complete
ionization
CHs CHs
Scheme 6
/—,/\9.® n0J e .0
—0 (e} O —0 @. j
/I \O
©0 /
Scheme 7

(c) 2013 Elsevier Inc. All Rights Reserved.



14 Fundamental Aspects of Chain Polymerization

140 -
~ 120 1
IUJ
— 100 A
T
o] ]
2 80
S 604
=
T 404
Q_C
g, 20
X<
0..
0 10 20 30

ot

Figure 3 Dependence of the ratio K&”°a" on ™" (where « is the degree
of dissociation) in the polymerization of THF at 25 °C (blue) and at 10 °C
(red). Solvent: CH,Cl,.2®

polymerizations of heterocyclics studied so far. The major dif-
ference with anionic polymerization stems from several factors:

1. In the anionic polymerization, the charge in both
ring-opening and vinyl polymerizations is much more loca-
lized than in cationic polymerization. Some anions, such as
SbFg, BF3, and even ...-COO’, are much ‘larger’ than cations,
such as Li*, Na*, and Cs* (Table 3).

2. In the polymerization of THF and perhaps other heterocyclic
monomers, there is a particular stereochemical aspect of the
monomer approach. The actual propagation step looks like
having an anion under the steep roof on which the monomer
is sliding. Thus, during monomer addition, the anion may
simply change its position not being partially dissociated
from the cation in the way from the ground state to the
transition state, as described in Section 3.02.11.2 (Scheme 8).

3.02.11.8 Steady-State Living Polymerization with
k; > or < ky Inversion of Reactivities

In the so far discussed polymerizations proceeding in the
steady state of the first kind, which is in fact equivalent to the

Table 3 Dependence of the counterion size on their structures:
comparison of the size of cations and anions

Anion Fe I CFsSO;  ShCls  Lit K
Radius 138 216 2.9 3.0 06 13
(A)

“In polymerization of conidine: CU
N

@ /Direction of monomer approach
X

Scheme 8

o™
0 o 0
brao® L, 2O
-++—CCH,CH,0 K
’ o) o
NN

Scheme 9

living polymerization with a high rate of initiation (thus ‘con-
trolled’), ions were more reactive than ion pairs (k, > ki), and
only in cationic ring-opening polymerization, ions and ion
pairs have identical reactivities.

However, there were systems where at higher temperatures
ky>ky and at low temperatures kj <ky. This was observed in
the polymerization of B-propiolactone (B-PL) in dimethylfor-
mamide (DMF) with crowned potassium acetate (Scheme 9).%”

In kinetics of this living polymerization, k, and kj were
determined by using a Szwarc plot for simultaneous propaga-
tion on ions and ion pairs (illustrated in Figures 1 and 2). The
same method was used in studies of anionic polymerization of
other cyclic esters. Results are shown in Figure 4.

As follows from Figure 4(b), ions are more reactive at
higher temperatures, although at low enough temperatures
the reversal of reactivities is observed.

B-PL is the most polar component of the system. The rate
constants of propagation on ion pairs, kﬁ, are almost the same
at lower and higher [B-PL],, whereas the rate constants of
propagation on ions, kp depend very much on [B-PL],.
Indeed, A#H_ is equal to 88+9 and 114+9kjmol™" at
lower and higher monomer concentrations, respectively.
What is most striking, however, is the appearance of the iso-
kinetic point, that is, a certain temperature at which k§ =kp.
Above that temperature kj, > klf, and below it, k; < klf. A similar
phenomenon was observed in the polymerization of
g-caprolactone.”® These facts were explained by a much stron-
ger solvation of ions than of ion pairs with the components of
the system, mostly monomer itself. The solvation is highly
exothermic; therefore, solvated ions are relatively much stron-
ger at lower temperatures than are ion pairs. It follows that
ions decrease ‘faster’ with decreasing temperature than ion
pairs do. Ion pairs are crowned, and solvent molecules are
shielded from the direct approach to cations. Eventually, the
degree of solvation of ions is so high that the energy of deso-
Ivation becomes a major component of the activation energy.
Ion pairs have three times lower activation enthalpy, because
they are much less prone to solvation and, inevitably, at a
certain low temperature, become more reactive than ions;
thus, krf > ky,. This phenomenon observed for the first time in
ionic polymerization was discussed in more detail by Szwarc in
his monograph?’ and may be significant in polymer synthesis
when a polar solvent has to be used and ions are responsible
for some side reactions.

In the previous sections, the living chain polymerization
process involved either one kind of active species or more
than one in a fast interchange and all the active species
have been reactive. Both species either have identical
activity or one of the two is more or less active than the
other one.

(c) 2013 Elsevier Inc. All Rights Reserved.
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Figure 4 Dependence of In k;, (in blue) and In &5 (in red) on T": (a) [B-PL]p=5 x 107" mol I"; (b) [B-PL]o =1 molI™". Both in DMF solvent.2”

3.02.11.9 Steady-State Living Polymerization with Dormant
Species

In this section, systems are described that preserve livingness
even though the species that are formed in interconversion
from active ones are no more active, but dormant. These sys-
tems still differ from the ones treated later when termination
takes place to some extent. The term ‘dormant’ appeared for the
first time in Szwarc’s monograph.'® Dormant species are
formed in reversible chain deactivation; they are defined by
IUPAC.

3.02.11.9.1 Reversible chain deactivation

‘Reversible chain deactivation’ is the deactivation of a chain
carrier in a chain polymerization, reversibly converting an
active center into an inactive one and then, within the average
lifetime of a growing macromolecule, regenerating an active
center on the same original carrier.

Note 1: The temporarily deactivated species created in this
process are often described as dormant.

Note 2: Reversible deactivation involves reversible combina-
tion or reversible chain transfer.

This definition was repeated in a more recent IUPAC docu-
ment.>® The most obvious system belonging to the present
category is the polymerization of ethylene oxide (oxirane) in
the presence of alcohols (Scheme 10).

However, more kinetic data are available for the cationic
polymerization of THF and then of cyclic esters (lactones).
These systems were reviewed in 1995 in a paper titled
‘Polymerizations with contributions of covalent and ionic

S
..—CH,CH,0 ~ + ROH

(Cation omitted)

Scheme 10

species’.>! More recently, the cationic polymerization of styrene
with the BCl; counterion (discussed below) became a classical
example of reversibility in propagation in living CVP.**

In THF polymerization, an equilibrium between ions and
covalent species was detected by using NMR. Both are able to
add monomers, but the addition to covalent species is so slow
that this polymerization can be treated in this section. This
could be at the borderline with similar processes involving
some termination (e.g., controlled radical polymerization
(CRP)).

Schematically this system reads as shown in Scheme 11.

It has particularly been shown that the proportions of ions
and covalent species (esters) depend (as could be expected) on
the solvent properties. Thus, at 25 °C, in CH3NO, there are
more than 90% of ions whereas in CCl, less than 10%. In
CH,Cl, solvent, there is an intermediate situation. The corre-
sponding "H NMR spectra have been published several times;
they also appear in textbooks and are given in Reference 32.

I /X
K !

Mk}
Covalent
...—€ Jarlons
Scheme 11

...—CH,CH,0OH + RO

(c) 2013 Elsevier Inc. All Rights Reserved.
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Moreover, since this interexchange is very slow, the kinetics
of interconversion of active 2 dormant could be directly
observed by using '"H NMR. The method of ‘temperature
jump’ was applied: from an equilibrium state (cf. Scheme 12)
at one temperature, kinetics of attaining an equilibrium at
another temperature could be measured since the time needed
for changing temperature in the NMR tube was much shorter
than the time for reaching a new equilibrium (see Scheme 12,
where k4 is the rate constant of temporary deactivation and k;,
is the rate constant of back activation (ionization)). The actual
set of the 'H NMR spectra at various stages of interconversion is
shown in Figure 5.%* At lower temperatures the proportion of
ions is higher due to enhanced solvation.

Thus, the complete scheme of THF polymerization in the pre-
sence of anions capable of forming covalent bonds (ClOj, CF5SO3,
FSO3) involved (when dissociation of ion pairs can be neglected)
the elementary reactions depicted in Scheme 13 (only the attackon
the endocyclic carbon atom is shown, as it is much faster than the
attack on the exocyclic carbon; besides Ry, >> R, where R stands for

@:
_CH2CH20H2CH2_O

o)

CF3S0;
Scheme 12

kio

‘rate’). Actually, the proportions of ions and esters do not change
with monomer conversion, indicating that indeed R;, >> RSA The
‘covalent propagation’ (k) does not take place, since this would
involve pericydlic four-center one-step addition, which is forbid-
den according to the orbital symmetry rules.

Thus, the life record does not involve ‘covalent propagation’
and can be visualized as segments of the line (lengths of these
segments are proportional to the time spent in a given state and
not to the length of the macromolecule).

Average lifetimes (see the Appendix) of growing ion pairs
and macroesters (7'°" and 7°*, respectively), average numbers
of monomer molecules added during the lifetime of an ion pair
and macroester (){L"“ and y;,”, respectively), and the average
number of polymer repeating units depolymerized during the
lifetime of a given species ([THF]=8moll™!, 25 °C; time in
seconds).32 This kind of presentation, first shown in 1976,
became more popular in the kinetics of other polymerizations,
discussed in this chapter as well as in chapters of Volume 3
(Table 4).

[l
...—ocHZCHZCHZCHZOﬁCF3

(o)

50 49 48 47 46 45

44 43 42 41 40 3.9

6 (ppm)

Figure 5 'H NMR (300 MHz) spectra of the region of living ends in the polymerization of THF with CF;S0,0~ anion at —18 °C after disrupting an
equilibrium established at +18 °C by a sudden change in temperature (time in 10?s): (a) 1.5, (b) 5.7, (c) 13.2, (d) 22.8. Monomer: [THF]o=8.0 molI™

initiator: [CF3S03CH3]o=8.0 x 10-2mol I"! in CC1, solvent.3®

kio

@ /\
_CHchchchz_o —_ .

B

ko || K

Scheme 13

...—OCH,CH,CH,CH,0A
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Table 4 Polymerization of THF with CF3SO3 anion: ionic and
covalent species

Solvent 707 (s) 0 (s) won yeva
CCly 8.1 124 1.2 0.9 0.03
CH3NO, 322 8.0 52.8 418 0.02

%’ does not mean covalent — covalent, but covalent — ion.

THF/CCl, . (T

Fon=81s T =124's
=12 x5V = 0.03
x§"=0.9

THF/CHNO, [ 11N |
Iion =322s v =80s
X" =52.8 x> =0.02
Xié’n =41.8

Scheme 14

Schematic life records of growing chains could thus be
shown as in Scheme 14 (no change of monomer concentra-
tions was assumed).

The lengths of segments corresponding to the time periods
of being in a given state - ionic or covalent - are not identical
not only for different chains but for the same chain as well. The
distribution of lengths is approximately the most probable one.

There are several other systems in which formation of dor-
mant species takes place in the otherwise living polymerization:
for instance, when active species become aggregated and the
aggregated form is inactive. The extent of aggregation, m, can be
determined from the dependence of logR,, on log Ppliowat (=[1]0)
(where the symbols have their traditional meanings).** In these
systems,

« kp .
Po + M —— p

Ka * * *
mP) ——— P m o =[Pl + mi(P )l [35]
Pon + M K>

If m|(P,) ] >> P, then m[(Py)m]] = [T]o-

When
Ry = 3
we have
1/m
log R, = log{kp (%) } + %108 Mo (37]

Thus, from log R}, as a function of [T]o, the aggregation degree m
could be determined.

-1.5]
—2.01

25

log A,

-3.0 ]

e e e B I S S s S e S S e

log [Py*Jiet (Mol 1)

Figure 6 External orders in active centers: dependencies of log A, on log
([P:,]to.). Polymerization of 2-methoxystyrene with Li* ion, toluene as a
solvent, at 20 °C. (experimental data taken from Geerts, J.; van Beylen, M.;
Smets, G. J. Polym. Sci., Part A-11969, 7, 2859:%° green). Anionic
polymerization of methyl methacrylate with Li* cation, THF as a solvent, at
—65 °C (experimental data taken from Kunkel, D.; Mueller, A. H. E,;
Janata, M.; Lochman, L. Makromol. Chem., Macromol. Symp. 1992, 60,
315:% purple). Polymerization of oxirane on ~CH,CH,0', Cs* ion pairs,
THF as a solvent, at 70 °C (experimental data taken from Kazanskii, K. S.;
Solovyanov, A. A.; Entelis, S. G. Eur. Polym. J. 1971, 7, 1421:*" blue).
Polymerization of D3 on —Si(CHS)ZO’, Li* ion pairs, THF as a solvent, at
22 °C (experimental data taken from Wilczek, L.; Kennedy, J. P. Polym. J.
1987, 19, 531;% red)

This dependence for a few systems is given in Figure 6,
which is taken from Reference 34 and references cited there,
i.e., Ref. 35-38. As follows from the data in Figure 6, the
slopes change; at lower concentrations, the slopes approach
unity, indicating that at a sufficiently low concentration,
aggregation would vanish. Equation [38] allows the determi-
nation of ky, and Kg,.

R = —m/Kaak ™" + Iy [[]oR" [38]

When experimental data are plotted according to the equation
RY™=f([1]oRy™), k, and Ky, could be determined.?® Equation
[38] was also used to determine k, and Ky, in the polymeriza-
tion of e-caprolactone, where Ky, could be verified from
the 2Al NMR data, giving concentrations of P, and (P,),
(Scheme 15).

According to kinetic and *’Al NMR measurements for
[T]o~10?moll™, [M]=2.0mol 1" and at 25 °C [P,]/[I]o~0.1.

Both methods gave similar results. This method gave a much
higher proportion of active centers than did a typical CRP.

Another living polymerization with the formation of dor-
mant species has been described in 2005 - cationic
polymerization of 2,4,6-trimethylstyrene - the first (and per-
haps the only one so far) living CVP with reversible
deactivation in the propagation step.

This polymerization was initiated at low temperatures
(from -20 to -70°C) with 2-(1-chloroethyl)-1,3,5-
trimethylbenzene cationized reversibly with BCl; in CH,Cl,
solvent (Scheme 16).

The usual tests for livingness have shown stability of the
initiating cations as well as of the cationic growing centers
(Scheme 17).

(c) 2013 Elsevier Inc. All Rights Reserved.
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The original kinetic data have shown perfect linearity of
the -In([M]o/[M]) plot versus time as well as the linear plot
of M, versus time up to almost M, =20 000. These data have
been recalculated according to eqn [31], encompassing both
dependencies (cf. Figure 7).

As follows from the linearity of the plot, this system con-
forms to living polymerization. However, the observed rate is
increasing with decreasing temperature. This result stems from
an increased extent of ionization of covalent (nonreactive)
species with decreasing temperature. This process contributes
more to the increased polymerization rate than to the decrease
in the rate of dissociation of ion pairs with decreasing tempera-
ture. There are several similar phenomena observed in ionic
reactions. The increase in the rate with decreasing temperature
was observed in the conversion of contact ion pairs into
solvent-separated ion pairs (much more reactive); this is dis-
cussed in Section 3.02.11.4.

A successful finding of this living system is due to blocking
in the monomer the labile positions 2, 4, and 6 with the methyl
groups, eliminating H* transfer. UV spectroscopy was used in
determining the ratio ki/k_;~2x 107 Imol™" as well as k,
(Scheme 18).**

Thus, only a small fraction of covalent species (actually less
than 1%) are ionized. The rate constant of the ion-pair collapse
was determined from the dependence of dispersity on conver-
sion by using the method of Mueller and Litwinienko™®. This,
in turn, allowed the determination of krf since the overall rate
was low enough. Thus, k§ =1.4 x10*mol'Is7" (all data at -
70 °C). Besides kinetic analyses, a detailed analysis of disper-
sities (Py) for various mechanisms of activity exchange is also
available, in particular for active s dormant, as given by

CH
@/ 3 S
CH, BCl4
CHj;

HsC HC

+ (n+1)

CHs CHs;

Scheme 17

KCaHg_-CaHg
/Al
- —CHyCHy—0_ JO=CH,CH,— ...
Al
. s
i-C4Hg \i-C4H9

Dormant

Litvinienko and Mueller.*’ This treatment involves several
instances: two-state mechanism with unimolecular isomeriza-
tion, bimolecular exchange, degenerative transfer of two chain
ends of different activities, and aggregation of two chain ends
of different activities.

3.02.12 Nearly Steady-State Polymerizations:
Controlled Polymerizations Involving Quasi-Equilibria
between Active and Dormant Species

In the previous sections, simple living polymerizations on one
kind of active species or involving equilibria between two kinds
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Figure 7 The time dependence of —In(1— P, [I]o/[M]o) for the polymer-
ization of 2,4,6-trimethylstyrene.
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of species (both active or one active and one dormant) were
discussed. In these systems the total concentrations of partici-
pating species are invariant and equal to the concentration of
the used initiator. This simply means that termination was not
detected, and this system studied at the given temperature
behaves ‘ideally’. It may, however, be sufficient to merely
change temperature and termination would appear (even for
styrene anionic polymerization in THF with a most ‘innocent’
cation). Thus, for many systems this borderline between living
and nonliving polymerization is diffuse. We are aware that
some distinguished scientists, who have contributed chapters
in this volume, may disagree with the terminology we are
using. However, we are strictly following the IUPAC terminol-
ogy, particularly the Glossary already cited® and the novel
document, devoted to polymerizations with reversible
deactivations.?°

3.02.12.1 Living versus Controlled Polymerizations

In this and many other chapters in this volume as well as in
other volumes of this comprehensive, expressions ‘living poly-
merization” and ‘controlled polymerization” are used. IUPAC
and ACS definitions are given in Section 3.02.11. The expres-
sion ‘controlled’ was not used in its present sense when the first
edition of Comprehensive Polymer Science was published. In the
past decades, there have been a number of discussions on what
kind of a process could bear the corresponding names.

The process itself has certain features and it is up to the
interested researchers how to name a certain group of processes
that all behave kinetically in the same way. Finally, however,
IUPAC® gave the definition of controlled polymerization as
given below.

3.02.12.1.1 Definitions of controlled polymerizations

The term ‘controlled polymerization’ indicates control of a
certain kinetic feature of a polymerization or structural aspect
of the polymer molecules formed, or both.

Note 1: The expression ‘controlled polymerization” is some-
times used to describe a radical or ionic polymerization in
which reversible deactivation of the chain carriers is an
essential component of the mechanism, increasing the
time of propagation to secure control of one or more kinetic
features of the polymerization or one or more structural
aspects of the macromolecules formed, or both.

Note 2: The expression ‘controlled radical polymerization’ is
sometimes used to describe a radical polymerization con-
ducted in the presence of reagents that lead to, for example,
ATRP, nitroxide-mediated polymerization (NMP), or rever-
sible addition-fragmentation chain transfer polymerization.

Note 3: Generally, the adjective ‘controlled’ should not be used
without specifying the particular kinetic or structural feature
that is subject to control.

More extensive discussion, however, is given in Reference 11,
which also describes major criteria for both living and con-
trolled polymerizations. In addition to the IUPAC definitions,
the ACS definitions are quoted below. In principle, there is no
difference between the viewpoints of these two groups of
experts.

According to the ACS document, ‘controlled polymeriza-
tion’ is defined as follows:

Controlled polymerization is a synthetic method to prepare polymers
which

(a) are well-defined with respect to:
- topology (e.g., linear, star-shaped, comb-shaped, dendritic,
cyclic),
- terminal functionality,
- composition and arrangement of comonomers (e.g., statisti-
cal, periodic, block, graft, gradient),
(b) have molecular weights predetermined by the ratio of concen-
trations of reacted monomer to introduced initiator, as well as
unimodal and narrow molecular weight distribution.

Controlled polymerization may include transfer and termination
but at a proportion low enough not to significantly affect the control
of molecular properties given in definition 3. This means the rate of
these side reactions should be low enough in comparison with
propagation rate to reach a given synthetic goal.

In addition, the following features should be fulfilled:

(a) the time of mixing reagents should be short compared to the
half-life of the polymerization

(b) the rate of initiation should be at least comparable to that of
propagation

(c) the rate of exchange between various active species should be
faster than that of propagation of the fastest species

(d) the rate of depropagation should be low in comparison to that
of propagation.

Living polymerizations are controlled if four (a, b, ¢, d) conditions
are fulfilled. Controlled polymerizations are living if irreversible
transfer and termination is below the detection limit using currently
available instrumentation.

It is suggested to determine the contribution of transfer and
termination reactions in controlled polymerizations (e.g., by work-
ing at higher molecular weights or variable temperatures) to
distinguish them from living polymerizations.

The term controlled is preferred to apparently living or ‘living’ (with
quotation marks) used to indicate synthesis of well-defined poly-
mers under conditions in which chain breaking reactions
undoubtedly occur, like in radical polymerization.

The examples given in this reference also further clarify the
issue.

Not in all published papers, after the ITUPAC and ACS
documents appeared, have the authors decided to follow
these recommendations. Therefore, even within this compre-
hensive there is a certain difference in the use of the two terms.

Nevertheless, it is of interest to also see different opinions,
as expressed, for instance, in the paper in Reference 42. We
would refrain here from any further discussion of pro and
contra. Some authors think that if the process they are working
on is called ‘living’ it is like the author is being knighted.

In 2010, E.P. Muller, A.F. Vandome, and J. McBrewster
wrote a 76-page book titled Living Polymerization. They also
authored more than 15 other books ranging from Fire
Sprinkler Systems to Foreign Involvement in the Spanish Civil War.
It shows that ‘living polymers’ have become the universal sub-
ject. In the book on living polymerization cited above there are
merely 76 pages copied entirely from the Internet.

In previous sections, when two species were involved a
simple equilibrium took place (Scheme 19). In this section,
polymerizations with quasi-equilibrium are studied. (The term
‘quasi-equilibrium’ is used mostly for equilibrium with the
transition state.) Quasi-equilibrium (Scheme 20) also
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B (both species active)

1

A B’ (A: active, B”: inactive).
Scheme 19
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Scheme 20

describes processes in which equilibrium is preserved, although
concentrations of equilibrated species are not invariable, in
contrast to equilibria like in Scheme 19.

Thus, if the rates of interconversions are higher than the rate of
conversion of A’ into inactive A’,, the equilibrium (called
quasi-equilibrium) takes place. If, for example, [A']o =[B"]o, then
with time () [B"], becomes much larger than [A'], and in such a
system the presence of A’, B”, and B” would be mostly observed.

Scheme 21 (related to Scheme 20, plus monomer conver-
sion) describes, in principle, CRP. Disappearance of A’ by
bimolecular termination in the radical process (termination)
could also be unimolecular, in, for example, controlled cationic
polymerization.

3.02.12.2 Persistent Radical Effect: Self-Regulation (Internal
Suppression of Fast Reactions)

Hanns Fischer elaborated kinetics describing at least some
CRPs in terms of ‘persistent radical effect’ (PRE) (the term
coined by Finke).*? This is an application of the theory explain-
ing the phenomena of self-regulation of the radical reactions
that are related to Scheme 21. The principle, as Fischer** says, is
simple.

“If the reversible processes were the only reactions and if at zero time
no radicals are present, then the concentrations of R; and Y [A” and B”
in our Scheme 21] increase equally in time and reach equal steady
state values in the equilibrium. However the transient radicals R; also
decay [2A’— A, in Scheme 21] by the unavoidable irreversible bimo-
lecular self-termination, whereas, ideally, there is no such reaction of Y
[B” in Scheme 21]. Hence, the concentration of the transient species
reaches a maximum and decreases thereafter. In contrast, the concen-
tration of the persistent radical increases steadily because it must
balance the self-termination less of R;. As time proceeds the decreasing
concentration of the transient radicals also renders the product
formation by their self-termination loss and becomes less likely.
Instead, the cross-reaction of the transient with persistent species
becomes the dominant product formation pathway.”

kab
AB" —k-ab

Ky E

M, K,

A, K
Scheme 21

(CH3),N—NO (CHz)N~ +NO’

—_—

Dimethylnitrosamine
(DMNO)

Scheme 22

One of the many radical reactions quoted in the Fischer's
paper is shown in Scheme 22. NO® radicals are known to be
unable to dimerize in contrast to the dimethylamino radical
(CHj3),N". Therefore, as a result of the continuous photolysis,
the (almost) dominating reaction product is the starting com-
pound (cross reaction). In the beginning, (CH3),N* first dimerize
and then their concentration falls down to such a level that
practically the only observed product is the starting dimethylni-
trosamine (DMNO): the NO® radicals are in large excess than
(CHj3),N". Obviously, after a sufficiently long time, only NO*
radicals and dimers of dimethylamine would result. This proto-
type of CRPs has been analyzed by a number of authors.

The scenario is at the basis of the major CRPs, namely, stable
free radical polymerizations (SFRPs)*>*® and ATRP.*’—°
In these procedures, control is achieved through a dynamic
equilibration between a predominant fraction of dormant spe-
cies and macroradicals. This allows us to complete initiation
before propagation starts or is advanced. Some authors state
that an additional requirement is the low concentration of pro-
pagating radicals. This is not a necessary condition, particularly
when lower P, is a target. The low concentration’, however, may
mean that there is a much higher total number of growing
chains in comparison with the concentration of macroradicals
(i.e., fraction of chains fitted at a given moment with radicals).

Another method of control is based on ‘degenerative chain
transfer polymerization’ (DT),”" the term originally introduced
a few years earlier.>? It is discussed in detail by Moad et al.>

Schematically these three fundamental methods can be
described as shown in Scheme 23, which appear several times

P
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in various reviews. (For rate constants in this section, Fukuda'’s
formalism is adopted (Chapter 3.05) although in various
sources different subscripts are used.)

Of all the three methods, ATRP, first described by
Matyjaszewski and Wang in 1995, is the most often used.*’

3.02.12.3 Simple Description of the CRP

Below a description (with further simplifying assumptions) of
CRP of a monomer M is given on the basis of the ATRP (PRE)
principle.

Let [M]o=1moll™" be polymerized to polymer with
P, =100. The concentration of M is kept constant (by the con-
tinuous addition of the monomer), that is, [M]o=1.0mol 17"
The concentration of the growing chains should thus be
[M]o=1.0mol17/10% (P,), that is, 102 moll™". [M] is also
kept invariant (for the sake of simplicity of the presentation).
The rate constant of the propagation of the monomer M is
taken to be k, = 10> mol ' 1s™* (like, e.g., in styrene polymeriza-
tion at ~80°C). Then if initiation is instantaneous, the
rate of polymerization R,=1.0 X 10°x1072=10mol ™' s™
(assuming also, as indicated above, [M'] is invariable and
equal to 1072 mol1™).

The rate is equal to 10 mol ™' s™!; thus, the polymerization of
1 mol ™" would take 0.1, which is impossible to control. If the
time of polymerization is chosen to be 3h= 10%s, i.e,, 10° times
larger than 107"'s, then the concentration of the growing species
should be 10° times lower for conversion of 1 moll™" of mono-
mer. Therefore, 10~ mol 1’1/ 10°=10"" mol1™'. Then, however,
P, would be 107. Therefore, there is the following antinomy:

For the required P,, (=10%), there should be 10> mol ™" chains.
For the required rate R,,, there should be 107" moll™" chains in
order to polymerize 1 moll™" in 10%s.

A solution of this antinomy is as follows: Of growing
102 moll™ macromolecules (chains), only 107 moll™
should be instantaneously active.

Kqg
Inactve =~ =<——=—= Active + PR
Cc
Scheme 24
Inactive + Activator <——> Active + PR
da

(A)
Scheme 25

Thus, there should be a mechanism for the conversion of
active to inactive chains, and vice versa. In the PRE systems,
encompassing NMP and ATRP, these interconversions lead to
the steady state governed by quasi-equilibrium.

Thus, for the NMP system (dissociation-combination), see
Scheme 24 (cf. Scheme 32).

For the ATRP system, see Scheme 25 (cf. Scheme 33).

The active species (macroradicals) participate not only in
the interexchange but also in termination, in which two macro-
radicals give dead species. Thus, if the lifetime of a given
macroradical in certain conditions is equal to N's, then in the
controlled process the total time of activity should be N'<N.
For the sake of simplicity, in the first part of the following
presentation we assume that not only the monomer concentra-
tion would be invariant (continuous addition of the
monomer) but also that termination would not take place.
(Termination is discussed in the second part of this paragraph.)
More complete presentation is given in the explanation of
Figure 8 and description of the PRE effect as given by Fischer.
Moreover, the detailed and lucid descriptions are given in the
chapters by Fukuda (Chapter 3.05) and Matyjaszewski
(Chapter 3.12).

The solution of the antinomy mentioned above is that from
the 102 moll™" macromolecules that can be grown, only
107" mol 1! should be instantaneously active. Moreover, since
the average lifetime of the above-mentioned macroradicals

(e.g., polystyryl radical) is ~1s, the total lifetime of

M
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Figure 8 Variations in the concentration of transient (R) and PRs (Y), dormant and the final polymer chains (P), temporarily inactive macromolecules (1),
and monomer (M) in relation to time of living polymerization initiated by the homolysis of the R-Y initiator.
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macroradicals in the short periods of activity should be much
less than 1s.

Thus, the major requirement for realizing the controlled
process is the presence of equilibrium, allowing conversion of
active into inactive species, and vice versa (repetition of
Scheme 25; the activator could be, e.g., as in Scheme 33).
Then for equilibrium, k,[inactive]|activator] = ky,[active][PR],
where PR denotes the persistent radical.

Converting the second-order rate equations to the pseudo-
first-order equations (using the assumed constancy of concen-
trations): k, x 1072 x [activator] = kg, X 107" x [PR], we could
write (following Fukuda’s Chapter 3.05) 10 %kae = Raeact|PR].
In this way the lifetimes (see the Appendix) of macromolecules
in the active and inactive states could be determined.

Both k, and k4, may have various values, depending on the
structures of inactive (covalent) form and used activators. The
same is true for the back process (deactivation-combination).
The only requirement is the fulfillment of the conditions of
equilibrium. To be closer to reality, the values of k, and kg,
should be of the order determined, for example, for ATRP
styrene polymerization; for example, k,=0.45mol ' Is™" and
kga=1.1 x 10" mol '1s7" and can be taken from Reference 54.
Assuming that [A] = 107> mol ™!, we have Scheme 26. Thus, we
obtain Scheme 27. For kg,=10"mol™" 1 s, and
[PR]=10"*mol 17" the pseudo first order rate constant is
equal to 10° s™" and the corresponding lifetime is 107> s. The
lifetime of inactive species is 10%s and the number of periods
during the required 10*s is 10, The lifetime of an average
macroradical is 107> s. In one period, ~1 monomer molecule
is added; thus, in 10 periods there are 10> monomer mole-
cules added, providing the required P,=100. Therefore, the
lifetimes (the kinetic meaning of lifetimes and half-times of
reactions are given in the Appendix) of active and inactive
species are

-3 2
Tactive = 107 s and Tipactive = 107 8

The growth of the macromolecules would consist of the
start periods of activity, 107> s, and longer periods of inactivity,
10”s. The addition of one monomer molecule to one macro-
radical proceeds at the presented conditions every 10~ s (there
is an obvious statistical distribution of times).

The length of one period of activity is 10~ s; therefore, there
would be on average one short burst of activity needed for one
monomer addition.

[Inactive] kL [A] = [active] kga[PR]
Pseudo
first-order
constant

Pseudo
first-order
constant

1072 mol I 107 mol I

Scheme 26
102 x 1x102 =107 kg, [PR]
(Taking k, = 1 mol~" 1-1s~")
Scheme 27
10%s  10%s
Active  Inactive, etc.
Scheme 28

The life record for one macromolecule (not scaled) is
shown in Scheme 28. The number of interconversions during
the lifetime of one macromolecule can be calculated from the
total time of growth and the time of one interconversion. The
total time of growth is 10*s, and the time of one interconver-
sion is 10”s. There are 10” periods of activity of 107 s each;
10% x 10 s= 10" s is the total time when a macromolecule is
active out of 10*s; 10? units are added during 107's. Thus,
there is one monomer molecule every 107> s per chain.

3.02.12.3.1 The fate of active centers

In previous calculations, in order to show what kind of rela-
tionships are needed to fulfill the major condition of
controlled process (instantaneous initiation) it has been
assumed that the concentration of active centers was constant.
However, the growing centers are macroradicals, and, along
with the process of monomer addition, termination takes
place in a bimolecular termination reaction of macroradicals
(k). The rate constant of termination, k, for the polystyryl
radical is 10" mol™'1s7".

Then
sy 39
é_ﬁ — 140]
7] = % [41]

The total growth time for an average macromolecule is 10”s,
but only 107" s (100 periods for 1 ms each) for a macroradical.
Thus, after 107"s, [S*] = [S"]o/(1+107 x 107" x 1077) =[S"]¢/1.1
or 0.9[S°]o.

Thus, when 1 moll™! of a hypothetical monomer M is con-
verted in 3 h into a polymer with P, =100, 10% of the original
active species would be dead. Ninety percent would still be able
to become active. In every next moment after these 3 h, termi-
nation will proceed further. The simple formula (eqn [41])
clearly shows what practically could not be done. Obviously,
if P,, were 10, then only ~1% would be dead, but if P,, were
larger, for example, P,= 1000, then almost all the macroradi-
cals would be dead at the full monomer conversion in a given
time of 10*s and other conditions adopted in this case. If the
kp/k ratio were higher (e.g., by changing temperature or when
an appropriate monomer is chosen), then the propagation of
macromolecules still being able to propagate would also
change.

The situation presented above considers only one aspect of
CRP, namely, the interconversions of the inactive and active
forms. It has been our intention to show in a lucid form and
using realistic rate constants and concentrations how this single
feature may provide control. However, in the PRE, no less
important (and sometimes more important) is building a
higher concentration of PR and suppressing homotermination
this way.

In 2011 Matyjaszewski published a paper’” titled ‘How fast
can a CRP be conducted with preserved chain end functional-
ity?" (perhaps not only ‘how fast’, but also ‘to how large P,,’). In
this paper the influence of several variables on the preservation
of livingness is discussed in depth.
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3.02.12.4 Rate Constants in CRP Based on the PRE: Principle

Scheme 29 shows the rate constants that are involved in CRP.
The first reaction is the dissociation (activation) of the shortest
chain (initiator of the same structure as R;X). The rate constants
of propagation (k;,) and of termination (k) are the same as in
the traditional radical polymerization (the new method of kj,
determination based on the ‘pulse laser polymerization-size
exclusion chromatography’ (PLP-SEC) is discussed in Section
3.02.14.4). Thus, k, and kg, are of major interest. These are
discussed in detail in Chapter 3.05 by Fukuda et al. where it is
separately described for the CRP with nitroxides (e.g., 2,2,6,6-
Tetramethylpiperidinooxy (TEMPO) as the PR) and for the
ATRP systems (Scheme 30).

Fukuda describes an experiment in which Polystyrene ter-
minated with TEMPO (PSt-T) of M, =1700 is heated in the
presence of styrene, and in the gel permeation chromatography
(GPC) of the product, the peaks of unreacted and reacted PSt-T
([I]o) could be observed separately. Then, —d|[I]/dt="Fkq[I], giv-
ing In([I]o/[1]) = kat.

It has also been shown that indeed [PSt*][T"]/[PSt-T] =K, K
being invariable throughout the time of polymerization,
whereas [T°] was determined by using electron spin resonance
(ESR); and finally it has been shown that at a certain stage,
[T°] = 10%[PSt°] because of the PRE.

Another approach was applied to the determination of k, in
the atom transfer polymerization, which was based on the
determination of the PSt® released from PSt-Br (activated by
Cu salt), scavenged by nitroxide, and detected by
high-performance liquid chromatography. Then K was deter-
mined from the studies of the polymerization rate at the
condition at which the following equation could be used:

k
RS + X =—== RX
ka
. . ki
R + Rj —_— R Rj (orR; + Rj)
Scheme 29
. —CHZ—CH—O—E/D —
PSt-T
Scheme 30

My _ kK[l

M T X

(42]

Once k, is known and K determined from eqn [42], kq, could
be computed.

These fast activation/deactivation reactions and the large
ratio of inactive (dormant)/active macromolecules are the
heart of CRP. Extensive tables with the values of rate constants
are given in Chapters 3.05 and 3.08. It should be added that the
ATRP method, discovered by Matyjaszewski,*’ is most often
used in hundreds of laboratories for the synthesis of polymers
or various polymer architectures.

To finish this section, the well-known complete analysis
of Scheme 29, as described by Fischer,** is shown in
Figure 8. Further reevaluation of this scheme is given in
References 56 and 57. Nevertheless, in principle, the origi-
nal scheme as given by Fischer still seems valid, although
the introduced corrections may change some numerical
values. In this figure, the evolution of concentrations of
monomers (M), dormant macromolecules (I), active macro-
molecules (macroradicals) (R), PRs (Y), and dead polymers
(P) are given. The actual polymerization process (monomer
conversion) takes place for 10*-10%s. This figure clearly
shows the decline of macroradicals (R) well before an
appreciable monomer conversion takes place. Indeed, after
10*s, 10°*moll™! of the PRs and less than 108 moll™! of
the macroradicals (R) are already present. The concentration
of dormant macromolecules (I) is ~107> mol1™'; its changes
are not seen in this figure, although macromolecules (I)
compensate for all the time increase in the concentration
of PRs according to the quasi-equilibrium and in accor-
dance with Scheme 31 (related to Scheme 21).

Depending on the polymerization conditions, the starting
concentrations of the monomer and PRs, and temperature, the
fate of I, M, Y, R, and P may differ from evolutions shown in
Figure 8. However, in principle, the fundamental behavior
would be as shown for major PRE-based processes.

3.02.12.5 NMP and ATRP: Chemistry

In the PRE-based processes, there are two major modes of
achieving the reversible deactivation: NMP and ATRP. In NMP
the most representative PR is TEMPO, although there are dozens
of various compounds that provide the PR. Based on their
structures, the rate constants for activation and deactivation
may differ substantially, depending on the bond strength
between a given compound and the polymer’s ultimate unit.
For TEMPO and styrene monomer, the rate constants’® given in
Scheme 32 were determined as discussed above.

For a typical ATRP with Cu* as an activating agent and Cu**
playing a role of the PR, see Scheme 33.%°

...—CH;—CH + O—-N

PSt’ T
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Dormant species (macromolecules) () == Macroradical (R) + Persistent radical (Y)

|

Dead macromolecule

Scheme 31
kd—16><10‘3 = . .
. —CH,—CH—0-N —CH,—CH + O-N
@ ke —7x6107mo| T s
TEMPO
(R) (Y)
M]o =10 mol I
1o =102 mol I (P,) =103
[R] =108 mol I~
Scheme 32

Pi—Br + Cu

ky=1.0mol"Is™"

-

~

does not grow

Scheme 33

There are several modifications of the classical ATRP, such
as an additional route of back conversion of Cu?* to Cu*, which
allows the reduction of the total amount of Cu used to the level
of a few parts per million.

There is also another method of CRP that leads, as the
author says, ‘toward living radical polymerization’ and is
based on the polymer-polymer exchange. This was compre-
hensively presented in a lucid paper by Moad and Rizzardo
(Scheme 34).°

The earlier work by Otsu, titled ‘A model for living radical
polymerization’, should be noted®® even if it was not suffi-
ciently successful. Another approach to achieve livingness
(not realized in practice so far) was proposed by Kabanov,
who considered a possibility of achieving living radical

Kga =107 mol~"Is~"

.
k=108 mol "I s
.

Monomer X
Po-Pm

Propagation

polymerization at conditions of microassociation in homoge-
neous systems, taking as the starting point the emulsion
polymerizations when a single radical is present in an emulsion
droplet particle.®!

3.02.12.6 Controlled Cationic Polymerization of Vinyl
Monomers

Closely related to the PRE is controlled cationic polymerization
of vinyl monomers. In the field of CVP, there is a deep differ-
ence of opinions. The first is related to the reactivity of the
‘modified active centers’. Controlled polymerization was
achieved in the late 1970s to early 1980s. Some authors, on
the basis of the formation of onium ions (well known from
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elementary organic chemistry) when carbenium ions react with
nucleophiles, proposed that these nucleophiles (esters, ethers,
etc.) form reversibly dormant species (Scheme 35).

Doubts have been raised on whether onium ions are formed,
although this is a well-known phenomenon where carbenium
ions react with nucleophiles, leading to, for example, oxonium
or sulfonium ions. It should also be noted that in a number of
systems, proton traps provided ‘livingness’. If proton traps were
necessary, it simply means that the proton traps stopped (and
not eliminated) transfer ‘halfway’ in systems that should be ‘free
from irreversible transfer’, thus not eliminating proper transfer
from a growing macrocation but merely stopping transfer of the
expelled proton from starting a new chain. However, by this
transfer dead macromolecules are formed somehow. In some
papers, the proton traps are nevertheless considered as purifying
agents, which react with originally present impurities (mostly
acids). It has to be stressed that proton traps may also suppress
the presence of ‘free’ ions by the common ion effect. Thus, one
way or another, controlled cationic polymerization has indeed
been observed. Then it would fall into the same category (from a
viewpoint of kinetics and formal mechanism) as CRP. At least in
a sense that the interconversions of inactive and active species
give a chance to have relatively fast initiation (in comparison
with propagation) and provide a high proportion of the tenta-
tively inactive macromolecules. Then, regaining activity allows
synthesis of block copolymers and other architectural varieties.
In contrast, the difference between CRP and controlled cationic
vinyl polymerization (CCVP) is that in CCVP the interchange
between the inactive and active species is relatively slow when
compared with the very fast propagation®” (e.g,, for isobutene)
(Scheme 36).

The idea of the ‘stretched bonds’ and ‘the whole Winstein
spectrum’ popular at one point of time is finally put to rest.
Extensive discussion on the allegedly living CVP is given in a
paper by Matyjaszewski and Sigwalt.®® These authors analyzed
the CCVP in terms of reversible deactivation in the propagation
step either by the formation of covalent species (Scheme 36) or
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by the formation of onium ions - both temporarily inactive
(Scheme 37), increasing the overall time of propagation as in
the CRP. When after a certain monomer conversion (even
complete) and at a usually rather low polymerization degree
a new portion of the monomer is added, polymerization
restarts with an almost identical rate constant. This stems
merely from the fact that a large proportion of active centers
have been converted into the temporarily inactive species. In
this system the polymers formed in the allegedly ‘living’ poly-
merizations have usually lower molar masses than do the
polymers prepared at conditions when ‘livingness’ has not
been observed. Thus, let us quote Szwarc from his last
monograph:

No new mechanism operates ‘living’ cationic polymerization.
Neither does a new kind of species participate in these reactions.
However, judicious choice of conditions and regents is essential for
successful operation of this process, especially if narrow MWD poly-
mers are desired.®*

3.02.13 Second Kind of the Steady State: The Rate of
Formation of Active Centers Balanced by the Rate of
Their Disappearance. Classical Radical Polymerization

For a long time the only known steady-state processes involved
initiation balanced by termination. This was the first postulate
of Bodenstein (see Section 3.02.3): when in the reaction
Cl, + H,, CI* is formed in the initiation step by Cl, dissociation
and either 2CI° — Cl, and CI® + H* — HCI or 2H® — H, termi-
nates the kinetic chains. A large number of reactions of
inorganic or organic compounds have been analyzed in this
way. This approach has also been adapted for the chain poly-
merizations. There were several attempts to analyze not only
radical polymerizations but also ionic polymerizations by
using  this  assumption, for  example, cationic
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polymerizations.®> Today, these are mostly of historical impor-
tance, especially after elaboration of controlled and living
polymerizations.

The second kind of the steady-state process is still at the
basis of most industrially important radical polymeriza-
tions, leading to, for example, polystyrene, poly(methyl
methacrylate), poly(vinyl chloride), poly(vinyl acetate),
and fluoro polymers. The general understanding of the
kinetics and mechanism of radical polymerization has
existed for several years. Therefore, in the mid-1960s,°°
some leading authors in the field assumed that research
and interest in radical polymerization were oriented toward
detailed or specific nature. It has been assumed that efforts
in this field are merely ‘filling-in’ unimportant gaps in
existing knowledge. However, since then, as often happens
in science, entirely new methods in radical polymerization
have been developed, as described above. In traditional
radical polymerization, the rate of formation of active
macroradicals is balanced by the rate of termination
(Scheme 38). In the systems shown in Scheme 38, k,
decreases progressively for the first few units and then can
be considered as a constant value; however, k. is often
diffusion controlled and depends strongly on viscosity
(monomer conversion) and the chain length. The
Handbook of Radical Polymerization®” published in 2002
(with ~1000 pages and 16 chapters) covers problems ran-
ging from the theory of radical reactions to macromolecular
engineering, including dependence of the rate constants on
the chain length. Scheme 38 is the most simplified radical
polymerization as being taught in the elementary polymer
courses.

The “classical’ or simply ‘radical polymerization” has already
been presented in detail in the major textbooks (~200 pages in
Odian'’s Principles of Polymerization®® with more than 400 refer-
ences and more than 100 pages in Elias’ Chemical Structures and
Synthesis®®). Besides, there are monographs and chapters in
multiauthor monographs,®””® several books edited by
Matyjaszewski in ACS Symposium Series on CRP, and finally
a collection of chapters edited by Buback.”! Nevertheless, more
than 2500 papers per year are published still on radical poly-
merization - one third being on ATRP (these numbers may
vary depending on the way of searching).

The radical polymerization has a long history. Certainly the
major credit in this area of polymer chemistry should be given
to Hermann Staudinger (1881, Worms, to 1965, Freiburg).”* ">
Since then all the elementary reactions, namely, initiation
(including cage effect and related efficiency), chain propaga-
tion, chain transfer (to monomer, polymer, solvent),

+ Rj- —_— R,R/ (or R,‘ + R/)

Scheme 38

termination (by combination and disproportionation), inhibi-
tion, and retardation were studied in great detail and the
corresponding rate constants were determined. Rate constants
have been described in terms of the collision theory and its
extension to the liquid phase.

Hermann Staudinger
(1881, Worms—1965, Freiburg)

The generally accepted and fundamental equation for the
rate of polymerization follows from Scheme 38:

Ry = ky[M] (%) . [43]

This treatment is based on some assumptions. The first
assumption is that the energetic state of macroradicals
when formed has enough time to be in equilibrium with
its immediate vicinity. Usually equilibrium is rapidly estab-
lished so that for the subsequent chemical reaction the
centers are ready in the same energy state; that is, they are
equally reactive. For some time this assumption was chal-
lenged, assuming (like Bodenstein in his first equation;
cf. eqn [2]) that this equilibrium is not established. Thus,
Tiidés proposed a theory of hot radicals,”* which is also
discussed by Kuéera.””

3.02.13.1 Hot Radicals Theory in Radical Polymerization

This theory assumes that the situation cannot be excluded
where the rate of energy equilibration is comparable with the
rate of the successive reaction. In such a system, radicals of
various reactivities react with the substrate. At the moment of
formation, the reaction product contains the heat from the
activation energy of the exothermic elementary reaction and it
is in a highly excited state.

The vibrationally excited ‘hot’ radical R" undergoes a series
of collisions with the molecules of reaction components.
According to the classical theory of chain reactions, the hot
radical is first deactivated and the reaction can proceed only
after the substrate has accumulated sufficient activation energy
by molecular collisions. In the theory of ‘hot’ radicals, it is
assumed that fresh active centers with excess energy are capable
of direct reaction R; + M — R}, .

The activation energy is supplied by the excess energy of
‘hot’ radicals; therefore, the process does not require external
activation.

The Tiidos theory of hot radicals has not finally been intro-
duced into polymer practice, although many scientists working
at that time in radical polymerization assumed that in many
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systems this theory may be more exact (F. Tidos, private com-
munication with S. Penczek, 1959/1960).

3.02.13.2 The Dependence of Rate Constants on the Chain
Length

It has also been assumed (second assumption) that the rate
constants of reactions involving macroradicals are essentially
independent of the chain length. There are, following North,®°
two important situations that arise when this assumption is not
valid: The first situation arises when polymerization is initiated
by radical-containing groups that exert powerful inductive
effects and particularly when low-molecular-weight polymer
is formed. The other case may occur when it is not apparent
that k, and k, would depend, in a similar way, on the chain
length.

Condition-dependent k, has already been observed in
1940s and known as the Tromsdorff-Norrish effect.
However, it is only in the decades 1980-2000 that the concept
of the chain-length-dependent termination started to be stu-
died in more detail. It was due to the new techniques (pulse
laser, SEC, EPR) and the power of computers that numerical
calculations were possible. A novel method for the detailed
study of the termination kinetics of radical polymerization by
using single pulse-pulsed laser-electron paramagnetic reso-
nance (SP-PLP-EPR) has been published in 2010 by Barth
and Buback.”® This method is related to the PLP method
(described in the next sections) and is based on measuring
the EPR signal decay. This and related phenomena have been
reviewed in Reference 77.

3.02.13.3 Limits of the Steady-State (Bodenstein)
Approximation

Another fundamental approximation is the steady-state
approximation. There is a certain requirement for steady
state to be established. In any real system, the concentration
of the initiator and the terminating agent (or macroradicals)
must decrease during the reaction and only at idealized con-
ditions the change would not upset the steady state, since the
concentration of macroradicals must reach its equilibrium
‘stationary’ value for each value of the concentration of the
initiator. Actually, the second kind of the steady state dis-
cussed in this section results from two rates that are equal
to each other. The rate of initiation is constant since the
theory describes only the early stage of polymerization when
the concentration of the initiator is almost constant. Then, by
the same token, the rate of termination is constant. Two
invariant rates producing (first-order kinetics) and consuming
(second-order kinetics) macroradicals inevitably lead to the
steady state. This is valid, however, only up to a certain
conversion of the monomer and may not be true when the
initiation is a bimolecular process, involving monomers.

3.02.13.4 Rate Constants in Radical Polymerization

The aim of any kinetic study of a chemical reaction is the
elucidation of the mechanism of reaction, followed by a corre-
lation of the reactivities of the species involved with their
chemical structures. Expression of any rate constant in an

Arrhenius form may then yield information on the enthalpy
and entropy changes (and the Gibbs energy change) during the
formation of a transition state.

The most easily observed property is the rate of reaction,
that is, the rate of disappearance of the monomer:

Ry =~ M iy prjim 44

The second observable feature is the degree of polymeriza-
tion defined by an average-number of monomer units linked
together in each average polymer chain: P,,.

As it is known that

R, = kp[MIR}? (21e)) 7'/ [45]
we have, for disproportionation,

R 1 R(2k)"?

— == = 46
Ry Pn M 146]
These two equations have two common unknowns:
k
Ri and —2 [47]

(2k,)'/?

Consequently, the knowledge of R; and one value of either kj, or
P, allows an immediate evaluation of the ratio k,/ (2k)? and
finally also F,.

Over the years, several methods of determination of R; have
been developed. Discussion of these methods is given in the
above-cited monographs on radical polymerization as well as
in some textbooks. It suffices to mention that it is possible to
measure R; by determining, for example, the inhibition time in
the presence of radical scavengers, so that the rate of consump-
tion of the inhibitor is known.

ull

where 1 is the number of radicals removed by each inhibitor
molecule, and t; is the ‘inhibition time’ and [I] is the concentra-
tion of the inhibitor. The ideal inhibitor is a compound that
reacts directly with growing radicals much faster than with the
monomer and yield products incapable of further reaction.
Kinetics of inhibition and retardation is analyzed in detail by
several authors, for example, by Bamford.”®

Thus, knowing R; and determining R, for the same condi-
tions, the value of kp/ktl/ 2 is known. There are also a number of
methods for the determination of k;,. The simplest would be
from R, and [P{]; the measurement of R, and the radical
concentration [P;] would yield a value for kj, that could then
be used in conjunction with the ratios of k, and k, to derive k,.
Again, the simplest method of determining [P{] would be ESR
spectroscopy. It has been used several times since the original
first papers by Bresler in Leningrad”® and Ranby in
Stockholm,®® although the measurement is difficult because
of a very low concentration of radicals. Nevertheless, Kamachi
and co-workers in Japan have determined a number of [P°] by
using sophisticated EPR equipment.®' The method of rotating
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sector and the flow method were often used in the past.
Applications of these methods and related difficulties are
described by Moad and Solomon in Reference 70 and in the
above-cited monograph. The other non-stationary-state mea-
surement is given in the next section.

3.02.13.5 Pulse Laser Polymerization-Size Exclusion
Chromatography: Method of k, Determination

The discovery of the analytical methods, such as SEC, allowing
measurements of the degree of polymerization (P,) by using
very low amounts of polymers, opened a way for the elabora-
tion of a novel method of k, determination, known as
PLP-SEC. Its principle is based on the determination of the P,
of the polymer formed in a very short time after the instanta-
neous initiation by a burst of the initiating laser irradiation
when the concentration of the monomer could be taken as
constant (in some treatments the average monomer concentra-
tion is used).

The laser pulse width is very short (e.g., 10 ns) compared to
both the lifetime of propagating radicals and the time of con-
version of primary radicals to propagating radicals
(‘instantaneous initiation’). The fate of the formed macroradi-
cals is shown in Figure 9, explaining the whole process.

From the SEC data (P,), k;, is calculated in the following
way:

in Mo _ ko [P} 55 tn Moo My, _ [Mlo=M]

AM] . . AM] AM] (A[M]>
——=Rky[P{]t; since P, = —= and —— =k, t
el g P Ups
[51]
and finally, after rearrangement,
Py
ky, = t 52

The conversion of the monomer is very low; thus, [M] may be
taken as the starting monomer concentration or - more pre-
cisely - as an average value, taking into account conversion; t is
the time between two pulses (e.g., ~1s).

This method was originally elaborated by Olaj et a
and developed in a number of his papers, although van
Herk in his review®” mentions Russian scientists (Gerkin,
Sokolov, and Aleksandrov) who gave the theoretical basis
of the method. In the same review, one could find more

1.83

than 40 k;, data and corresponding activation parameters as
available by 1997.

In 2008, a further improvement of the method, particularly
for acrylic monomers, was achieved. In acrylic polymerization,
chain transfer obscured the SEC data and application of the
high-energy-output lasers with 500-Hz frequencies (used by
the authors for the first time) greatly improved the method.®*
In Figure 10, the SEC results of the experiment performed at
100 Hz are compared with the improvement by using laser
pulsing at 500 Hz. The difference in the L, values is also to be
noted.

Later on, this method has been taken by the IUPAC group

laboratories in

= = 49
M] M]  [M] M] [49] led by Buback, Gilbert, van Herk, Russel, et al., who system-
atically measured and compared kj, data taken from various
groups and for the most often used monomers. Data for styrene
Mlo-[M] = AM] [50] and methyl methacrylate taken from
(M] (M] Eindhoven, Gottingen, Leverkusen, Sydney, Toronto, Vienna,
Laser pulse Laser pulse
| W2 WA ey
v _\f‘ -\f i —\__j_\. A
* *
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The first laser pulse Most chains At the next pulse Most chains terminate,
generates a lot of small propagate, some again, a lot of small some survive, and the
radicals that start terminate radicals are formed process starts again

propagation

Figure 9 Description of the PLP-SEC experiment. Taken from van Herk, A. M. J. Macromol. Sci. Rev. Macromol. Chem. Phys. 1997, 37, 633.8
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Figure 10 Molar mass distributions and their derivatives of the polymer generated by the PLP of butyl acrylate at 33 °C. The left panel depicts a sample
from laser pulsing at 100 Hz, and the right panel depicts a sample from laser pulsing at 500 Hz but otherwise identical conditions.

and Wilmington were compiled by Gilbert and published in
1996 in Pure and Applied Chemistry.®> Several other results are
available as TUPAC reports published in the same journal.
Since then, an obvious question is asked: What accuracy of
the values of k,, are indeed needed? (This kind of question is
often asked, e.g., for the Avogadro number and several other
numbers.)

3.02.14 Non-Steady-State Polymerizations

There are two most-often occurring non-steady-state polymer-
izations: The initiation is slow and finally steady state is
achieved; this is the case for a typical radical polymerization
and, in fact, for any steady-state process having inevitably a
period of building invariable concentration of the active spe-
cies. It was analyzed for radical polymerization and this case
will be described first. A similar situation may arise in, for
example, living anionic polymerization, with ‘slow initiation—
fast propagation,” although, depending on the k,/k; ratio, the
behavior of the systems may differ substantially.

A second general case of the non-stationary-chain polymer-
ization is when active species are no longer formed but
disappear due to termination. The well-known case that will
be described here is the ‘dead-end polymerization” (discussed
in Moad and Solomon’s monograph;’° ‘dead end’ means inac-
tive end group in a macromolecule).

The ‘dead end’ has been known in many ionic polymeriza-
tions, mostly cationic. The ‘dying’ cationic polymerization of
styrene will also be described further in the text, following the
slow initiation and dead end in radical polymerization. It is
possible to create several other systems (e.g., termination from
the steady state of the first case involving end-to-end cycliza-
tion) and many others. However, the few mentioned above can
be considered as the most fundamental.

3.02.14.1 Radical polymerization

Thus, in radical polymerization, for initiation,

[—2R{; —%:kj[l]; %:2721[1] [53]
In the further derivation, k;, is considered to be independent of
the chain length, which is not true in general (as mentioned
above) since ky1, kpy, ..., kp; (where index j denotes the degree
of polymerization) are known to differ from one another in the
reactions of Rj']- with the monomer. In the further derivation,
however, the reactivity of Ry is distinguished from K.

Thus, -d[M]/dt=Fk,(Y[R;])[M] (consumption of M due to
R{ can be neglected):

(1] = [l exp(-kit) [54]

with some simplifications:
ARG+ D[R]
dt

Since [Rg] << Y[R,

=2 - kR + SR [55]

d) [R’ 2
% = 201 -k (3[R]) [56]

Since the derivation is related to the early stage of polymeriza-
tion, [I] could be taken as invariable and equal to [I],. Thus,

d[R;]
dt

This is the well-known equation of radical polymerization when
at steady state d[R]/dt=0. Integration of this equation gives

. 2k (1], 12 exp A
R'| = ——

[ '] { ke exp B [58]
where A = 8k [1]/*t- 1 and B = 8kik,[1]ot + 1.

— 2la[1]y - k[R]] [57]
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Figure 11 The total radical concentration as a function of time for the
polymerization of styrene in benzene at 60 °C initiated by AIBN at a

concentration of 1 x 10-3mol I-".8°

Therefore, the concentration of macroradicals builds up
asymptotically to its maximum steady-state concentration.
Margerison and East® analyzed this equation for the
polymerization of styrene, in benzene solvent, with 2,2'-
diazobisisobutyronitrile (AIBN) and [I]o=1 x 10> moll™".
For these conditions, taking k. =7.2 x 10’ mol™'1s™!, the
maximum (i.e., steady-state) value of [R}]pax=1.8x107%
moll™" is reached in a few seconds. Thus, first [R]]
increases and when the concentration becomes large
enough, the rate of initiation buildup becomes equal to
the rate of bimolecular termination and the steady state is
reached. This is shown in Figure 11.

3.02.14.1.1 Slow initiation—fast propagation in living
polymerization: Gold’s treatment

In Section 3.02.11, steady-state living polymerization was dis-
cussed. Initiation has been assumed to be fast as compared
with propagation. This is then a class of polymerizations
where the number of propagating chains remains invariant
throughout the course of reaction. Such a situation exists, for
example, in anionic polymerization of ethylene oxide,
described by Flory, who has shown that such a process leads
to the Poisson distribution.®”

Then, starting from Szwarc’s discovery of general living poly-
merization conditions, the Poisson distribution was observed in
a large number of works. However, when k;<k,, dispersity
would differ from the one expected for the Poisson distribution.
The rate of polymerization steadily increases until the initiator is
fully consumed (depending on the ky/k; ratio, complete con-
sumption may or may not take place). Kinetic curves could easily
be constructed for various kp/k; ratios on the basis of two equa-
tions: rate of formation of active species and rate of monomer
consumption. Gold®® in the often-cited paper ‘Statistics of poly-
mer molecular size distribution for an invariant number of
propagating chains’ gave a complete derivation of the depen-
dence of M,, and M,, on conversion as a function of k,/k;. The
relation between [M] and [I] is

and after integration and rearrangement, we get

M- = (1-32) (0-00) + 2 gin (1) (60

These are the basic equations derived from the equations of
monomer and initiator consumption. Dispersion is given for
the ky/k; ratio from 1072 to 10° in figures presented in this
classical work. The effect of the k,/k; ratios on dispersity
(b=M,,/M,) for one [M]y/[I]o ratio (=100) is also discussed
in a more recent paper by Hogen-Esch and Olah®’ from where
Figure 12 is reproduced.

As is often mentioned, dispersity is below 1.4 even for a
relatively high ky/k; (e.g., 10*). The cited authors indicate
that Gold’s calculations are for irreversible initiation only.
Reversibility in initiation may change the dispersity as
D =f(conversion).

3.02.14.2 Dead-End Polymerization

The nonstationary conditions also appear when the initiator
concentration becomes low enough, for example, when the
half-lives of the propagating chains and of initiators become
equal in the radical polymerization. In the radical polymeriza-
tion, the rate of initiation could be determined in the following

Wa};rom the general equations of radical polymerization:
- = s () " 61
and [1] = [1]o e,
-In(1-a) = 2k, (%) 1/2(1—(’%1/2) [62]
In(1-a) = 2k, (%) " (1-e /) [63]

where a.= ([M]o -[M]/[M]o).
Polymerization stops at a = a..; then, e 2 =0. Thus,

o (00}
In(1-a..) = 2k, (ktkd [64]
After dividing eqn [63] by eqn [64], and rearranging, we get
1-In(1-a) , ¢
_ln{iln(]—am) } = kd E [65]

Hence, k4 could be determined from these nonstationary
conditions.

3.02.14.3 Double Nonstationary Polymerization

The cationic polymerization of vinyl monomers, particularly of
styrene induced by trifluoromethane sulfonic acid (TfOH),
provides an interesting case of nonstationary polymerization.
The work that describes this case is given in a paper by Kunitake
and Takarabe.”® The kinetics was studied in the flow system by
online monitoring of the concentration of both polystyryl

(c) 2013 Elsevier Inc. All Rights Reserved.



Fundamental Aspects of Chain Polymerization 31

1.4

[M]y/[llo=100

ky/ki=10*
\"""—-—-_-____
1.3 1 ky/ki=103
c 20 ——
i 1.2 4 I— =
S ky/ki=10
1.1 4
NJo/ki=1
Poisson ™ "=
1.0 . . —_—

0.0 0.2 0.4

X, (conversion)

Figure 12  Effect of the ky/k; ratios on the molecular weight distributions at the monomer/initiator ratio of 100:1 8

cations and monomers (in a very short time: fraction of a
second).

First, a rise in transient absorption of styryl cation due to
protonation was observed (Scheme 39). Between the rise and
decay (0tmax =340 nm), there is a short period of stationary state
(or smooth maximum), which is longer at low temperature and
shorter at higher temperature.

Termination probably involves deprotonation (see
Scheme 40). Deprotonation regenerates the acid and thus a
kind of stationary state is attained in which formation of
ion pairs is balanced by the deprotonation reaction. The
monomer is being consumed, and since initiation is a bimole-
cular (second-order) reaction of TfOH with the monomer
(Scheme 39) and termination is first order on active centers,
decay of the transient takes place. Thus, the nonstationary
period is followed by a short stationary period (actually,
quasi-equilibrium) and with a final second nonstationary state
(cf. Figure 13).

The presence of these nonstationary states gives access to all
rate constants of elementary reactions: k;, ky,, and k; [TfOH]
may be assumed to be invariant.

ki ® €
CH,=CH + TfOH — CHz-CH, TfO

Scheme 39

® o Kk
..—CH,—CH, TfOT — ..—CH=CH + TfOH

Scheme 40
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Figure 13  Time course of the formation of polystyryl cation and monomer
conversion. Polymerization conditions: 10 °C; 1,2-dichloroethane solvent;
[CF3S03H]o =2.4 mmol I [styrene]o = 0.391 mol I £°
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The rate constant of propagation is simply determined from the
usual equation:

ln<[M]“> = ky[PT]AL (67]
M, ) F

Integrals can be determined graphically. This example is given
since it nicely demonstrates the formation and decay of species
absorbed at 340 nm. These species were assumed to be exclu-
sively polystyryl cations. The rate constant of propagation
calculated from these data is much lower than that described
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by Faust in Chapter 3.15, as well as based on several measure-
ments, including the ‘clock’ method. However, in his review,
Faust quotes the work of Sigwalt and Moreau.’’ It has particu-
larly been taken into account that the cation-nucleophile
combination may lead to a two-step reaction: formation of a
complex and then its unimolecular rearrangement.

3.02.15 Chain Polymerizations and Structure
of Macromolecules

Chain polymerizations often involve asymmetrically substi-
tuted monomers: unsaturated or cyclic. The propagation step
in radical, ionic, or coordination polymerization may lead to
the formation of different regio- and stereosequences and this
phenomenon belongs to the fundamental behavior of chain
polymerizations, which obviously for a long range does exist
exclusively in macromolecules.

While honoring the discovery of stereospecific polymerization
at the Nobel Prize awarding ceremony, the following was said for
the Nobel laureates Karl Ziegler and Giulio Natta in 1963:”
‘Nature synthesizes many stereoregular polymers, for example,
cellulose and rubber. This ability has so far been thought to be a
monopoly of Nature operating with biocatalysts known as
enzymes. But now Professor Natta has broken this monopoly’.”?

Giulio Natta

There are several sources of differences in stereostructures of
macromolecules. In the case of vinyl monomers, the newly
formed covalent bond may involve the substituted carbon or
methylene group of the monomer. These additions would lead,
respectively, to ‘head-to-head’” or ‘head-to-tail’ propagation
(regiospecificity) (Scheme 41).

The head-to-tail propagation is favored because when the
substituents on the monomer molecule are bulky or polar
groups, a steric or coulombic repulsion adds markedly to the
head-to-head formation and consequently to the activation
energy.

The total difference in activation energies is such, that at
temperatures normally encountered in polymerizations the
propagation proceeds almost entirely by a head-to-tail
placement.

3.02.15.1 Stereochemistry of Propagation

Formation of the addition product may provide two stereoi-
somers when the polymer chain extensions occur in trans
conformation ((a) and (b)) or in gauche arrangement
((c) and (d)), as shown in the Newman projection in Scheme 42.

Polymers may either prefer trans conformation or adopt a
helical arrangement of gauche conformations. The helical struc-
tures of atactic macromolecules in solution could thus be due
to the interaction of substituents but much more common is
the helical structure of tactic molecules and macromolecules
with intramolecular interactions, mostly H bonding. These
phenomena are responsible for not only helical structures of
polypeptides but also homochiral polylactides, assuming heli-
cal conformation due to weak H bonding between H atoms in
the CH3- groups and >C=0 units. In contrast, when two cen-
ters are discussed, the formed unit is an isotactic or syndiotactic
dyad when two carbon atoms from adjacent units have similar
or different configurations. Thus, for three units there is either
RRR (or SSS) isotactic triad or RSR (or SRS) syndiotactic triad.
Four tactic triads could be envisaged. Thus, if the probability of
the isotactic placement is @, then the probability of the syndio-
tactic placement would be 1 - a. Then the probabilities of the
formation of the corresponding triads are &, (1-a)? and
20(1 - a). The relative concentrations of each triad are given
by a/(1 -a) = H/2S,= (I/S)"/?, where I, S,, and H, are, respec-
tively, the fractions of monomers in iso-, syndio-, and
hetero-triads and Iy and Sy are the fractions in meso- and
racemo-dyads).

The corresponding ratio of the rate constants kp;/k,s may be
found from the physical measurements of H,/S, and I,/S,. The
dependence on temperature would lead to the thermodynamic
activation parameters for both kinds of placements.

In Volumes 3 and 4, there are chapters describing stereo-
specific polymerization of vinyl and cyclic monomers,
formation of isotactic and syndiotactic polymers, and polymer-
ization of racemic (as well as meso) cyclic monomers,

.—CHp—CH—X *+ CHp=CH—X ——> ...—CHz—cle—CHz—*clH (Head-tail)

..—CH,—CH—X +

Scheme 41

CH;=CH—X —>

X X

...—CHZ-—CIIH—(IJH"CHz (Head-head)
X X
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involving stereoselection and stereoelection. Phenomenal pro-
gress has been made and polymers from basic monomers (e.g.,
propylene and styrene) may be prepared as iso- or syndiotactic.
Moreover, the ‘metallocene revolution’, as Corradini has called
the more recent achievements,’> allowed the understanding of
the mechanism of stereocontrol with C,-symmetric and
Ce-symmetric catalysts as well as a difference between
C,-symmetric bridged and its wunbridged analogue.
Particularly impressive is a class of oscillating metallocene
catalysts with rotating components.”* However, further studies
have shown that the formation of the multiblock copolymers
with stereoregular-stereoirregular blocks takes place only at
particular conditions and that the activation energy for ligand
rotation is in several originally used catalysts low and compar-
able to the activation energy of monomer addition.”>”° It has
also been shown that it is possible to achieve chain growth in
which each individual chain alternates the periods of growth
on two different transition-metal catalysts with periods of dor-
mancy, bearing formal resemblance to the interconversion in
the controlled processes discussed in the previous sections.
However, in the present instance, block copolymers are formed
from the same monomer, whereas in CRP or CCVP, multi-
blocks can be formed from different monomers. These and
post-metallocene catalysts, leading to living polymerizations,
are described in other chapters of this volume.

3.02.16 Condensative Chain Polymerizations:
Biopolymers

3.02.16.1 Definition

The definition of condensative chain polymerization is the
repetition of Note 3 from the definition of chain polymeriza-
tion, given in Section 3.02.8. As per Note 3, propagation in
chain polymerization usually occurs without the formation of
small molecules. However, cases exist where a low-molar-mass
by-product is formed as in the polymerization of oxazolidine-
2,5-diones derived from amino acids (commonly termed
NCAs). When a low-molar-mass by-product is formed, the
additional qualifier ‘condensative’ is recommended to form
the term ‘condensative chain polymerization’. The condensa-
tive chain polymerization (CCP) is discussed at the end of this
chapter because of a particular character of the majority of
involved processes.

There is a large class of chain polymerizations, already
described in the general definition (cf. Section 3.02.8), in
which in every step of monomer addition there is formation
of a low-molar-mass side product, often removed from the
polymerization systems, like in the nonequilibrium polycon-
densation. In the general definition of condensative chain

H H
P f H x\f H
P | H P" | “H
X P
s
70N
<: C// N
HN N »
R )v I —(CHZ—ﬁ—NH)n— + nCO,
o o)
N
o
Scheme 43
N
n /C:O —> _.—(CH,CH,0)7— +nCO,
o
Scheme 44

polymerization, one example has been given, namely, poly-
merization of NCAs, which leads to poly(a-amino acid)s
(Scheme 43). It is a chain process in which active species
(most often anionic or coordination species) continuously
add the NCA monomer molecules. This polymerization is
described in detail in Volume 3 in a chapter by Deming. The
qualifier ‘condensative’ comes from a certain similarity to poly-
condensation since the low-molar-mass side products are
formed in both processes.

Closely related to the polymerization of NCA is the poly-
merization of cyclic carbonates, leading, under some
conditions, to simple polyethers along with the evolution of
CO, (Scheme 44).

Besides these ring-opening condensative chain polymeriza-
tions, there is an interesting class of CCP discovered by
Yokozawa.”” Its principle is based on the activation of the
chain end after the monomer addition. If the activation is
sufficient, then the rate of the next monomer molecule addi-
tion is higher than the rate of the reaction of monomers among
themselves. The schematic presentation of this principle, fol-
lowing Yokozawa, is shown in Scheme 45. However, as is often
forgotten, the major processes of the biopolymer formation,
namely, of polypeptides, nucleic acids, and similar macromo-
lecules as well as at least some poly(anhydro sugars) made
either in nature or in laboratory, belong to the condensative
chain polymerizations. For instance, the Merrifield solid-state
method of polypeptide synthesis is based on the reactions
illustrated in Scheme 46.

Thus, in every next step, repeating units are formed by adding
a monomer molecule to the active end of the growing macro-
molecules. It could be either homopropagation if all the amino

(c) 2013 Elsevier Inc. All Rights Reserved.
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acids are the same or (much more often) a kind of multimer
formation when various amino acids are forming the chain. This
process occurs automatically in special synthesizers.

3.02.17 Polymerize Chain Reaction. DNA Syntheses

Several methods of DNA synthesis are based on the same
principle: addition of the one-end-protected nucleoside
(monomer), deprotection, and so on. These methods are men-
tioned in this chapter only for the sake of completeness of the
presentation.

The process bearing a name ‘polymerase chain reaction’
(PCR) is finally presented briefly. PCR involves several steps
that are depicted in Scheme 47. In order to copy a certain part
of the DNA molecule, the macromolecule containing this part
is put into solution with starters (primers) prepared before-
hand. The starters should be complementary to the fragments
of the DNA single chains from both ends of the fragment to be
copied. These starters are present in large excess to DNA macro-
molecules in order to avoid back formation of the double
strand. All four nucleosides should also be present in the
form of triphosphates, which are to be taken in the amount
equal to the final desired mass of the DNA segments. The
whole ‘soup’ is mixed in the presence of polymerase capable
of surviving at the temperature needed for double-stranded
DNA denaturation (95 °C). Indeed, the whole PCR process
became possible after the discovery of enzymes capable of
surviving at ~95 °C. When the temperature is increased to
95 °C, the double-stranded DNA gives, by denaturation, the

individual single chains of DNA. Decreasing the temperature to
the required temperature allows starters to take their positions
at the complementary DNA fragments. The back formation of
the double strands is not possible because the attached starters
block this process. Then, at 72 °C the synthesis in the direction
from position 3’ to 5’ starts on both single DNA macromole-
cules. Now, the primers in the DNA molecules close the
corresponding unoccupied sites and the process continues. In
this way, the desired segment is finally formed. From this very
moment in every next step, only this particular fragment is
repeated. Finally, after a certain number of these cycles, only
the desired fragments are formed. In every step, the number of
the desired units is doubled. Thus, in n cycles 2" desired DNA
macromolecules result. Since one complete event takes
~3 min, in 1h (60 min) ~22° copies are produced. This is the
reason why from a small amount of starting DNA macromole-
cules this PCR can produce millions (in 20 cycles) of copies in a
relatively short time. One billion (10'?) copies require 30
cycles. The above description also explains Scheme 47, thus
completing the scheme.

Synthetic polymer chemistry might try to copy the funda-
mental features of PCR and apply them in polymer synthesis.
This would be the most sophisticated of all the known chain
polymerization processes.

3.02.18 Conclusions

In this chapter, fundamentals of chain polymerizations have
been analyzed, starting from the discovery of a particular kind

(c) 2013 Elsevier Inc. All Rights Reserved.
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of chemical reactions in such an apparently simple reaction,
looking as an elementary bimolecular process, as Cl, + H,.
Although this volume describes the polymerizations of unsa-
turated monomers, several examples of Kkinetics of
ring-opening polymerizations are given whenever the
described processes are unique in fundamental aspects of
chain polymerizations.

Several IUPAC and ACS definitions for fundamental phenom-
ena have been quoted and the authors are convinced that while
using them an equivalent of the Canon law ‘Roma locuta causa
finita" should be applied in polymer chemistry to these
definitions.

Chain polymerizations play an important role in the synth-
esis of industrial polymers; polyolefins, vinyl polymers, and
products of ring-opening polymerizations. Moreover, synth-
eses of biopolymers, both in nature and in laboratory, use
certain kinds of chain polymerizations, known as condensative
chain polymerizations.

In spite of the spectacular progress in the last few decades,
mostly related to the discovery of the living polymerizations of
vinyl and cyclic monomers (including ring-opening metath-
esis) and then controlled radical and cationic polymerizations
of vinyl monomers, the precision of the PCR is not yet achieved
in other fields.

In a large majority of controlled chain polymerizations
(except the living ones), there is a certain level of unavoidable,
at least in 2011 onward, side reactions, namely, termination
and/or irreversible chain transfers. For the future, one could
hope to find ways of modifying the reactivities of the active
centers in such a way that it will be possible to change the ratios
of the rate constants of propagation and termination in radical
polymerization, further decreasing the proportion of the dead
chains at the complete monomer conversion. The PCR is the
template-controlled polymerization (cf. Chapter 4.33 on tem-
plate polymerization). Perhaps a combination of the template

and controlled processes in synthetic polymers could provide
the PCR-like conditions. Thus, fast multiplication of the exact
copies of the desired structures being the ultimate goal for the
chain polymerizations of vinyl and cyclic monomers would be
achieved.

Appendix: Lifetime and Half-Life: Definitions and Their
Relationship

In the text, the term ‘lifetime’(z) has been used several times.
The definition of lifetime is given in the GB.

‘Lifetime’ of a molecular entity, which decays by first-order
kinetics, is the time needed for a concentration of the entity to
decrease to 1/e of its original value, that is, c(,—=c(-0)/e.

Statistically, the time period represents the life expectation
of the entity. It is equal to the reciprocal of the sum of the
first-order rate constants of all processes causing the decay of
the molecular entity: 7=1/Zk.

Note 1: Mathematical definition: 7= 1/k=1/(Zk;), with k; being
the first-order rate constants for all decay processes of the
decaying state.

Note 2: Lifetime is sometimes used for the processes that are
not of first order. However, in such cases, the lifetime
depends on the initial concentration of the entity or of a
quencher, and therefore, only an initial or a mean lifetime
can be defined. In this case it should be called ‘decay time'.

Note 3: Occasionally, the term ‘half-life’ (z,/,) is used, repre-
senting the time needed for the concentration (¢) of an entity
to decrease to one half of its original value; that is,
c(t=71)=c(t=0)/2 (i.e., concentration ¢ at 7/, =half of
the original concentration - at t =0). For the first-order reac-
tions, 71/, =In2z.

(c) 2013 Elsevier Inc. All Rights Reserved.
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In recent decades there have been major advances in the tech-
niques available for measuring the individual rate coefficients
in free-radical polymerization processes. The development of
pulsed laser polymerization and its many time-resolved var-
iants have helped to provide direct access to the individual
propagation and chain length-dependent termination rate
coefficients, at least for homopolymerization processes.'
Improvements in the accuracy, sensitivity, and resolution of
analytical techniques such as size-exclusion chromatography,
mass spectrometry, nuclear magnetic resonance, and electron
paramagnetic resonance have helped to provide complemen-
tary data for measuring rate coefficients associated with many
of the other reactions and side reactions (such as chain transfer
processes) that occur in conventional and controlled radical
polymerization processes.” At the same time, thanks to major
advances in the accuracy and efficiency of quantum-chemical
methods, coupled with rapidly increasing computational
power, accurate first-principles prediction of the various indi-
vidual rate coefficients is also becoming a reality (for a review,
see e.g., Reference 3).

Collectively, these developments have been used to pro-
vide a wealth of kinetic data for many of the individual
reactions in a wide range of radical polymerization processes.
Where such data are available, they can be used to build
kinetic models for optimizing the outcome of the polymeriza-
tion process as a function of its reaction conditions.
Nonetheless, in such optimization studies, the range of pos-
sible outcomes is bounded by the kinetic parameters
associated with the specific reagents used (monomer, initia-
tor, chain transfer agent, control agent, etc.). In many
situations, and particularly controlled radical polymeriza-
tions, it is additionally necessary to optimize the chemical
structures of the reagents. Short of performing major combi-
natorial chemistry inspired surveys of polymerizations
involving all conceivable reagents, it is necessary to develop
some level of understanding of the relationship between che-
mical structure and reactivity.

between chemical structure and reactivity is, of course, pro-
vided by quantum mechanics. However, due to its
complexity, these links are not obvious through simple inspec-
tion of the Schrodinger equation itself. To determine the rate of
any particular reaction, it is necessary to solve the relevant
equations - usually a time-consuming process in its own
right. To find the optimal reagent for a particular process, one
would have to resort to repeatedly solving the Schrodinger
equation for a wide range of chemical structures until a reagent
with suitable characteristics was found. Used in this way, com-
putational quantum chemistry is merely trial and error
experimentation without the mess. As Roald Hoffman once
put it: “(computational quantum chemistry offers) predictabil-
ity, but ... not understanding”.® To understand the links
between chemical structure and reactivity, simpler and more
approximate theories are required.

This chapter is about the tools and theoretical frameworks
available for performing structure-reactivity studies in radical
polymerization. How does one go about explaining the out-
come of a chemical process in terms of the properties of the
reagents and their substituents? What do we know already
about the influence of chemical structure on radical stability
and reactivity in conventional and controlled free-radical poly-
merization? In what follows we first discuss the various
methods for defining and measuring radical stability, including
the familiar radical stabilization energy (RSE), along with some
lesser-known alternatives, and explain the difference between
stability and persistence. A large compilation of RSEs for
carbon-centered radicals is presented and used to illustrate
principal structure-reactivity trends. We then examine some
of the other relevant properties of polymer radicals, including
their polarities and steric properties, as well as discussing the
main factors affecting bond strengths in polymerization-related
reactions. Finally, it is shown how the stabilities of the
propagating radicals combine with these other factors to deter-
mine the kinetics and thermodynamics of the principal radical
reactions in both conventional and controlled radical polymer-
ization processes.
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3.03.2 Radical Stability
3.03.2.1 Definitions of Radical Stability

The propagating species in most free-radical polymerization
reactions is a n-type carbon-centered radical in which the
unpaired electron is located in a p-type orbital and, for a
monomer of the general form CH,=CXY, the sp>-hybridized
radical center is substituted with the monomer substituents X
and Y, and the remaining polymer chain (see Figure 1). The
chemistry of free-radical polymerization is profoundly shaped
by the effects of these substituents on the stability of the pro-
pagating radical, and the broader relationships between its
stability and its reactivity in the various possible reactions and
side reactions that occur.

In general terms, the stability or reactivity of species refers to
its propensity to undergo chemical reactions, as assessed either
on a thermodynamic basis or on a kinetic basis. For radicals,
the thermodynamic stability is typically termed the stabiliza-
tion energy, while the kinetic stability is typically termed the
persistence.” Strictly speaking, the stability of a species can only
be unambiguously defined in the context of a specific balanced
chemical reaction. However, through careful choice of the
defining reaction, it is sometimes possible to use stabilities, as
measured for one class of reactions, to help predict the kinetic
and thermodynamic behavior of those species in other types of
chemical reactions. In this section we will examine some alter-
native defining reactions for the RSE; in subsequent sections we
will examine how these can be used to predict the kinetics and
thermodynamics of radical polymerization processes.

The RSE*® is the most commonly used thermodynamic
measure of relative radical stability. For a carbon-centered radi-
cal Re, the RSE is defined as the enthalpy change of the
following isodesmic reaction under standard conditions
(usually 298.15 K in the gas phase):

Re + H-CH; —R-H + CH; [1]

In essence, one compares the energy of the radical Re to a
reference species ®CH3, and balances the reaction using the
corresponding closed-shell species. An alternative (and com-
pletely equivalent) method for representing the standard RSE is
as the difference of the corresponding R-H and CH3;-H bond
dissociation enthalpies (BDEs).

RSE = BDE[CH3 - H] - BDE[R - H] 2]

Defined in this way, when the RSE for radical Re is positive, Re
is said to be more stabilized than eCHj; if the RSE is negative,
Re is said to be less stabilized. Occasionally in the literature,
this sign convention is reversed® and it is therefore important to
check the defining equation carefully when examining litera-
ture data.

Strictly speaking, the standard RSE measures the thermody-
namic stability of the Re radical (relative to ¢CHj3) toward

R XY

HC— XY

Hzc \

o X
H20 ~

Y

Figure 1 A m-type carbon-centered propagating radical in the homopo-
lymerization of CH, =CXY.

hydrogen atom transfer reactions only, and includes contribu-
tions from the relative stabilities of the radicals, and the relative
stabilities of the C-H bonds in R-H and CH3-H molecules that
balance the reaction. However, it is normally assumed that
since hydrogen is both small and relatively nonpolar, the dif-
ferences in stability of the C-H bonds in R-H and CH;-H are
minor and therefore cancel. Thus, for carbon-centered radicals
at least, the RSE is generally regarded as a measure of the
relative stabilities of the radicals alone. In support of this
assumption, it is worth noting that RSEs have been used suc-
cessfully in many studies to predict the stability and reactivity
of radicals in other types of chemical reactions’ and trends in
RSEs have been successfully analysed in terms of arguments
involving only the radical species itself.®

Nonetheless, it should be emphasized that the use of RSEs
to measure radical stability is based on an assumption (i.e., that
the stabilities of the C-H bonds of the closed-shell species used
to balance the reaction are very similar in R-H and CH3-H),
and this assumption may occasionally break down, particularly
if polar and/or steric effects in R are significant. As an illustra-
tion, Figure 2 shows the relative stabilities of the alkyl radical
series Me, Et, i-Pr, and t-Bu, as calculated using the standard
RSE, and alternative definitions in which other types of
closed-shell species (i.e., R-X and CH3-X, where X=CHj,
OH, F) are used to balance the reaction instead.® As is clear
from this graph, even the qualitative ordering of the RSEs is
highly sensitive to the type of closed-shell species used to
balance the reaction, implying that the contribution of the
differences in stability of the R-X and CH3-X bonds to the
reaction energy is not insignificant.

In fact, in this example, there is a significant contribution to
the stability of the R-X bond from resonance between its
covalent (R-X) and ionic forms (R* X7), and this stabilization
increases with the increasing electron-donating ability of R
from Me<Et<i-Pr<t-Bu. This increasing stabilization of the
bond counters the concurrent increasing stability of the radical
that results from hyperconjugative stabilization of the unpaired
electron. For electronegative X groups such as F and OH, the
effect on bond strength is dominant, resulting in a decrease in
the measured RSE from Me to t-Bu; for the less electronegative
X groups (in this case H and CH3), the effect on radical stability
dominates and the expected increase in RSE from Me to t-Bu is
observed. While the standard RSE (i.e., X=H) represents a
limiting case for which the polar contribution to bond strength
is smallest, this does not necessarily imply that polar effects are
absent or that they may not be complicating RSE measure-
ments for other radicals. Thus, consideration should always
be given to possible substituent effects on the stability of the
closed-shell species when analyzing structure-reactivity trends
in RSEs.

Instead of assuming that the contributions of substituent
effects on the closed-shell species are negligible, an alternative
strategy is to correct for them directly. An advantage of this
approach is that because we do not have to minimize the
influence of the closed-shell species, it is then no longer neces-
sary to choose reference closed-shell species where polar, steric,
resonance, and other effects are minimal. As a result, we do not
have to restrict our focus to n-type carbon-centered radicals,
and hence a broader range of relative radical stabilities can be
measured. The disadvantage is that the bond energy corrections
themselves rely upon assumptions, and usually require
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Figure 2 Radical stabilization energies (RSEs; 0K, kJ mol’1)f0rthe series Me, Et, /-Pr, and #Bu as calculated using various reactions of the general form:
Re + X—CH; — R—X + *CHj, for X=H, CHs, OH, and F. Data taken from Coote, M. L.; Pross, A.; Radom, L. Org. Lett. 2003, 5, 4689-4692.2

additional information to implement. Some of the main
schemes that follow this approach include those of Riichardt’
Zavitsas et al.,'° and de Vleeschouwer et al.'! For the exact
implementation of these schemes, the reader is referred to the
original references or a recent review.'?

Broadly speaking, the Riichardt’ scheme uses R-R BDEs to
measure the stability of Re. The advantage of using R-Rin place
of R-H is that polar effects in the reference compound are
eliminated; the disadvantage is that corrections for steric strain
in R-R are instead required, and in Riichardt’s” scheme they are
estimated from MM2 force-field calculations. Zavitsas et al.’s'®
scheme also measures the stability of Re from R-R BDEs,
but rather than resort to force-field calculations, the ‘strain-
free’ R-R BDEs are estimated by application of Pauling’s
electronegativity equation'® to known values of the BDEs for
R-OH, R-CHs;, CH;-CHs;, CH;-OH, and HO-OH. The
scheme of de Vleeschouwer et al.'" expresses the BDE of com-
pound A-B in terms of the stabilities of radicals Ae and Be and
a polar correction term. This term is based in part on Pauling’s
electronegativity scheme (as in Zavitsas et al.’s'® scheme) and in
part on the nucleophilicity indices'*'” of A and B. In principle,
the scheme can be applied to any A-B bond; in practice, while
correcting for polar effects, this scheme ignores steric, reso-
nance, and other contributions to A-B bond strength and this
places some practical restrictions on the suitability of A-B.

The above radical stability schemes all measure the stabili-
zation energy of a radical from its contribution to various bond
energies; an alternative approach is to use measurements of the
extent of delocalization of the unpaired electron. Since n-type
carbon-centered radicals are stabilized by substituents that
delocalize the unpaired electron, the more delocalized the
unpaired electron is, the more stable the radical is likely to
be. This allows one to focus solely on the radical, thereby
avoiding complications from substituent effects on the

closed-shell reference compounds used to balance the chemical
reactions in the other radical stability schemes. However, its
potential disadvantage is that it is not necessarily clear that
alternative mechanisms of delocalization (n-delocalization,
hyperconjugation, spin polarization, and anomeric interac-
tions, and combinations thereof) will lead to the same
increase in radical stability for the same degree of spin deloca-
lization.'® It is also difficult to relate spin densities to actual
stabilization energies, which might then be used in quantitative
predictions of radical thermochemistry. Nonetheless, measure-
ments of the extent of delocalization provide a useful
complementary measure of radical stability that can be used
to explore the physical basis of the other RSE schemes.

In summary, all measures of relative radical stability have
strengths and weaknesses and should be used cautiously (for a
detailed discussion of this problem, see Reference 17).
Nonetheless, for simple n-type carbon-centered radicals these
problems are relatively minor and a recent study has shown
that all of the above schemes predict essentially the same
structure-stability trends across a very broad range of primary,
secondary, and tertiary carbon-centered radicals.'? The stan-
dard RSE is the most widely used measure of relative radical
stability and is the main focus of this chapter. In general, such
RSEs are expected to provide an excellent qualitative guide and
a reasonable quantitative guide to relative radical stabilities;
however, it is important to keep in mind that contributions to
the RSE from the closed-shell species can sometimes compli-
cate or obscure structure-reactivity trends, particularly when
steric and/or polar effects in R-H are significant.

3.03.2.2 Experimental and Theoretical Procedures

To measure the RSE of a radical Re, one needs to measure the
enthalpy change of reaction (1) or equivalently determine the
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R-H and CH;-H bond dissociation enthalpies (BDEs).
Experimentally, the equilibrium constant of this reaction can
be measured as the ratio of its forward and reverse coefficients,
which can in turn be measured using time-resolved laser flash
photolysis. The enthalpic and entropic components can be
obtained by studying the equilibrium constant as a function
of temperature. Alternatively, if more convenient, the R-H BDE
can be measured from the equilibrium constant of any hydro-
gen transfer reaction (e.g, R-H+Xe — Re +X-H) provided
the BDE of the reference substrate (i.e, X-H) is already
known. In either case, it should be noted that such measure-
ments often carry assumptions that other side reactions (such
as bimolecular termination) are either negligible or occur with
known rate coefficients. Alternative strategies for accessing
gas-phase experimental values of the R-H BDE include use of
negative ion cycles whereby the BDE is deduced from separate
measurements of the gas-phase acidity of RH and the electron
affinity (EA) of Re, the latter available from negative ion
photoelectron spectroscopy. The R-H BDE can also be obtained
via the use of photoionization mass spectrometry to
measure the appearance energy for the dissociation reaction:
RH— R" + He + e". This appearance energy is then corrected for
the ionization potential of Re, as measured by photoelectron
spectroscopy. An excellent summary and evaluation of these
experimental methods, together with a number of critically
evaluated hydrocarbon BDEs, is provided by Berkowitz et al.'®
A large database of experimental gas-phase BDEs has been
published by Luo;'® further experimental thermochemical
data including ionization energies and electron affinities of
many species have been collected on the Internet by the
National Institute of Standards and Technology (NIST).*°

Computational quantum chemistry is increasingly able to
provide predictions of rates and equilibrium constants for
chemical reactions with accuracies that are competitive with
experiment.> A major advantage of quantum chemistry is that
reaction and activation-free energies, and their component
enthalpies and entropies, can be accessed directly without hav-
ing to make assumptions about the reaction scheme of the
whole process. The disadvantage is that the accuracy of
quantum-chemical predictions depends instead on the numer-
ical approximations made in solving the Schrodinger equation.
While extremely accurate methods are well known, these
require large amounts of computer power and their computa-
tional cost scales rapidly with the size of the chemical system.
The key to successful computational quantum chemistry is to
choose a methodology that provides the best compromise
between accuracy and expense.

The computational methodology outlined here has been
identified on the basis of several assessment studies for BDEs
and radical thermochemistry and kinetics in general,® and was
recently demonstrated to predict a large test set of gas-phase
BDEs to within chemical accuracy.'> Geometries and frequen-
cies can generally be calculated at low levels of theory such as
B3-LYP/6-31G(d); however, improved energies should be cal-
culated using high-level ab initio procedures. Unfortunately, the
DFT methods currently available fail even to predict the correct
qualitative ordering in some BDEs and should be avoided for
radical thermochemistry.21 Instead, the lowest cost methods
that reliably deliver chemical accuracy are the Gn-type or the
CBS-n type composite ab initio procedures, which approximate
CCSD(T) (or equivalent) calculations with a large basis set

(e.g., triple zeta in the case of G3, quadruple zeta in the case
of G4, and the extrapolated infinite basis set limit in the case of
CBS-n) via a series of additivity approximations. In particular,
we have found that the variant G3(MP2)-RAD?? usually offers
chemical accuracy and is sufficiently economical that it can be
applied to chemical systems of up to approximately 17
non-hydrogen atoms.

Where the species involved are too large for practical G3
(MP2)-RAD calculations, we have devised an accurate
ONIOM-type approximation to use instead.’! In this proce-
dure, the chemical reaction is divided into a reaction core that
should contain the reaction center, any a-substituents, and any
other groups directly conjugated with the reaction center; the
remaining remote substituents are deleted and replaced with
hydrogens. The core reaction is then studied at a high level of
theory (in this case, G3(MP2)-RAD) and a lower-level ab initio
procedure such as R(O)MP2 with a large triple zeta basis set;
this latter procedure is also used to study the full system.
The full system at the high level of theory is then approximated
as the sum of the core system at the high level and the remain-
ing remote substituent, as estimated at the lower level. The
method works because the lower-cost procedure is only used
to measure remote substituent effects, which are much less
theoretically demanding than modeling the reaction center.

Having obtained geometries, frequencies and improved
energies, the enthalpies, entropies, and free-energies can be
easily calculated using the standard textbook formulae for the
statistical thermodynamics of an ideal gas under the harmonic
oscillator/rigid rotor approximation.”*?* For accurate rate and
equilibrium constants, it is usually necessary to correct the
harmonic oscillator results by treating all low-frequency tor-
sional modes as hindered internal rotations (for details on how
to do this, see e.g., Reference 25). In this chapter, we are
primarily interested only in reaction enthalpies, where these
corrections are less significant.

When solution-phase data are required, one has to per-
form additional calculations to obtain the free energies of
solvation, which are then added to the accurate gas-phase
free energies to obtain solution-phase free energies.
Solvation energies are usually evaluated using continuum
solvation models in which the effect of the solvent is studied
by performing the calculation in the presence and then
absence of an applied electric field to mimic the solution
and gas phases. Most continuum models also include addi-
tional nonelectrostatic terms to model effects such as
cavitation and dispersion. The resulting solvation energies
depend on various empirical parameters (which, e.g., are
used in conjunction with the properties of the solvent to
determine the nature of the electric field) and these are
obtained by fitting the resulting solvation free energies to an
experimental test set. Because of their semiempirical nature, it
is essential that a chosen solvation model is applied at the
same level of theory at which it was originally parameterized
(for a discussion, see Reference 26). Because solvent effects on
radical reactions are relatively small (compared with ionic
systems), most continuum solvation models usually perform
well. However, for highly solvent-sensitive polymerizations,
the new generation method COSMO-RS applied at its para-
meterization level of theory BP/TZP is recommended.?”

The experimental and theoretical procedures above can be
used to obtain the bond energies for any of the bond
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energy-based radical stability schemes. Spin density distribu-
tions can be obtained by applying an appropriate electron
localization scheme to the wavefunction generated by
quantum-chemical calculations. Typical schemes (in order of
increasing sophistication) include Mulliken population ana-
lyses, Natural bond orbital analyses, and atoms-in-molecules
theory. The former should be applied to minimal basis set
calculations; the latter can be applied to higher quality wave-
functions, though the results are generally less sensitive to level
of theory than are the bond energies. Experimentally, one can
use ESR-derived a- and B-proton hyperfine coupling constants,
as these are proportional to spin densities for planar
carbon-centered radicals.”® Of these, the B-proton hyperfine
coupling constant is slightly less sensitive to deviations from
planarity and therefore slightly more robust, although both
measures give poor results for highly pyramidal radicals.'®

3.03.2.3 Structure-Reactivity Trends

Due to their importance across a wide range of chemical and
biological processes, the effects of primary substituents on the
stability of carbon-centered radicals have been widely
studied.®'??? A selection of representative RSEs for eCH,X
radicals, as taken from a recent high-level ab initio study of
192 different primary, secondary, and tertiary carbon-centered
radicals,'? are plotted in Figure 3 in order of increasing radical
stability. It can be seen that the RSEs cover a 100 kJ mol™" range
according to the nature of the substituent X. The most stable
radicals tend to be substituted with n acceptor groups such as
allylic double or triple bonds and/or conjugated phenyl
groups. Radicals substituted with heteroatom lone-pair donor
groups (such as oxygen, nitrogen, sulfur, and halogens) are also
generally very stable, though the stabilities cover a broader
range. The least stable radicals tend to be substituted only
with pseudo-m acceptor substituents, such as alkyl groups and
are often heavily fluorinated. In what follows, we explain how
these different types of stabilization mechanism operate and
result in the principal trends in the stabilities of n-type
carbon-centered radical.

In general, a n-type carbon-centered radical is stabilized by
substituents that can delocalize the unpaired electron either
through donation of an adjacent lone pair into 2p(Ce) or
through donation of the unpaired electron into an empty n*
orbital or pseudo-n* orbital. These two types of orbital inter-
action are illustrated in Figures 4(a) and 4(b), respectively. In
addition to these resonance effects, the stability of a radical can
also be affected by sigma withdrawal. Thus, an electronegative
substituent (such as F) can exert a destabilizing influence by
withdrawing electron density from the electron-deficient radi-
cal center through the sigma-bonding network (i.e., without
the stabilizing benefit of delocalizing the unpaired electron).
Many substituents, particularly lone-pair donor groups, exert
both stabilizing resonance effects and destabilizing sigma
inductive effects, and the net effect on radical stability depends
on the competition between these two factors.

If we focus first on n acceptor substituents (Figure 4(a)), we
see that the unpaired electron in 2p(Ce) interacts with  orbital
of an allylic double bond in a net stabilizing interaction that
lowers the energy of the filled = orbital and raises the energy of
the singly occupied 2p(Ce) orbital. The unpaired electron also
interacts with the empty n* orbital in a net stabilizing

interaction that lowers the energy of the singly occupied 2p
(Ce) orbital and raises the energy of the empty n* orbital. The
overall result is a net stabilization in which the energy of the
doubly occupied n orbital is lowered, that of the singly occu-
pied 2p(Ce) orbital is unchanged (as the effects of its
interactions with t and n* counter each other), and the energy
of the empty n* is raised. Similar interactions occur when the
unpaired electron interacts hyperconjugatively with pseudo-n*
orbitals. However, because the energy of a pseudo-n* orbital is
usually considerably higher than that of a n* orbital, the
strength of the interaction (and hence stabilization) is much
weaker.

Among n acceptor substituents, the extent of stabilization
depends on the energy differences between the unpaired elec-
tron and nt and n* orbitals. Equivalently, one can think in terms
of the number and ‘energy equivalence’ of the resonance struc-
tures that can be drawn in which the electron is delocalized.
Generally, the stabilization associated with allylic C=C double
bonds is strongest, followed by phenyl rings and then C=C
triple bonds; stabilization by C=0 and C=N bonds tends to
be weaker, followed by NO,, SOR, and SO,R. This is in part due
to the differences in orbital energies and in part because their
stabilization is countered to some extent by concurrent sigma
withdrawal. Among the carbonyl groups, the order C(O)H>C
(O)R>C(O)OR>C(O)OH>C(O)NR, reflects the increasing
competition for the C=0 bond from cross-conjugation with
the ester substituent, as well the increasing sigma-withdrawal
effects as additional oxygens are included.

Similar factors influence the stabilizing effect of the pseudo-
7t acceptor substituents. These substituents are of course con-
siderably less stabilizing overall than 7 acceptor substituents as
the energy of the pseudo-n (usually, the C-H sigma bond) is
much lower than 2p(Ce) and the pseudo-nt* (the correspond-
ing sigma antibonding orbital) is much higher. Among the
pseudo-mt acceptor substituents in Figure 3, the simple CHjs
group is the most stabilizing because there are three available
C-H bonds, and the group has no additional substituents
causing competing effects. Substituted alkyl groups such as
CH,R are usually less stabilizing because there are fewer avail-
able C-H bonds to undergo hyperconjugation and because R
can potentially interact with the remaining C-H bonds and
reduce their effectiveness as pseudo-n acceptors. The fluori-
nated substituents are least stabilizing of all due to the
concurrent destablization through sigma withdrawal.

If we focus next on the lone-pair donor groups (Figure 4(b)),
we note that the unpaired electron undergoes a three-electron
interaction with the heteroatom pair that results in a lowering of
the doubly occupied lone-pair orbital, a raising of the singly
occupied 2p(Ce) orbital and hence a net stabilization overall.
The strength of the interaction depends on the energy difference
between the 2p(Ce) and the heteroatom lone pair, and the
stabilizing effect tends to decrease across the periodic table
(e.g., from N>O>F, etc.). When one examines trends down
the periodic table, the situation is more complex as, on the one
hand, the differences in orbital energies decrease, but on the
other hand, the overlap between the orbitals becomes less effec-
tive. Complicating matters further, most lone-pair donors are
also capable of exerting a destabilizing influence through sigma
withdrawal. This latter effect increases across and decreases
down the periodic table in line with the electronegativities of
the atoms involved.
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The net effect of these trends is that for lone-pair
donor groups, stabilization decreases across the periodic table
(i.e., from N>O>F) as decreasing lone-pair donation and
increasing sigma withdrawal reinforce each other. Where sigma
withdrawal is less significant (as in group 15 species), stabiliza-
tion also decreases down the periodic table (ie, N>P).
However, in groups 16 and 17, sigma withdrawal becomes
more important and relief of this destabilizing influence as one
moves down the periodic table from row 2 to row 3 becomes the

dominant influence on radical stability (e.g., S>O and Cl>F).
In all cases, beyond row 3, the benefit from decreasing sigma
withdrawal becomes minimal and stability tends to decrease
again due to less effective lone-pair donation (e.g., Cl>Br).
Among functional groups with the same heteroatom, differences
in stability arise due to the presence of additional
sigma-withdrawing groups and also through cross-conjugation.
Thus, for example, OCOCHj is less stabilizing than OH or OR
due to competition for the lone pair in the former case.
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The above discussion refers to the isolated effect of indivi-
dual substituents on radical stability, as measured for singly
substituted radicals of the form eCH,X. To predict their effect
on radical stability when other substituents are also present,
for example, as in a polymeric propagating radical of the form
RC(X)(Y)e or an intermediate reversible addition-
fragmentation chain transfer (RAFT)-adduct radical of the
form RSCe(Z)SR’, a few basic rules are helpful. Generally
speaking, radical stability increases when additional stabiliz-
ing substituents are included; however, the total stability of
the radical is not necessarily the sum of its parts. Instead,
substituents can have diminished or enhanced effects in the
presence of other groups depending on both steric effects and
the relevant orbital interactions.

The orbital interaction between an unpaired electron and a
lone pair or n system may affect the energy of the unpaired
electron, which in turn can have consequences for its interac-
tions with the other functional groups present. This is
particularly the case when the interaction occurs with a lone
pair, where the interaction results in the unpaired electron occu-
pying a higher energy orbital than 2p(Ce) (see Figure 4(b)). In
the case of the interaction with a & system, the effect on the
energy of the unpaired electron is much smaller because inter-
action with the n bond tends to destabilize the unpaired electron
by a similar amount to the stabilization caused by interaction
with 7*. In the symmetrical case (as in Figure 4(a)), these effects
cancel exactly; in most other cases there is a slight stabilization of
the unpaired electron as the interaction with the 7* tends to be
stronger.

As a result of these interactions, when an unpaired electron
interacts with multiple lone-pair donors the net stabilization
tends to be less than the sum of its parts as the rising energy of
the unpaired electron increases the energy gap between this
orbital and any subsequent lone pair. This has particularly
important implications when understanding the stability of
RAFT-adduct radicals, which, by their nature, are always

substituted with two lone-pair donor substituents. Not only
is the stabilizing influence of the two thiyl substituents much
less than the sum of their parts (e.g., the RSEs of eCH,SCHj;
and eCH(SCH3), are 40.7 and 61.1 kJ mol™, respectively),*°
but also the influence of any third lone-pair substituent that
might be present as a Z-group is usually negligible. As a result,
lone-pair donor/sigma acceptor substituents such as fluorine
actually become net destabilizers when attached to the
RAFT-adduct radical center because their stabilizing lone-pair
donor effect is diminished by the presence of the thiyl groups
while their concurrent destabilizing sigma-withdrawal effect
remains. This technique for destabilizing the intermediate
radical in RAFT can be exploited in the design of optimal
RAFT agents for controlling monomers with disparate
activities.”’

For the same orbital-based reasons, when an unpaired elec-
tron interacts with a lone-pair donor and a = acceptor, the net
result is often greater than the sum of its parts. This is because
the interaction with the lone-pair donor raises the energy of the
unpaired electron, bringing it closer to that of the n* orbital.
The resulting synergistic effect is also known as a captodative
effect. Another way of understanding this effect is to note that
when donor and acceptor substituents are both present, addi-
tional resonance structures are possible that are not present for
pairs of lone-pair donors or pairs of t acceptors (see Figure 5).
Even when other factors intervene to diminish synergistic
effects, the most stabilized carbon-centered radicals tend to be
substituted with both lone-pair donor groups and = acceptor
groups. Thus, for example, RAFT-adduct radicals of the form
RSCe(Z)SR’ in which the Z-group is a t acceptor such as phenyl
or cyano tend to have RSEs of 100 kJ mol™" or more.?° Finally,
since interaction between an unpaired electron and a nt system
usually has a minimal effect on the energy of an unpaired
electron, the effects of multiple n acceptor groups tend to be
reasonably additive except when steric effects are also
important.
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Figure 5 Resonance structures possible when a radical is substituted with two lone-pair NH, groups (donor/donor), two m acceptor CN groups
(acceptor/acceptor), and a combination of one NH, and one CN group (donor/acceptor). It is clear that the donor/acceptor combination allows for
additional resonance structures compared with either the donor/donor or acceptor/acceptor cases.

To understand steric effects on radical stability, it is impor-
tant to note that when an unpaired electron interacts with
acceptor substituents, the unpaired electron has to orient itself
in parallel with the 2p orbitals from which the 7 and n* bonds
have been formed, and this is usually best achieved when the
radical center and r system are co-planar. The presence of multi-
ple bulky groups that destabilize this planar geometry (or even
prevent it from forming) will reduce the overall stability of the
radical beyond that expected on the basis of the sum of its parts.
When an unpaired electron interacts with lone-pair donor sub-
stituents, a slightly pyramidal radical center (up to 25° deviation
from planarity in some cases) is favored. This type of angle
reflects the best compromise between the demands of effective
orbital overlap (requiring that the unpaired electron and lone
pair are close to parallel with one another) and the fact that
pyramidalization helps to lower the energy of 2p(Ce), thereby
decreasing the energy difference between this orbital and the
heteroatom lone pair. Again if multiple bulky groups prevent
this optimal geometry from forming, the stability will be less
than the sum of its parts. In addition, because lone-pair donor
groups and n acceptor groups tend to prefer these different
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geometries around the radical center, the compromise that
must be reached when both types of substituent are present
can sometimes outweigh the synergistic benefits from their cap-
todative orbital interactions.

Finally, the effect of the terminal and penultimate units on
the stability of the propagating radical in free-radical polymer-
ization can be understood in terms of the same basic rules
above for multiply-substituted radicals. However, given their
importance to radical polymerization, it is worth examining a
few specific examples. Figure 6 shows the RSEs for model
unimeric (H-Me) and dimeric (H-M-Me) propagating radi-
cals, as well as unimeric radicals bearing a cyanoispropyl group
as an end group (Init-Me) (data taken from Reference 32.)
These would be the types of radicals formed by initiation
with azo-bis-isobutyronitrile. The radicals included are those
derived from radical addition to the monomers (M):
CH,—CH, (Et), CH,—CHPh (STY), CH,—CHCOOCH;
(MA), CH,=C(CH;3)COOCH; (MMA), CH,=CHOCOCH;
(VA), CH,=CHCONH, (AM), and CH,=CHCOOH (AA).

From Figure 6, it is first noted that the basic trends in the
stabilities of the propagating radicals are determined by the
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Figure 6 Radical stabilization energies (RSEs; AH,gg) for some model unimeric (H-Me) and dimeric (H-M-Me) propagating radicals, relevant to the
polymerization of CHy=CH, (Et), CH,=CHPh (STY), CH,=CHCOOCH3 (MA), CH,=C(CH3)CO0CH3, CH,=CHOCOCH; (VA), CH,=CHCONH, (AM), and
CH,—CHCOOH (AA). Unimeric radicals with cyanoispropyl chain ends (Init-Me) are also shown. Lin, C.Y.; Coote, M.L. Aust J. Chem. 2011, 64, 747-756.32

(c) 2013 Elsevier Inc. All Rights Reserved.



Radical Reactivity by Computation and Experiment 47

primary radical substituents (i.e., the terminal group); subse-
quent penultimate effects are significant but not usually large
enough to alter the basic trends. This is not surprising given that
the penultimate unit is not conjugated with the radical center
and can thus only exert its influence in an indirect manner. As
might have been expected from Figure 3, the propagating
radical in Et polymerization is the least stabilized, followed
by that in VA polymerization. There is then a substantial
increase in stability for propagating radicals in polymerization
of non-alpha-methyl-substituted acrylic monomers (i.e., MA,
AA, AM), and a further increase for MMA due to the additional
alpha-methyl group. The propagating radical in STY polymer-
ization is the most stabilized of those studied. The importance
of radical stability in determining radical reactivity is evident in
the fact that to a large extent these trends in radical stability are
reflected in homopropagation rate coefficients for these
monomers.

With two exceptions, VA and AM, the dimer radicals H-M-Me
are slightly less stabilized than the corresponding unimer radicals
H-Me. This is because in the unimer, which has the general form
CH;3-C(X)(Y)e, the CH; group exerts a hyperconjugative stabiliz-
ing influence. In the dimer radicals, one of the C-H bonds is
replaced by the next monomer unit (i.e.,, CH;-C(X)(Y)-CH,-C
(X)(Y)e), which reduces the opportunity for hyperconjugative
interactions and, at the same time, weakens the strength of those
that remain by competing for them. The AM dimer radical pro-
vides an exception to this trend because the penultimate unit can
undergo hydrogen bonding interactions with the nitrogen on the
terminal unit. This in turn weakens the cross-conjugation interac-
tion in the terminal unit, thereby increasing the ability of the
carbonyl to stabilize the radical. The VA dimer also provides an
exception to this general trend but for different reasons. Because
OCOCH;3; group is relatively strong sigma acceptor, its presence in
the penultimate position helps to enhance the hyperconjugative
interactions of the beta C-H groups by destabilizing their
sigma-bonding orbitals. For the same reason, when the penulti-
mate unit of the propagating radical is a sigma-withdrawing
cyanoispropyl initiator fragment (i.e., Init-Me), the radical
tends also to be greater in stability compared with both the
unimer (H-Me) and dimer (H-M-Me).

In summary, the stability of the propagating radical in
free-radical polymerization, as well as other relevant radical
intermediates, is profoundly affected by the nature of its pri-
mary substituents and, to a lesser extent, the nature of its more
remote substituents. These effects, which have been widely
characterized both experimentally and theoretically for small
model radicals, can be readily understood in terms of the
relevant orbital interactions and the impact of steric effects
and other direct interactions (such as hydrogen bonding). In
subsequent sections, we shall examine how these effects on
stability translate into effects on reactivity; but in order to do
this, we need to first characterize some of the other key proper-
ties of propagating radicals and the other reagents involved.

3.03.3 Other Important Properties
3.03.3.1 Polar Effects

In addition to the stability of a propagating radical, its reactivity
and particularly its selectivity are shaped by its ability to donate
or accept electron density. This so-called polar effect can be

separated into a localized contribution and delocalized contri-
bution: the localized contribution comes from a field effect
through space or an inductive effect through a bond and the
delocalized contribution can be seen as a resonance effect. This
distinction is particularly important when considering the role
of remote substituents (e.g., penultimate unit effects) in
free-radical polymerization. Whereas resonance effects require
conjugation to interact with the reaction center, inductive
effects can act remotely, albeit with significantly reduced
strength.

As in the case of radical stability, the usual method for
measuring the polarity of a molecule or functional group is to
study its effect on the kinetics or thermodynamics of a chemical
reaction, carefully chosen so to be governed primarily by polar
effects. The most widely used polar descriptors are Hammett
constants, as originally derived from fitting to pK, values of
substituted benzoic acids by Hammett.>* Hammett's basic eqn
[3] relates the equilibrium constant (or rate constant) for a
reaction of a species with substituent R to the same quantity
for the same reaction but with R=H, where ¢ is the substituent
constant and p is the reaction constant.

g ) = o 3]

The substituent constants (known as Hammett constants) are
measured for the acid-dissociation equilibrium of benzoic acid
and its para- or meta-substituted derivatives, for which the
reaction constant p is set to unity. Positive values of the
Hammett constant indicate that the substituent is a better
electron acceptor than H and can thus enhance acidity by help-
ing to stabilize the carboxylate ion; negative values indicate that
the substituent is a poorer electron acceptor than H (i.e., an
electron donor instead). When the substituent R is in the para
position, the resulting o, values are taken as a measure of the
polar effect of the substituent based on its combined resonance
and inductive properties. When the substituent R is in the meta
position, the resulting o,,, values are taken as a measure of the
polar effect of the substituent based largely on its inductive
properties. When a substituent is in the ortho position, it is
assumed that the substituent effects are influenced by steric
properties also.

Hammett's original constants®® are plotted in Figure 7,
from which is seen that on the basis of their para values, CN
and NO, are strong electron acceptors, followed by the halo-
gens, which are weaker electron acceptors. Methyl (and other
alkyl and aryl groups) are weak donors, while the alkoxy and
amino substituents are strong electron donors. For CN and
NO,, the para value slightly exceeds the meta value, consistent
with the notion that they owe their electron-withdrawing prop-
erties to both sigma and resonance effects that reinforce each
other in the para position. In contrast, the heteroatom lone-pair
donor substituents (including the halogens, O, and N) all have
more meta values that are larger (i.e., more positive or less
negative) than their para values, consistent with the notion
that their lone-pair donor effect (a resonance effect) is coun-
tered by sigma withdrawal, the latter being most important for
F and O. The methyl group also has a larger meta value than its
para value indicating that it too has its electron donation by
hyperconjugation countered by sigma withdrawal, though
both effects are very small.
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A number of later variants of Hammett's model exist and a
review of these and a large listing of the respective constants has
been written by Hansch et al.>* For example, Taft applied a
modified Hammett model to the reaction rates of ester hydro-
lysis, in which the inclusion of a steric parameter allowed for a
better isolation of the respective polar and steric effects of a

substituent:
ks ks
* =lo, -lo 4
° 8 (kCHs ) B 8 (kCH:s ) A [ ]

where k is the observed rate for the acid-catalyzed ester hydro-
lysis, kcyy, is the rate of the reference methyl, and A and B stand
for the acid- or base-catalyzed hydrolyses of carbonyl substi-
tuted esters, respectively. Charton further refined o¢* into

localized and delocalized terms, where oy; represents the loca-
lized inductive term,* and unknown polar descriptors can be
obtained from fitting equations.>® Although values for a large
number of species are available and equations can be used to fit
many more, use of the oy parameter is limited by the avail-
ability of experimental data, particularly for the larger species
relevant to radical polymerization processes.

The gas-phase EA and ionization energy (IE) are also com-
monly used as electronic descriptors, and have the advantage
that they are easily accessible from experiment as well as theory.
The EA of X is defined as the energy required to detach an
electron from the singly charged negative ion (i.e., energy
change for the process X — X +e€7); the IE is defined as the
energy change when an electron is removed from a neutral
atom or molecule in its ground state (i.e., energy change for
the process X — X" +e7). Values of EA and IE are referred to as
‘vertical’ values, if the geometry of the ion is held constant at
that of the neutral species, or ‘adiabatic’ values, if the geometry
of the ion is allowed to relax.

The IE and EA both measure the stabilities of their respective
ions relative to the neutral species, and hence will contain a
significant contribution from the stability of X. As we will see
below, this can actually be an advantage in structure-reactivity
studies of radical polymerization as the influence of polar

effects on radical reactions often depends on the relative ener-
gies of the electron configurations associated with X and X* or X
and X". The most appropriate polar descriptor (i.e., IE or EA)
for a given species in a given chemical direction will depend on
the reaction of charge transfer. In cases where this direction can
vary and a single descriptor is required, the global electrophili-
city, w, as defined by Parr et al.>” is found from the following
combination of IP and EA:

(IP + EA)?

“ = 8(IP-EA) ]

Figure 8 shows the calculated gas-phase vertical IE and EA
values for a representative set of primary alkyl radicals of the
form eCH,X, as obtained via high-level ab initio molecular
orbital theory calculations.>® The effects of the substituent X
on the IEs in Figure 8 are broadly consistent with those of the
corresponding Hammett values in Figure 7 but with some
exceptions due to the complicating influence of radical stability
and the enhanced role of sigma inductive effects. As expected,
the highest IE values occur for ¢CH,CN, because the CN sub-
stituent is a strong electron acceptor (through both sigma and
resonance effects) is thus a poor stabilizer of the cation, com-
pared with the radical. Radicals substituted with electron
accepting carbonyl-containing substituents also have high IE
values. At the other end of the spectrum, radicals substituted
with heteroatom lone-pair donors (e.g., halogens and oxygens)
substituents have lower IEs, as do radicals substituted with
alkyl and aryl groups. These latter groups are better stabilizers
than one might expect on the basis of their Hammett constants
because their effects are not diminished by sigma withdrawal to
the same extent as those of heteroatom lone-pair donors.

3.03.3.2 Steric Effects

Steric effects refer to the impact of nonbonded interactions on
the kinetics and thermodynamics of chemical reactions. At a
qualitative level, it is relatively straightforward to identify sub-
stituents that exert large or small steric effects just through
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examination of the degree of substitution and the bulkiness of
the substituents involved. However, actually quantifying their
magnitude and impact on a particular reaction is quite difficult,
as steric effects rarely occur in the absence of other types of
substituent effect. Steric effects were first determined to be an
important variable in structure versus reactivity relationships
after pioneering work by Taft,* who systematically studied the
connection between steric effects and the rate constants of
reactions. It was known that polar effects were not the only
influence in Hammett's equation; therefore, Taft proposed that
the relative rates of ester hydrolysis should also include a steric
effect.® His first attempt to quantify the steric effect defined the
average relative rate of acid-catalyzed ester hydrolysis as:

ks
E, — log (kCH ) ]

where Fk; is the observed rate for the acid-catalyzed ester hydro-
lysis and kcyy, is the rate using methyl as reference; these k; are
identical to those described in eqn [4]. Dubois standardized the
measurement of conditions for ester hydrolysis and developed
an improved steric descriptor, E’.*° Later, the Charton steric
descriptor v was designed from van der Waal's radii for MZ,
type of molecules and used to fit E’; for asymmetrical
molecules.*!

In a similar approach to that for radical stabilization
descriptors, isodesmic reactions have also been proposed to
describe the steric effect. For example, Richardt and

Beckhaus®? measured steric effects as the energy change of the
following reaction:

R-CPh; + CH, — R - H + CH; - CPhy 7]

This method proved unsuccessful due to the interference of
resonance effects in R-CPhj. Recently, Bohm and Exner*® pro-
posed a similar approach to evaluate the steric effect by
calculating the reaction energy of a different isodesmic
reaction:

R t-Bu R +-Bu 8]
+ — +
AvARA V4 VARV
However, steric constants calculated via this method also differ
distinctly from Charton steric parameters,** as they probably
contain significant contributions from the polar effect of R.
Spatial parameters offer a more direct approach to model-
ing the steric bulk of the system. In the field of organometallic
chemistry, steric effects are often quantified through various
molecular volume-based descriptors. While molecular volume
(V) itself can be very poor descriptor for steric effect, the
Tolman’s cone angle, 6, of the molecule (shown in Figure 9)
has been shown to be more successful.*” Its value can be easily
calculated using the van der Waal's radius of the relevant
atoms. To use Tolman’s cone angle to quantify the steric effect
in m-type carbon-centered radicals, it is necessary to specify a
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Figure 9 Tolman’s cone angle for an alkyl radical *G(R+)(R2)(Rs).

distance between the radical center and cone center. In organo-
metallic chemistry, where this parameter is most widely used, a
value of 2.28 A is normally chosen as a typical metal ligand
bond length. For radical polymerization applications, we
recently showed that good results could be obtained by mea-
suring the cone angle for Re from its optimized R-ClI
geometry.”* The values obtained in this way showed a good
correlation with Charton steric parameters, and provided a
useful steric descriptor in the development of linear free-energy
relationships (LFERs) for nitroxide-mediated polymerization.

Some typical values of Tolman’s cone angle (¢ in radian) for
a small set of primary, secondary, and tertiary alkyl radicals are
provided in Figure 10. It is seen that the biggest effect on 0 is
the degree of substitution of the radical, with ¢CHj; having the
smallest value of those studied and, for a fixed substituent X,
increasing from primary (¢CH,X) to secondary (¢CH(CHj3)X)
to tertiary (¢C(CHj3),X). For the set of small radicals studied,
the variation due to X is much smaller, though one would
expect bigger variation if highly hindered species were
considered (e.g., the cone angle for ¢C(C(CHjs)s)s is as much
as 3.6 rad).

3.03.3.3 Bond Strength

In simple terms, the thermodynamics of a chemical reaction
depends on the energies of the bonds that are broken and the
bonds that are formed. To understand structure-reactivity
trends, particularly in radical reactions, it is helpful to look

one step deeper than this, and to consider separately the con-
tributions of the intrinsic bond strengths (e.g., as determined
by orbital overlap, steric effects, polar effects, etc.) and the
intrinsic stabilities of the reactants and product radicals
(e.g., as measured using their RSEs). Thus, for example,
the energy change for a transfer reaction of the form Re +X-
R'— R-X+R’e is equal to the difference in the R'-X and R-X
BDEs. As discussed already, these in turn will depend on any
differences in the intrinsic strengths of the R’-X and R-X bonds,
and any differences in the stabilities of the R'® and Re radicals.
Whereas the contribution of the radical stabilities is the same in
each case; when X=H, the contribution of the differences in
bond strengths are negligible, but when X is an electronegative
atom like fluorine, this contribution can be very significant.
Understanding these distinctions is important if one wishes to
use structure-reactivity studies in any genuine predictive
capacity.

Substituent effects on the radical stabilities are discussed in
Section 3.03.2; this section looks briefly at substituent effects
on the principal bond energies involved in radical polymeriza-
tion reactions. Measuring ‘intrinsic’ bond energies is as fraught
as measuring radical stability. Whereas the overall BDE is an
unambiguously definable quantity, the contributions to the
BDE of intrinsic bond strength and intrinsic radical stability
are not. Nonetheless, as we saw in Section 3.03.2, useful defini-
tions of radical stability can be made, and these are helpful in
analyzing structure-reactivity trends. In essence, if one can
separate the contributions of radical stability and bond
strength to the overall BDE, one can then predict the behavior
of the relevant species when either the radical or the bond
appear in other types of chemical reaction.

Like the RSEs, the most common method for measuring
bond strengths is from the energies of carefully chosen chemi-
cal reactions. For example, n bond energies are frequently
measured from the corrected hydrogenation energies.*® In
essence, one calculates the energy to destroy the double bond
(A==B, say) by hydrogenation to the corresponding saturated
compound (in this case, HA-BH). The energy of this reaction is
then corrected by subtracting the energy of the H-H bond that
is also lost, and adding the energies of the H-A and H-B bonds
that are formed in the process. The energies of the H-H, H-A,
and H-B bonds are approximated using the BDEs of the

H CN CH,

COOCH;

cl Ph  OCOCH,

W CH,X W CH(CHg)X [ C(CHg)X

Figure 10 Values of Tolman’s cone angle (rad) for ®CH.X, *CH(CH3)X, and C(CHs).X for various X. From Lin, C.Y.; Marque, S.R.A.; Matyjaszewski, K.;

Coote, M.L., Macromolecules 2011, submitted (ma-2011-014996).%
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corresponding saturated compound. This of course raises a
problem in that, as we saw in Section 3.03.2, these same
energies depend on not only the energies of the H-A and
H-B bonds but also on the stabilities of the Ae and Be radicals.
As a result, these need to be taken into account when analyzing
trends in the n bond energies measured in this way.
Nonetheless, in analyzing structure-reactivity trends within a
homologous series, many of the additional contributions to
the reaction energy do cancel and the resulting reaction ener-
gies do indeed reflect trends in bond strengths.

Other strategies for measuring bond strength include the
examination of the energy difference between the relevant
bonding and antibonding orbitals of the sigma or m bond
being studied: the larger the energy gap the stronger the bond.
As we will see in the next section, these energy gaps, usually
approximated as the singlet-triplet excitation energies, are
often directly relevant to predicting the barrier heights in radi-
cal reactions. For certain types of n bond, it is also possible to
estimate t bond strength by rotating the bond by 90° so as to
diminish to zero the overlap between the relevant orbitals,
thereby ‘turning oft’ the bonding interaction. There also exist
a number of quantum-chemical approaches to calculate intrin-
sic bond energies, based on distributing the energy of a
molecule among its constituent atoms, orbitals, and hence
bonds.”” Unfortunately, there is no unambiguous method for
doing this and the existing schemes are not without pro-
blems.*® This is an exciting but still a rapidly developing area
of quantum chemistry, and an analysis of these energy decom-
position schemes is beyond the scope of this chapter.

Clearly the most important factor influencing bond strength
is the type of bond that is formed (i.e., whetheritisacoran
bond) and the nature of the bonding atoms. Generally speak-
ing, m bonds are weaker than ¢ bonds, due to greater overlap in
the latter case. This is why most free-radical addition reactions
are exothermic: the energy of m bond that is broken tends to be
less than that of the 6 bond that is formed and this dominates
any other contributions (such as the differences in the stabili-
ties of the reactant and product radicals). Based on singlet-
triplet excitation energies, the m bonds of triple-bonded systems
(such as alkynes) are stronger than those of corresponding
double-bonded systems (such as alkenes) because the shorter
bond length in the former case affords greater overlap.*’
Overlap is also an important factor when comparing the ener-
gies within a series of sigma or n bonds. Usually, the best
overlap occurs when orbitals from the same row of the periodic
table interact with one another. Thus, for example, C=S dou-
ble bonds are considerably weaker than C—=C or C=0 bonds,
which is in turn why thiocarbonyl compounds are more
reactive to radical addition than typical monomers and there-
fore function effectively as control agents in free-radical
polymerization.>®

Additional factors, particularly the opportunity for reso-
nance stabilization, can also have a major impact on the
resulting bond strengths. For example, as has already been
noted above, the trends in alkyl halide bond strength depend
heavily on the ability of the alkyl fragment to support reso-
nance between the covalent (R-X) and ionic (R" X)
configurations. Recently we studied this phenomenon, known
as charge-shift bonding,”" for a broad range of group 14 and 15
chlorides and bromides including a large series of alkyl chlor-
ides.” The trends in bond strength were studied by comparing
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Figure 11  Relative R-Br to R—H BDEs (gas phase, 298.15 K) for primary
(Re=°CH,X), secondary (Re=*CH(CHs)X), and tertiary (Re=2C(CHz).X)
R-groups.

the R-X halide BDE to the corresponding R-H hydride BDE. In
this way, since Re is common, its stability does not affect the
results. As an example, the R-Br BDE to R-H BDE ratios for a
representative set of alkyl halides are plotted in Figure 11,
from which it is seen that the R-Br bond is strengthened
compared with the corresponding R-H bond as the electron
donation capacity of R improves either through inclusion of
additional methyl substituents (e¢CH,X<eCH(CH;)X<eC
(CH3),X) or replacing of X with a stronger electron donor.
For the same reasons, as well as considerations of the differ-
ences in orbital energies and orbital overlap, the ratio of halide
bond strength to hydride bond strength increases as one moves
down the periodic table.*?

The trends within a homologous series of  bond energies
are also dominated by the potential for resonance interactions
with their substituents. A good example of this is in the RAFT
process, where the stability (and hence reactivity) of the C=S
double bond, varies considerably according to whether the
RAFT agent (S=C(Z)SR) is substituted with Z-groups capable
of undergoing resonance with the C=S n bond. Thus, in com-
putational studies, we have shown that the effect of the Z-group
on the n bond energy can be estimated from the energy change
of the following isodesmic reaction:>

S = C(Z)SCH, + H-CH; — S = C(H)SCH, + Z-CH;  [9]

When this is used to calculate relative RAFT agent stabilities for
a range of simple Z-groups, it is very clear that the most stable
RAFT agents are those substituted with lone-pair groups (see
Figure 12). These groups stabilize the n bond through reso-
nance interactions of the form:

S

STS\CHS [10]

o

Sy ScH, ~—
Ge OR

®

This interaction (and hence the corresponding RAFT agent
stability) increases with the lone-pair donation ability of the
substituent (i.e., N>O>S). It is also clear that when the
lone-pair donor is imbedded in a & system that can compete
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Figure 12 Effect of the Z-group on the stability (0K, kJmol™") of RAFT agents of the form S=C(Z)SCHs.

for the lone pair (as in the imidazole and pyrrole Z substitu-
ents), the stability is greatly reduced. The stabilizing effect is
also countered by sigma withdrawal, which is why the fluor-
ine is much less stabilizing than the other lone-pair donor
groups. Alkyl- and aryl-substituted RAFT agents are less stabi-
lized as the interactions with the C=S bond are weaker or
negligible, and  those  substituted with  strong
sigma-withdrawing groups (such as CN and CF;) are least
stable of all. These basic trends, coupled with the stabilities
of the radicals involved, are useful for rapid evaluation of the
effectiveness of a RAFT agent for a particular polymeriza-
tion.”® Similar isodesmic reactions can be used to study the
effects of substituents on n bond energies in other situations.

3.03.4 Tools for Linking Structure to Reactivity
3.03.4.1 Overview

To establish the link between structure and reactivity for a given
chemical reaction one needs to be able to characterize the
relevant properties of the constituent reagents or functional
groups. In the present chapter, we have introduced some sim-
ple techniques for quantifying the stability of a radical and also
its polarity and steric properties; similar approaches can be
used to quantify the relevant properties of some of the other
relevant reagents in a given reaction. We have also introduced
some simple rules for quantifying strengths of the various types
of bonds that are broken and formed in a chemical reaction.
Taken together, these various properties can allow us to predict
(at least in qualitative terms) the thermodynamics of radical
reactions — whether a particular reaction is likely to be exother-
mic or endothermic and whether it is likely to become more or
less favored as the substituents are varied. In this section, we
extend these concepts in two directions. First, we describe a

qualitative theoretical framework for predicting the barrier
heights of chemical reactions on the basis of the thermody-
namics, and the other relevant properties of the reagents.
Second, we show how the qualitative tools for predicting ther-
modynamics and kinetics can be placed on a more quantitative
footing using semiempirical LFERs.

3.03.4.2 Curve-Crossing Model

The curve-crossing model, developed by Pross and Shaik,”*” is
a theoretical framework for explaining barrier formation in
chemical reactions. It is largely based on valence bond (VB)
theory,”® but also incorporates insights from qualitative mole-
cular orbital theory.>” The basic premise of the model is to
represent the minimum energy path of a chemical reaction in
terms of its principal resonance contributors. It is then possible
to study the energy changes of each resonance configuration as
the geometries of the species are changed from reactants
through to the products; it is also possible to study the energy
differences between the respective configurations and
explain these in terms of the properties of the species involved
(e.g., polarity, radical stability, steric factors, orbital overlap,
etc.). By limiting the analysis to a small number of the most
important resonance configurations, the model is approximate
but sufficiently simple to aid qualitative understanding. At the
same time, as the model is grounded in quantitative VB theory,
it can be extended to a more rigorous and quantitative level
through consideration of additional configurations and the
interactions between them. In this chapter, we focus on the
simple qualitative version of this analysis, as used to explain
structure-reactivity trends and develop LFERs.

To understand the curve-crossing model, it is helpful to
think of a chemical reaction as being comprised of a rearrange-
ment of electrons, accompanied by a rearrangement of nuclei
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(i.e., a geometric rearrangement). We can then imagine holding
the arrangement of electrons constant in its initial configura-
tion (which we call the reactant VB configuration), and
examining how the energy changes as a function of the geome-
try. Likewise, we could hold the electronic configuration
constant in its final form (the product VB configuration), and
again examine the variation in energy as a function of the
geometry. If these two curves (energy vs. geometry) are plotted,
we form a ‘state correlation diagram’. The overall energy profile
for the reaction, which is also plotted, is formed by the reso-
nance interaction between the reactant and product
configurations (and any other important low-lying configura-
tions). State correlation diagrams allow for a qualitative
explanation for how the overall energy profile of the reaction
arises, and can then be used to provide a graphical illustration
of how variations in the relative energies of the alternative VB
configurations affect the barrier height. This in turn allows us to
rationalize the effects of substituents on reaction barriers, and
to predict when simple qualitative rules (such as the
Evans-Polanyi rule’®) should break down.

For example, in a curve-crossing analysis of radical addition
to alkenes, the principal VB configurations that may contribute
to the ground-state wavefunction are the four lowest doublet
configurations of the three-electron three-center system formed
by the initially unpaired electron at the radical carbon (R) and
the electron pair of the attacked n bond in the alkene (A).>®

WT ITT o+

- - +
CC—C «>(C c—C =«>» C C=C «=>» CC=C
RA RA3 R*A- RA*
[11]

The first configuration (RA) corresponds to the arrangement of
electrons in the reactants, the second (RA*) to that in the
products, and the others (R'A” and RA") to possible
charge-transfer configurations. The state correlation diagram
showing (qualitatively) how the energies of these configura-
tions vary as a function of the reaction coordinate is provided
in Figure 13.%°

To construct this plot for a specific system, we first note that
the ‘anchor points’ (i.e., the quantitative energy differences
between the various configurations at the reactant or product
geometries) are generally accessible from quantum-chemical
calculations. For example, the energy difference between the
RA configuration at the reactant geometry, and the RA® config-
uration at the product geometry, is simply the energy change of
the reaction (i.e., the thermodynamics). The energy difference
between the RA and RA® configurations at the reactant geome-
try is the energy required to decouple the nt electrons in C=C
bond of the isolated alkene. This quantity can usually be
approximated as the vertical singlet-triplet gap of the isolated
alkene, since this configuration usually dominates wavefunc-
tion of the lowest energy triplet state. At the product geometry,
the RA - RA? energy difference is also an excitation energy, this
time relating to the coupling of the electrons in the formed
sigma bond and concurrent coupling of one of these electrons
with the unpaired electron instead. This quantity is more diffi-
cult to access without doing quantitative VB theory
calculations, but could be related to the excitation energy of

R™A*

R*A-

Energy

@

RA

RA ~

Reaction Coordinate

Figure 13 State correlation diagram for radical addition to alkenes
showing the variation in energy of the reactant (RA), the product (RA®),
and the charge-transfer configurations (R*A~ and R"A*) as a function of
the reaction coordinate. The dashed line represents the overall energy
profile of the reaction.

the relevant excited doublet state. The charge-transfer config-
urations can be anchored at the reactant geometry, where they
are given as the energy for complete charge transfer between the
isolated reactants. For example, the energy difference between
the R"A™ and the RA configuration at the reactant geometry
would be given as the energy change of the reaction:
R+A—R"+A". It can be seen that the energy change of this
reaction is simply the difference between the IE (R—R"+e") of
the donor species and EA (A™ — A +e7) of the acceptor.

While the anchor points in the diagram are obtained or at
least approximated quantitatively, we generally interpolate
the intervening points on the VB configuration curves qualita-
tively, on the basis of spin pairing schemes and VB
arguments.>® At this point it should be stressed that the over-
all energy profile for the reaction is of course quantitatively
accessible from our quantum-chemical calculations. The
objective of the curve-crossing model analysis is not to gen-
erate the overall reaction profile but to understand how it
arises — and a qualitative approach to generating the VB con-
figuration curves is generally adequate for this purpose. If we
consider first the product configuration, its energy is lowered
during the course of the reaction due to bond formation
between the radical and attacked carbon. At the same time,
the relative energy of the reactant configuration increases
because the m bond on the attacked alkene is stretched, and
this is not compensated for by bond formation with the
attacking radical. The energies of the charge-transfer
configurations are initially very high in energy, but are stabi-
lized by Coloumb attraction as the reactants approach one
another.
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The overall energy profile for the reaction can be formed
from the resonance interaction of these contributing configura-
tions. In the early stages of the reaction, the reactant
configuration is significantly lower in energy than the others
and dominates the ground-state wavefunction. However, in the
vicinity of the transition structure, the reactant and product
configurations have similar energies, and thus significant mix-
ing is possible. This stabilizes the wavefunction, with the
strength of the stabilizing interaction increasing with the
decreasing energy difference between the alternate configura-
tions. It is this mixing of the reactant and product
configurations which leads to the avoided crossing, and
accounts for barrier formation. Beyond the transition structure,
the product configuration is lower in energy and dominates the
wavefunction. The charge-transfer configurations generally lie
significantly above the ground-state wavefunction for most of
the reaction. However, in the vicinity of the transition structure,
they can sometimes be sufficiently low in energy to interact. In
those cases, the transition structure is further stabilized, and
(if one of the charge-transfer configurations is lower than the
other) the mixing is reflected in a degree of partial charge
transfer between the reactants. Since the charge distribution
within the transition structure is accessible from
quantum-chemical calculations, this provides a testable predic-
tion for the model.

Using this state correlation diagram, in conjunction with
simple VB arguments, the curve-crossing model can be used to
predict the influence of various energy parameters on the reac-
tion barrier. For radical addition to alkenes,® the barrier
depends mainly on the reaction exothermicity (which measures
the energy difference between the reactant and product config-
urations at their optimal geometries), the singlet-triplet gap in
the alkene (which measures the energy difference between the
reactant and product configurations at the reactant geometry),
and the relative energies of the possible charge-transfer config-
urations. The effects of individual variations in these quantities
are illustrated graphically in Figure 14. It can be seen that the
barrier height is lowered by an increase in the reaction

exothermicity, a decrease in the singlet-triplet gap, or a decrease
in the relative energy of one or both of the charge-transfer
configurations (provided that these are sufficiently low in energy
to contribute to the ground-state wavefunction).

A strategy for understanding the effects of substituents in the
barriers of radical reactions, such as addition, is to calculate these
key quantities (i.e., the reaction exothermicity, the singlet-triplet
excitation gap of the closed-shell substrate(s), and the energy for
charge transfer between the reactants), and look for relationships
between these quantities and the barrier heights. In this way, one
could establish, for example, the extent of polar interactions in a
particular class of reactions. For example, the curve-crossing
analysis of radical addition reactions, which is reviewed in detail
elsewhere,” indicates that, in the absence of polar interactions,
the barrier height depends on the reaction exothermicity, in
accordance with the Evans-Polanyi rule.”® However, for combi-
nations of electron-withdrawing and -donating reactants, polar
interactions are significant, and cause substantial deviation from
Evans-Polanyi behavior. The curve-crossing model has been
used to explain the relative reactivity of the C=C, C=0, and
C=S bonds (which is of relevance to RAFT polymerization),”°
and to examine why alkynes are less reactive to addition than
alkenes.*® In these cases, the differing singlet-triplet gaps of the
alternative substrates are also important in governing their rela-
tive reactivities. Curve-crossing studies have also been applied to
various types of hydrogen abstraction reactions,’® and, depend-
ing upon the substituents, the singlet-triplet gaps (in this case of
both the reactant and product substrates), exothermicities and
polar interactions have all been found to be important in gov-
erning reactivity in these reactions. As shown below, the insights
from curve-crossing model studies such as these can be used to
underpin the development of semiempirical LFERs.

3.03.4.3 Linear Free-Energy Relationships

In this chapter, we have outlined a number of qualitative con-
cepts for predicting thermodynamics and kinetics of chemical
reactions in terms of the underlying properties of the reagents

(a) Exothermicity

(b) Singlet—Triplet Gap

(c) Charge—Transfer Energy

Figure 14 State correlation diagrams showing separately the qualitative effects of (a) increasing the reaction exothermicity, (b) decreasing the singlet—
triplet gap, and (c) decreasing the energy of the charge-transfer configuration. For the sake of clarity, the adiabatic minimum energy path showing the

avoided crossing, as in Figure 13, is omitted from (a) and (b).
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and their functional groups. We have also shown how these
properties can be quantified using various types of descriptors.
To turn these qualitative concepts into more quantitative tools
for predicting thermochemistry and/or kinetics, one can of
course revert to direct calculation via quantum chemistry.
However, as such calculations are time consuming and not
always convenient, it is often helpful to develop semiempirical
equations which are fitted to known experimental data and
used then to predict the behavior of new related systems from
measurement of their underlying properties alone. These latter
equations are generally referred to as LFERs. The term ‘linear’ in
this context refers to the fact that the key underlying assump-
tion of an LFER is that the kinetics and/or thermodynamics of a
reaction is determined by the properties of the isolated
reagents. That is, the whole is the sum of its parts. This is clearly
a simplification that ignores the possibility for specific interac-
tions (such as hydrogen bonding, or particular stereoelectronic
effects) that only occur when particular types of reagents are
present together. For this reason, LFERs should always be used
with caution and their final predictions backed by direct experi-
mental and/or direct quantum-chemical testing. Despite these
potential shortcomings, LFERs often describe experimental
observations well and in a manner that aids understanding,
and often have a significant degree of predictive capacity.

The key to developing an LEFR is to begin with a list of the
types of factors that could affect a particular reaction. Thus,
based on the work reviewed in this chapter, one might assume
that the effect of the alkyl group on the enthalpy of an alkyl
bromide bond-dissociation reaction might depend on its radi-
cal stability, its polarity, and steric properties. The barrier
heights of a series of bromine transfer reactions are likely to
depend not only on the enthalpy changes above but also on the
intrinsic bond strengths of the breaking and forming alkyl
bromide bonds. The potential for charge-transfer interactions
in the transition structures would also be potentially important
and might entail the inclusion of polar descriptors for the alkyl
bromides as well as the alkyl radicals (i.e., as used to model the
reaction enthalpy).

Having gathered this list of factors, one would then collect
(from the literature or from theory or experiment) the values of
the descriptors that quantify these properties. Thus, for an LFER
for an alkyl bromide BDE, one might choose to obtain RSE
values for the alkyl radicals from one of the large compilations
cited in this chapter,®'*'” the IE values of the alkyl radicals
from the NIST database,?® and estimates of Tolman’s cone
angles from simple force-field calculations (that can be per-
formed on a desktop computer using commercial software
suitable for a nonexpert user). For an LFER for predicting the
barrier height of the corresponding transfer reaction, it might
be additionally necessary to obtain values of the EA values of
the alkyl bromides (also from NIST*°) and their singlet-triplet
excitation energies (either from the literature, or from theory or
experiment).

Having obtained values of the descriptors for each of the
potentially relevant properties, one then constructs an equation
in which the reaction energy or barrier height is expressed as a
linear combination of the descriptors. Thus, in the alkyl bro-
mide BDE example, one might develop an equation:
BDE =aRSE + bIE + ¢ +d, where the RSE, IE, and Tolman's
cone angle () are the properties of the alkyl radical. The
empirical parameters (a, b, ¢, and d in this case) are then

determined by fitting the LFER to a set of reaction energies or
barriers (in this case alkyl bromide BDEs), as obtained from
accurate quantum-chemical calculations or experiment. In
doing this, one needs to employ standard statistical methods
for checking the goodness-of-fit of the equation to the data,
and checking the statistical significance of the individual para-
meters. If an equation fits poorly, one might need to consider
the inclusion of additional descriptors (so as to take into
account additional properties) and/or improved versions of
the existing descriptors (e.g., replacing IE with EA). If descrip-
tors are statistically redundant, they should be removed from
an equation and the equation refitted to the data. In developing
an LFER, it is important to test its predictive capacity by using it
to predict results for systems that are known but which have
not been included in the training set.

LFERs have been developed for describing a number of
important reactions relevant to radical polymerization. For
example, Marque et al.°’ have developed a series of simple
equations for predicting the rate coefficients for the forward
and reverse combination reactions between alkyl radicals and
nitroxides in terms of the Riichardt radical stability parameter
and the Charton polar and steric parameters of the alkyl radical,
and the Hammett polar inductive parameters and Taft steric
parameters of the nitroxides. The utility of these equations was
highlighted when they were used successfully in the design of a
nitroxide capable of controlling the polymerization of methyl
methacrylate.®® Recently, a new version of this LFER has been
developed in which the existing descriptors have been replaced
with more easily accessible ones, and its predictive capacity has
been expanded to include simultaneous variation of the nitr-
oxide and alkyl radical structure.** A further extension of this
LFER to other types of controlled radical polymerization pro-
cess, including atom transfer radical polymerization and RAFT
radical polymerization is currently in development.®

Finally, it is worth noting that LFER relationships can be
developed in which the descriptors are themselves defined
through fitting the same equations to reference data. Thus, for
example, the Hammett eqn [3] in Section 3.03.3.1 is an exam-
ple of a general LFER in which the Hammett parameters are
themselves obtained by fitting to a reference set of data for
which the reaction constant is arbitrarily set at unity. These
Hammett parameters are then used as descriptors and the reac-
tion constant as a fit parameter when fitting to sets of
equilibrium or rate constants for other chemical reactions.

In the radical polymerization field, a prominent such exam-
ple is the Q-e scheme,®® and subsequent variations on this
scheme such as the patterns of reactivity.®* These schemes
were designed for predicting terminal model reactivity ratios
in free-radical copolymerization. The terminal model assumes
that the propagation rate coefficient in free-radical polymeriza-
tion depends only on the nature of the terminal unit of the
radical and the monomer.®® On the basis of this assumption,
the propagation kinetics depends on the rates of just four
distinct types of propagation reaction in a binary copolymer-
ization, k;; and k;; (which correspond to a propagating radical
terminated with a terminal unit i reacting with either monomer
i or monomer j, respectively) and k;; and k;; (which correspond
to a propagating radical terminated with a terminal unit j
reacting with either monomer i or monomer j, respectively).
The basic idea in the Q-e scheme is that this propagation rate
coefficient in turn depends on the ‘intrinsic reactivity’ P; of the
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radical, the intrinsic reactivity Q; of the monomer, and an
interaction term dependent on the polarities ¢; and ¢; of the
radical and monomer. These polar descriptors are assumed to
be the same regardless of whether ‘i" and ‘j" are acting as mono-
mers or propagating radicals. The resulting propagation rate
coefficient for the general reaction of radical i reacting with
monomer j is given by eqn [12] and the terminal model reac-
tivity ratios are thus given by eqn [13].

kij = PiQjexp(- ei¢;)

ki PiQiexp(-ee)  Q;

T = k_u = m = ajexp[—ei(ei—ei)]
Values of Q=1.00 and e=-0.80 are then defined for styrene as
a reference, and other Q and e values for all other monomers
are obtained by fitting the scheme to an experimental data set
of terminal model reactivity ratios.

Notwithstanding the demonstrated importance of penulti-
mate unit effects®® and solvent effects on propagation,®” both
of which are neglected in the terminal model and hence the Q-
e scheme, the basic principles of the Q-e scheme are consistent
with the predictions of the curve-crossing model, as outlined in
Section 3.03.4.2. By comparison, one might assume that the
polarity terms quantify the role of charge-transfer configura-
tions in the transition state, the intrinsic reactivity of the radical
is related to radical stability, and the intrinsic reactivity of the
monomer might be taken partially as a measure of its single-
triplet gap and partially as the overall energy cost of breaking
the n bond, both of which are likely to be correlated with one
another within a series of propagation reactions. For these
reasons, the scheme works reasonably well for most mono-
mers, though with occasional problems. Indeed, this is a
common feature of LFERs. In developing such equations it is
necessary to make several simplifications and approximations,
so as to make the equations tractable. While these simplifica-
tions can compromise accuracy, they do aid understanding
and, provided they are used cautiously, they do have a useful
role to play in radical polymerization.

[12]

[13]
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3.04.1 Introduction of the 19th century. However, the concept that these were

This chapter has been largely compiled, with permission and
some minor updating, from the introductory sections of the
corresponding chapters in Moad and Solomon’s The Chemistry
of Radical Polymerization." Most of the examples, data, and
detailed discussion have been omitted as have the chapters
on (small) radical reactions, copolymerization, and control of
polymerization. The reader is referred to the original work' for
more information.

From an industrial standpoint, a major virtue of radical
polymerizations is that they can often be carried out under
relatively undemanding conditions. In marked contrast to
ionic or coordination polymerizations, radical polymerization
exhibits a tolerance of trace impurities. A consequence of this is
that high-molecular-weight polymers can often be produced
without removal of the stabilizers present in commercial
monomers, in the presence of trace amounts of oxygen, or in
solvents that have not been rigorously dried or purified.
Indeed, radical polymerizations are remarkable among chain
polymerization processes in that they can be conveniently con-
ducted in aqueous media.

It is this apparent simplicity of radical polymerization that
has led to the technique being widely adopted for both indus-

materials of high molecular weight took longer to be accepted.
Staudinger was one of the earliest and most strident propo-
nents of the notion that synthetic polymers were high-
molecular-weight compounds with a chain structure and he
did much to dispel the then prevalent belief that polymers
were composed of small molecules held together by colloidal
forces.® Staudinger and his colleagues are also often credited
with coming up with the concept of a chain polymerization. In
an early paper in 1920, he proposed that polymer chains might
retain unsatisfied valencies at the chain ends (2).* In 1929, it
was suggested that the monomer units might be connected by
covalent linkages in large cyclic structures (3) to solve the
chain-end problem.” In 1910, Pickles® had proposed such a
structure for natural rubber. However, by 1935 it was recog-
nized that polymers have discrete functional groups at the
chain ends formed by initiation and termination reactions.”
IUPAC recommendations suggest that polymers derived from
1,1-disubstituted monomers CXY=CH, (or CH,=CXY) be
drawn as 1b rather than as 1a. However, formula 1a follows
logically from the traditional way of writing the mechanism of
radical addition (e.g., Scheme 1). Because of the focus on
mechanism, the style 1a has been adopted throughout this
book.

X X X
CHy-C1CHo—C+1CH,-C
X X X X ' ' '
I | |} I |} Y Y n Y
CHp—C C-CH, *CHp~CtCHp~C1CHp=C-
vl, Ly " Y Y
1a 1b 3

trial- and laboratory-scale polymer syntheses. Today, a vast
amount of commercial polymer production involves radical
chemistry during some stage of the synthesis, or during subse-
quent processing steps. These factors have, in turn, provided the
driving force for extensive research efforts directed toward more
precisely defining the kinetics and mechanisms of radical poly-
merizations. The aim of these studies has been to define the
parameters necessary for predictable and reproducible polymer
syntheses and to give better understanding of the properties of
the polymeric materials produced. With understanding comes
control. Most recently, over the last 15 years, we have seen
radical polymerization moving into new fields of endeavor
where control and precision are paramount requirements.
Indeed, these aspects now dominate the literature.

The history of polymers, including the beginning of addi-
tion and of radical polymerization, is recounted by Morawetz.?
The repeat unit structure (1) of many common polymers,
including polystyrene (PS), poly(vinyl chloride) (PVC), and
poly(vinyl acetate) (PVAc), was established in the latter half

In the period 1910-50, many contributed to the develop-
ment of free-radical polymerization.? The basic mechanism as
we know it today (Scheme 1) was laid out in the 1940s and
1950s.%7'° The essential features of this mechanism are initia-
tion and propagation steps, which involve radicals adding to
the less substituted end of the double bond (‘tail addition’),
and a termination step, which involves disproportionation or
combination between two growing chains.

In this early work, both initiation and termination were seen to
lead to formation of structural units different from those that make
up the bulk of the chain. However, the quantity of these groups,
when expressed as a weight fraction of the total material, appeared
insignificant. In a polymer of molecular weight 100 000, they
represent only ~ 0.2% of units (based on a monomer molecular
weight of 100). Thus, polymers formed by radical polymerization
came to be represented by, and their physical properties and
chemistry interpreted in terms of, the simple formula (1).

However, it is now quite apparent that the representation
(1) while convenient, and useful as a starting point for

(c) 2013 Elsevier Inc. All Rights Reserved.
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Initiation
Initiator Initiator-derived radical
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, —— |
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Scheme 1

discussion, has serious limitations when it comes to under-
standing the detailed chemistry of polymeric materials. For
example, how can we rationalize the finding that two polymers
with nominally the same chemical and physical composition
have markedly different thermal stability? Poly(methyl metha-
crylate) (PMMA; (1, X=CHj;, Y=CO,CHj;) prepared by anionic
polymerization has been reported to be more stable by some
50 °C than that prepared by a radical process.'’ The simplified
representation (1) also provides no ready explanation for the
discrepancy in  chemical properties between
molecular-weight model compounds and polymers even
though both can be represented ostensibly by the same struc-
ture (1). Consideration of the properties of simple models
indicates that the onset of thermal degradation of PVC
(1, X=H, Y=Cl) should occur at a temperature 100 °C higher
than is actually found.'?

Such problems have led to a recognition of the importance
of defect groups or structural irregularities. These groups need

low-

Chain Transfer

not impair polymer properties; they are simply units that differ
from those described by the generalized formula (1)."2~" If we
are to achieve an understanding of radical polymerization, and
the ability to produce polymers with optimal, or at least pre-
dictable, properties, a much more detailed knowledge of the
mechanism of the polymerization and of the chemical micro-
structure of the polymers formed is required.'”

Structural irregularities are introduced into the chain during
each stage of the polymerization and we must always question
whether it is appropriate to use the generalized formula (1) for
representing the polymer structure. Obvious examples of defect
structures are the groups formed by chain initiation and termi-
nation. Initiating radicals (which are formed from those
initiator- or transfer agent-derived radicals that add monomer
so as to form propagating radicals (see Section 3.04.3)) are
formed not only directly from initiator decomposition
(Scheme 1) but also indirectly by transfer to monomer, sol-
vent, transfer agent, or impurities (Scheme 2).

Propagating radical ~ Transfer Dead chain Transfer agent-
agent derived radical
X X X X
| |
| CHZ_CI: CHZ_(I:. H—T — | CHZ_CI; CHZ_Cl;_H T
n Y N Y
Reinitiation
)I( ).( New propagating radical
CH2=CI) CH2=(I3
Y . X X
T —_— T—CH2—CI- —_— T CHg—CIZ CH2—(|:-
Y Yl Y

Initiating radical

Scheme 2
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In termination, unsaturated and saturated ends are formed
when the propagating species undergo disproportionation and
head-to-head linkages when they combine, and other func-
tional groups may be introduced by reactions with inhibitors
or transfer agents (Scheme 2). In-chain defect structures (within
the polymer molecule) can also arise by copolymerization of
the unsaturated by-products of initiation or termination.

The generalized structure (1) also overestimates the homo-
geneity of the repeat units (the specificity of propagation). The
traditional explanation offered to rationalize structure (1),
which implies exclusive formation of head-to-tail linkages in
the propagation step, is that the reaction is under thermody-
namic control. This explanation was based on the observation
that additions of simple radicals to mono- or 1,1-disubstituted
olefins typically proceed by tail addition to give secondary or
tertiary radicals, respectively, rather than the less stable primary
radical (Scheme 3) and by analogy with findings for ionic
reactions where such thermodynamic considerations are of
demonstrable importance.

Until the early 1970s, the absence of suitable techniques for
probing the detailed microstructure of polymers or for examin-
ing the selectivity and rates of radical reactions prevented the
traditional view from being seriously questioned. In more
recent times, it has been established that radical reactions,
more often than not, are under kinetic rather than thermody-
namic control and the preponderance of head-to-tail linkages
in polymers is determined largely by steric and polar influences
(see Section 3.04.2.2).'®

It is now known that a proportion of ‘head” addition occurs
during the initiation and propagation stages of many

polymerizations (see Section 3.04.3.2). for example, poly
(vinyl fluoride) chains contain in excess of 10% head-to-head
linkages.'” Benzoyloxy radicals give ~ 5% head addition with
styrene (S) (see Section 3.04.2.1.1).2°?' However, one of the
first clear-cut examples, demonstrating that thermodynamic
control is not of overriding importance in determining the
outcome of radical reactions, is the cyclopolymerization of
diallyl compounds (see Section 3.04.3.3.1).>27%°

Monomers containing multiple double bonds might be
anticipated to initially yield polymers with pendant unsatura-
tion and ultimately cross-linked structures. The pioneering
studies of Butler and coworkers®*?® established that diallyl
compounds, of general structure (4), undergo radical polymer-
ization to give linear saturated polymers. They proposed that
the propagation involved a series of inter- and intramolecular
addition reactions. The presence of cyclic units in the polymer
structure was rigorously established by chemical analysis.?
Addition of a radical to the diallyl monomer (4) could con-
ceivably lead to the formation of five-, six-, or even
seven-membered rings as shown in Scheme 4. However, appli-
cation of the then generally accepted hypothesis, that product
radical stability was the most important factor determining the
course of radical addition, indicated that the intermolecular
step should proceed by tail addition (to give 5) and that the
intramolecular step should afford a six-membered ring and a
secondary radical (7). On the basis of this theory, it was pro-
posed that the cyclopolymer was composed of six-membered
rings (9) rather than five-membered rings (8).

It was established in the early 1960s that 5-hexenyl radicals
and simple derivatives gave 1,5- rather than 1,6-ring closure

Tail Ijead
H C é R R I:IC é/ R )'(
2 -~ = — .. > R-CH,-C-
I
Y Head addition V. Tail addition \|(
Scheme 3
Head Tail
R x addition X AN addmon Propagation
=1 )"
X X
4

\ Head Tail

addition / \addition
R .
R L] L]
)y Oy i

S s RS

X X

6 7

Propagation +

Scheme 4
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under conditions of kinetic control.?” However, it was not until
1976 that the structures of cyclopolymers formed from
1,6-dienes (4) were experimentally determined and
Hawthorne et al.”® showed that the intramolecular cyclization
step gives preferentially the less stable radical (6) (five- vs.
six-membered ring, primary vs. secondary radical) - that is,
>99% head addition. Over the past two decades, many other
examples of radical reactions that preferentially afford the ther-
modynamically less stable product have come to light.

The examples described in this chapter serve to illustrate
two well-recognized, though often overlooked, principles,
which lie at the heart of polymer, and, indeed, all forms of
chemistry. These are as follows:

1. The dependence of a reaction (polymerization, polymer
degradation, etc.) on experimental variables cannot be
understood until the reaction mechanism is established.

2. The reaction mechanism cannot be fully defined, when the
reaction products are unknown.

The recent development of radical polymerizations that show
the attributes of living polymerization is a prime example of
where the quest for knowledge on polymerization mechanism
can take us. Reversible deactivation radical polymerization
(RDRP)?’ relies on the introduction of a reagent that reversible
deactivates with the propagating radicals, thereby converting
them to a dormant form (Scheme 5). This enables control of
the active species concentration allowing conditions to be cho-
sen such that all chains are able to grow at a similar rate (if not
simultaneously) throughout the polymerization. This has, in
turn, enabled the synthesis of polymers with low dispersity and
a wide variety of block, stars, and other structures not hitherto
accessible by any mechanism. Specificity in the reversible initia-
tion-termination step is of critical importance in achieving
living characteristics.

The first steps toward RDRP were taken by Otsu and collea-
gues®*>! who in 1982 published a paper entitled “A Model for
Living Radical Polymerization”.*' In 1985, this was taken one
step further with the development by Solomon et al*? of
nitroxide-mediated polymerization (NMP). This work was
first reported in the patent literature*” and in conference papers
but was not widely recognized until 1993 when Georges et al.*
applied the method in the synthesis of low-dispersity PS. In
1995, RDRP was described in detail within a small section
entitled “Agents for Controlling Termination” in the first edi-
tion of The Chemistry of Free Radical Polymerization. Since that
time the area has expanded dramatically. The scope of NMP has
been greatly extended®* and new, more versatile, methods have
appeared. The most notable are atom transfer radical polymer-
ization (ATRP)**?® and polymerization with reversible
addition fragmentation chain transfer (RAFT).>"® From

Reversible deactivation

Active species
propagating radical

X X
ITCH,=CCHp=C+ -7
Y|, Y

Scheme 5
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Figure 1 Publication rate of journal papers on radical polymerization and

on living, controlled, or mediated radical polymerization for the period
1975-2008 based on SciFinder™ search (as of March 2010). It does not
distinguish forms of controlled radical polymerization. It includes most
papers on ATRP, RAFT, and NMP and would also include conventional,
non-RDRP, controlled radical polymerizations. It would not include
papers, which do not mention the terms ‘living’, ‘controlled’, or
‘mediated’.

small beginnings pre-1995, this area now accounts for more
than a third of all papers in the field of radical polymerization.
Moreover, the growth in the field since 1995 is almost totally
attributable to developments in this area (Figure 1).

In the succeeding sections, we detail the current state of
knowledge of the chemistry of each stage of polymerization.
We consider the details of the mechanisms, the specificity of
the reactions, the nature of the group or groups incorporated in
the polymer chain, and any by-products. The intention is to
create an awareness of the factors that must be borne in mind in
selecting the conditions for a given polymerization and provide
the background necessary for a more thorough understanding
of polymerizations and polymer properties. In the final sec-
tions, we descibe the various approaches to RDRP.

3.04.2 Initiation

Initiation is defined as the series of reactions that commences
with generation of primary radicals and culminates in addition
to the carbon-carbon double bond of a monomer so as to form
initiating radicals (Scheme 6).>*° The term primary radical

Dormant species
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used in this context should be distinguished from that used
when describing the substitution pattern of alkyl radicals.

Classically, initiation was only considered as the first step in
the chain reaction that constitutes radical polymerization.
Although the rate and efficiency of initiation were known to
be extremely important in determining the kinetics of polymer-
ization, it was generally thought that the detailed mechanism of
the process could be safely ignored when interpreting polymer
properties. Furthermore, while it was recognized that initiation
would lead to formation of structural units different from those
that make up the bulk of the chain, the proportion of
initiator-derived groups seemed insignificant when compared
with total material. For example, in PS the initiator-derived end
groups will account for ~ 0.2% of units in a sample of molecu-
lar weight 100000 (termination is mainly by combination).
This led to the belief that the physical properties and chemistry
of polymers could be interpreted purely in terms of the general-
ized formula - that is, (CH,-CXY),,.

This view prevailed until the early 1970s and can still be
found in some current-day texts. It is only in recent times that
we have begun to understand the complexities of the initiation
process and can appreciate the full role of initiation in influen-
cing polymer structure and properties. Four factors may be seen
as instrumental in bringing about a revision of the traditional
view:

1. The realization that polymer properties (e.g., resistance to
weathering, thermal or photochemical degradation) are
often not predictable based on the repeat unit structure
but are in many cases determined by the presence of ‘defect
groups’.'?71°

2. The development of techniques whereby details of the
initiation and other stages of polymerization can be studied
in depth.

3. The finding that radical reactions are typically under kinetic
rather than thermodynamic control. Many instances can be
cited where the less thermodynamically favored pathway is
a significant, or even the major, pathway.

4. The development of RDRP (NMP, ATRP, RAFT). Lack of
specificity in initiation can lead to dead chains and in turn
to impure block copolymers or defects in complex architec-
tures (stars, dendrimers, etc.).

It is the aim of this section to describe the nature, selectivity,
and efficiency of initiation. The intention is to create a greater
awareness of the factors that must be borne in mind by the
polymer scientist when selecting an initiator for a given
polymerization.

3.04.2.1 The Initiation Process

The simple initiation process depicted in many standard texts is
the exception rather than the rule. The yield of primary radicals
produced on thermolysis or photolysis of the initiator is
usually not 100%. The conversion of primary radicals to initi-
ating radicals is dependent on many factors and typically is not
quantitative. The primary radicals may undergo rearrangement
or fragmentation to afford new radical species (secondary radi-
cals) or may interact with solvent or other species rather than
monomer.

The reactions of the radicals (whether primary, secondary,
solvent-derived, etc.) with monomer may not be entirely regio-
or chemoselective. Reactions, such as head addition, abstrac-
tion, or aromatic substitution, often compete with tail
addition. In the sections that follow, the complexities of the
initiation process will be illustrated by examining the initiation
of polymerization of two commercially important monomers,
S and methyl methacrylate (MMA), with each of three com-
monly used initiators, azobisisobutyronitrile (AIBN),
dibenzoyl peroxide (BPO), and di-t-butyl peroxyoxalate
(DBPOX). The primary radicals formed from these three initia-
tors are cyanoisopropyl, benzoyloxy, and t-butoxy radicals,
respectively (Scheme 7). BPO and DBPOX may also afford
phenyl and methyl radicals, respectively, as secondary radicals.

3.04.2.1.1 Reaction with monomer

First consider the interaction of radicals with monomers. Some
behave as described in the classic texts and give tail addition as
the only detectable pathway (Scheme 8). However, tail addi-
tion to the double bond is only one of the pathways whereby a
radical may react with a monomer. The outcome of the reaction
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is critically dependent on the structure of both radical and
monomer.

For reactions with S, specificity is found to decrease in the
series cyanoisopropyl ~ methyl ~ t-butoxy > phenyl > benzoy-
loxy. Cyanoisopropyl (Scheme 8),*' t-butoxy, and methyl
radicals give exclusively tail addition.?® Phenyl radicals afford
tail addition and ~ 1% aromatic substitution.”” Benzoyloxy
radicals give tail addition, head addition, and aromatic substi-
tution (Scheme 9).2%*?

With MMA, these radicals show a quite different order of
specificity; regiospecificity decreases in the series cyanoisopropyl
~ methyl > phenyl > benzoyloxy > t-butoxy. Cyanoisopropyl
and methyl radicals give exclusively tail addition. Benzoyloxy
and phenyl radicals also react almost exclusively with the double
bond (though benzoyloxy radicals give a mixture of head and tail

9
Ph—C-0-
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—5 = -
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-CO,
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Phe
B-Scission 1%
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addition43) and abstraction, while detectable, is a very minor
(< 1%) pathway.”>** On the other hand, only 63% of t-butoxy
radicals react with MMA by tail addition to give 12 (Scheme 10).*>
The remainder abstract hydrogen, from either the a-methyl
(predominantly) to give 13 or the ester methyl to give 14.>%¢
The radicals 12-14 and methyl (formed by B-scission) may then
initiate polymerization.

These examples clearly show that the initiation pathways
depend on the structures of the radical and the monomer. The
high degree of specificity shown by a radical (e.g., t-butoxy) in
its reactions with one monomer (e.g., S) must not be taken as a
sign that a similarly high degree of specificity will be shown in
reactions with all monomers (e.g., MMA).

Radicals can be classified according to their tendency to give
aromatic substitution, abstraction, double-bond addition, or

CH,-CH-

@ Tail addition 80%
(0]

1
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Scheme 9 Initiation pathways for benzoyloxy radical initiation of styrene polymerization (S, styrene).
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Scheme 10 Initiation pathways for t-butoxy radical intiation of styrene polymerization (MMA, methyl methacrylate).
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B-scission and further classified in terms of the specificity of
these reactions. With this knowledge, it should be possible to
choose an initiator according to its suitability for use with a
given monomer or monomer system so as to avoid the forma-
tion of undesirable end groups or, alternatively, to achieve a
desired functionality.

The importance of these considerations can be demon-
strated by examining some of the possible consequences for
radical-monomer systems. For the case of MMA polymeriza-
tion initiated by a t-butoxy radical source, chains may be
initiated by the radicals 12, 13, or 14 (Scheme 10). A signifi-
cant proportion of chains will therefore have an olefinic end
group rather than an initiator-derived end group. These chain
ends may be reactive, either during polymerization, leading to
chain branching, or afterward, possibly leading to an impair-
ment in polymer properties. PS formed with BPO as initiator
will have a proportion of relatively unstable benzoate end
groups formed by benzoyloxy radical reacting by head addition
and aromatic substitution (Scheme 9).2%*? There is evidence
that PS prepared with BPO as initiator is less thermally
stable®”*® and less resistant to weathering and yellowing*’>°
than that prepared using other initiators.

A comprehensive survey of kinetics, mechanism, and speci-
ficity of radical-monomer reactions compiled from the
literature through mid-2005 is provided in The Chemistry of
Radical Polymerization."

3.04.2.1.2 Fragmentation

Many radicals undergo fragmentation or rearrangement in
competition with reaction with monomer. For example,
t-butoxy radicals undergo B-scission to form methyl radicals
and acetone (Scheme 11).

Benzoyloxy radicals decompose to phenyl radicals and car-
bon dioxide (Scheme 12).

The reactivity of the monomer and the reaction conditions
determine the relative importance of B-scission. Fragmentation
reactions are generally favored by low monomer concentra-
tions, high temperatures, and low pressures. Their significance
is greater at high conversion. They may also be influenced by
the nature of the reaction medium.

Other radicals undergo rearrangement in competition with
bimolecular processes. An example is the 5-hexenyl radical
(16). The 6-heptenoyloxy radical (15) undergoes sequential
fragmentation and cyclization (Scheme 13).”"

The radicals formed by unimolecular rearrangement or frag-
mentation of the primary radicals are often termed secondary
radicals. Often the absolute rate constants for secondary radical
formation are known or can be accurately determined. These

reactions may then be used as ‘radical clocks’,”*> to calibrate
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Scheme 11
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Scheme 13

the absolute rate constants for the bimolecular reactions of the
primary radicals (e.g., addition to monomers). However, care
must be taken since the rate constants of some clock reactions
(e.g., t-butoxy B-scission®*) are medium dependent.

3.04.2.1.3 Reaction with solvents, additives, or impurities
A typical polymerization system comprises many components
besides the initiators and the monomers. There will be sol-
vents, additives (e.g., transfer agents, inhibitors) as well as a
variety of adventitious impurities that may also be reactive
toward the initiator-derived radicals.

For the case of MMA polymerization with a source of
t-butoxy radicals (DBPOX) as initiator and toluene as solvent,
most initiation may be by way of solvent-derived radicals®* >
(Scheme 14). Thus, a high proportion of chains (>70% for
10% w/v monomers at 60°C’”) will be initiated by benzyl
rather than t-butoxy radicals. Other entities with abstractable
hydrogens may also be incorporated as polymer end groups.
The significance of these processes increases with the degree of
conversion and with the solvent (or impurity):monomer
ratio.
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Scheme 14 Initiation pathways for +-butoxy radical initiation of styrene

polymerization in toluene solvent (MMA, methyl methacrylate).
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There is potential for this behavior to be utilized in devising
methods for the control of the types of initiating radicals
formed and hence the polymer end groups.

3.04.2.1.4 Effects of temperature and reaction medium

on radical reactivity

The reaction medium may also modify the reactivity of the
primary, or other radicals without directly reacting with them.
For example, when t-butoxy reacts with MMA (Scheme 10), the
ratio of addition:abstraction: B-scission varies according to the
nature of the solvent® and the reaction temperature.”®>”

For t-alkoxy radicals, polar and aromatic solvents favor
abstraction over addition, and B-scission over either addition
or abstraction. Addition, abstraction, and B-scission have quite
different Arrhenius parameters. As a further example the tem-
perature dependence of the rate constants for addition of
cumyloxy radicals to S, abstraction from isopropylbenzene,
and B-scission to give methyl radicals is shown in Figure 2.
Low temperatures favor abstraction over addition and both of
these reactions over B-scission.

3.04.2.1.5 Reaction with oxygen
Radicals, in particular carbon-centered radicals, react with
oxygen at near diffusion-controlled rates.®' Thus, for polymer-
izations carried out either in air or in incompletely degassed
media, oxygen is likely to become involved in, and further
complicate, the initiation process.

The reaction of oxygen with carbon-centered radicals
(e.g., cyanoisopropyl, Scheme 15) affords an alkylperoxy radical
(17).5>%° This species may initiate polymerization, thus forming
a relatively unstable peroxidic end group (18). With respect to
most carbon-centered radicals, the alkylperoxy radicals (17)
show an enhanced tendency to abstract hydrogen. The alkylper-
oxy radicals may abstract hydrogen from polymer, monomer, or
other components in the system,®* forming a potentially reactive
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Figure 2 Temperature dependence of rate constants for reactions of
cumyloxy radicals: (a) B-scission to methyl radicals (—— —);

(b) abstraction from isopropylbenzene (- - - - - ); and (c) addition to S
( ). Data are an extrapolation based on literature Arrhenius para-
meters.3%° Adapted from Moad, G. Prog. Polym. Sci. 1999, 24,
81-142.50

X
H,C=C
N o N y oo X
HaC-Ce+ —» HgC-C-0-O+ —— H;C-C-0-0-CH,C*
CHg CH,4 CH,4 Y
17 18
\RI-L CN
HaC-C-0-0O-H + R’
CHjy
19
Scheme 15

hydroperoxide (19) and a new radical species (Re) that may
initiate polymerization. The process is further complicated if 18
or 19 undergo homolysis under the polymerization conditions.
The peroxides derived from 18 and 19 may also be active as chain
transfer agents.

3.04.2.1.6 |Initiator efficiency in thermal initiation

The proportion of radicals that escape the solvent cage to form
initiating radicals is termed the initiator efficiency (f) which is
formally defined as follows (eqn [1]):

[ Rate of initiation of propagating chains
~ n x (rate of initiator disappearance)

(1]

where 7 is the number of moles of radicals generated per mole
of initiator. In some texts, the initiator efficiency (f) is defined
simply in terms of the yield of initiator-derived radicals (the
fraction of radicals Ie that undergo cage escape - Section
3.04.2.1.8). This number will always be larger than that
obtained by application of eqn [1].)

The effective rate of initiation (R;) in the case of thermal
decomposition of an initiator (I,) decomposing by Scheme 16
is given by eqn [2]:

Ri = Li[le][M] + ki'[I'][M] 2]
Equation [1] can then be written as follows (eqn [2]):

(Ri[1o][M] + ki [I'e] [M])
2kq [Iz]

f= 3]
If, as is usual, the k; are not rate determining, the rate of
initiation is given by eqn [4]:

Ri = 2kaf 1] 4]

According to eqn [1], the term f should take into account all
side reactions that lead to loss of initiator or initiator-derived
radicals. These include cage reaction of the initiator-derived
radicals, primary radical termination, and transfer to initiator.
The relative importance of these processes depends on

I k [2 le] le Primary radical formation
o+ M K Pye Initiation

le — ] Secondary radical formation
I'e+ M —’L—) Pie Initiation

Scheme 16
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monomer concentration, medium viscosity, and many other
factors. Thus f is not a constant and typically decreases with
conversion.

3.04.2.1.7 Photoinitiation

It is worthwhile to consider some of the special features of
photoinitiation. The Jablonski diagram provides a convenient
description of the events that follow absorption of light
(Figure 3). A molecule in its ground state (S,) absorbs a
photon of light to be excited to the singlet state (S;). As well
as being electronically excited, the molecule will be vibration-
ally and rotationally excited. Certain reactions may take place
from the excited singlet state. These will compete with fluores-
cence, and other deactivation processes that return the
molecule to the ground state, and intersystem crossing to the
triplet state (T;). The triplet state is typically of lower energy
than the excited singlet state. Chemical reaction then competes
with phosphorescence and other deactivation processes.

Azo-compounds and peroxides undergo photodecomposi-
tion to radicals when irradiated with light of suitable
wavelength. The mechanism appears similar to that of thermal
decomposition to the extent that it involves cleavage of the
same bonds. It is also worth noting that certain monomers
may undergo photochemistry and direct photoinitiation on
irradiation of monomer is possible.

Clearly, unless monomer is the intended photoinitiator, it is
important to choose an initiator that absorbs in a region of the
UV-visible spectrum clear from the absorptions of monomer
and other components of the polymerization medium. Ideally,
one should choose a monochromatic light source that is spe-
cific for the chromophore of the photoinitiator or
photosensitizer. It is also important in many experiments that
the total amount of light absorbed by the sample is small.
Otherwise the rate of initiation will vary with the depth of
light penetration into the sample.

In order to define the rate and efficiency of photoinitiation,
consider the simplified reaction (Scheme 17).

The quantum yield (@) is the yield of initiating radicals
produced per photon of light absorbed (eqn [5])

__Yield of initiating radicals
" n x (photons absorbed)

[5]

which can also be expressed in terms of the rate of initiation
(eqn [6]):

_ Rate of initiation of propagating chains R
" n x (intensity of incident irradiation absorbed) ~ nlps
(6]
Intersystem
Reaction Crossing
-
St E Reaction
Absorption| |Fluorescence T4
Phosphorescence

So

Figure 3 Jablonski diagram describing photoexcitation process.
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where 7 is the number of moles of radicals generated per mole
of initiator and I,y is the intensity of incident light absorbed.
The Beer-Lambert law (also often called Beer’s law) relates
Ips to the total incident light intensity (Iy) (eqn [7]):
Babs _ ) yord — - g [7]
Io
and if acd is small (< 0.1 for < 5% error), then this simplifies to
eqn [8]:
Bbs _ e )
0
where ¢ (=a/2.303) is the molar extinction coefficient at the
given wavelength, ¢ is the concentration of the absorbing sub-
stance, and d is the pathlength. It can be seen that the term ®
embraces the same factors as kqf in thermal initiation. Care
must be taken to establish how the molar extinction coefficient
(& or a) was determined since both decadic and natural forms
are in common usage.
If the reaction with monomer is not the rate-determining
step, the rate of radical generation in photoinitiated polymer-
ization is given by eqn [9]:

R = 2®1 s
— 20, (1— e‘”’“z]) — 20, (1—10”’“2J) 9]
which for small ad[I,] simplifies to eqn [10]:

3.04.2.1.8 Cage reaction and initiator-derived by-products
The decomposition of an initiator seldom produces a quanti-
tative yield of initiating radicals. Most thermal and
photochemical initiators generate radicals in pairs. The
self-reaction of these radicals is often the major pathway for
the direct conversion of primary radicals to nonradical pro-
ducts in solution, bulk, or suspension polymerization. This
cage reaction is substantial even in bulk polymerization at
low conversion when the medium is essentially monomer.
The importance of the process depends on the rate of diffusion
of these species away from one another.

Thus, the size and the reactivity of the initiator-derived
radicals and the medium viscosity (or microviscosity) are
important factors in determining the initiator efficiency. Thus,
the extent of the cage reaction is likely to increase with decreas-
ing reaction temperature and with increasing conversion.?!®
The cage reaction, as well as lowering the initiation efficiency,
can produce a range of by-products. These materials may be
reactive under the polymerization conditions or they may
themselves have a deleterious influence on polymer properties.
For example, the cage reaction of cyanoisopropyl radicals
formed from the decomposition of AIBN produces, among
other products (Scheme 18), methacrylonitrile (MAN), which
readily undergoes copolymerization to be incorporated into
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the final polymer,”®® and tetramethylsuccinonitrile (20),

which is claimed to be toxic and should not be present in
polymers used for food contact applications.®”%®

In other cases, the cage reaction may simply lead to refor-
mation of the initiator. This process is known as cage return
and is important during the decomposition of BPO and DTBP.
Cage return lowers the rate of radical generation but does not
directly yield by-products. It is one factor contributing to the
solvent and viscosity dependence of ky and can lead to a
reduced kqy at high conversion.

A variety of methods may be envisioned to decrease the
importance of the cage reaction. One method, given the visc-
osity dependence of the cage reaction, is to conduct
polymerizations in solution rather than in bulk. Another
involves carrying out the polymerization in a magnetic
field.®® This is thought to reduce the rate of triplet-singlet
intersystem crossing for the geminate pair.”®

3.04.2.1.9 Primary radical termination
The primary radicals may also interact with other radicals pre-
sent in the system after they escape the solvent cage. When this

involves a propagating radical, the process is known as primary
radical termination. The term also embraces the reactions of
other initiator or transfer agent-derived radicals with propagat-
ing radicals. Most monomers are efficient scavengers of the
initiator-derived radicals and the steady-state concentration of
propagating radicals is very low (typically <1077 M). The con-
centrations of the primary and other initiator-derived radicals
are very much lower (typically <107°M). Thus, with most
initiators, primary radical termination has a very low likeli-
hood during the early stages of polymerization.

Primary radical termination may involve combination or
disproportionation with the propagating radical. It is often
assumed that small radicals give mainly combination even
though direct evidence for this is lacking. Both pathways are
observed for reaction of cyanoisopropyl radicals with PSe
(Scheme 19). The end group formed by combination is similar
to that formed by head addition to monomer differing only in
the orientation of the penultimate monomer unit.

If the rate of addition to monomer is low, primary radical
termination may achieve greater importance. For example, in
photoinitiation by the benzoin ether (23), both a fast initiating
species (24, high k;) and a slow initiating species (25, low k’;)
are generated (Scheme 20). The polymerization kinetics are
complicated and the initiator efficiency is lowered by primary
radical termination involving the dimethoxybenzyl radical
(25).7172

Primary radical termination is also of demonstrable signifi-
cance when very high rates of initiation or very low monomer
concentrations are employed. It should be noted that these
conditions pertain in all polymerizations at high conversion
and in starved feed processes. Some syntheses of telechelics are
based on this process. Reversible primary radical termination
by combination with a persistent radical is the desired pathway
in many forms of RDRP.

3.04.2.1.10 Transfer to initiator
Many of the initiators used in radical polymerization are sus-
ceptible to induced decomposition by various radical species.
When the reaction involves the propagating species, the process
is termed transfer to initiator. The importance of this reaction
depends on both the initiator and the propagating radical.
Diacyl peroxides are particularly prone to induced decom-
position (Scheme 21). Transfer to initiator is of greatest
importance for polymerizations taken to high conversion or
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when the ratio of initiator to monomer is high. It has been
shown that, during the polymerization of S initiated by BPO,
transfer to initiator can be the major pathway for the termina-
tion of chains.**"?

Transfer to initiator introduces a new end group into the
polymer, lowers the molecular weight of the polymer, reduces
the initiator efficiency, and increases the rate of initiator disap-
pearance. Methods of evaluating transfer constants are
discussed in Section 3.04.5.1.1.

3.04.2.1.11 Initiation in heterogeneous polymerization
Many polymerizations are carried out in heterogeneous media,
usually water-monomer mixtures, where suspending agents or
surfactants ensure proper dispersion of the monomer and con-
trol the particle size of the product.

Suspension polymerizations are often regarded as ‘mini-
bulk’ polymerizations since ideally all reactions occur within
individual monomer droplets. Initiators with high monomer
and low water solubility are generally used in this application.
The general chemistry, initiator efficiencies, and importance of
side reactions are similar to that seen in homogeneous media.

Emulsion polymerizations most often involve the use of
water-soluble initiators (e.g., persulfate) and polymer chains
are initiated in the aqueous phase. A number of mechanisms
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for particle formation and entry have been described; however,
a full discussion of these is beyond the scope of this book.
Readers are referred to recent texts on emulsion polymerization
by Gilbert”* and Lovell and El-Aasser’” for a more comprehen-
sive treatment.

Radicals typically are generated in the aqueous phase and it
is now generally believed that formation of an oligomer of
average chain length z (z-mer, P,®) occurs in the aqueous
phase prior to particle entry.”® The steps involved in forming
a radical in the particle phase from an aqueous-phase initiator
are summarized in Scheme 22. The length of the z-mer depends
on the particular monomer and is shorter for more hydropho-
bic monomers.

The concentration of monomers in the aqueous phase is
usually very low. This means that there is a greater chance that
the initiator-derived radicals (Ie) will undergo side reactions.
Processes such as radical-radical reaction involving the
initiator-derived and oligomeric species, primary radical termi-
nation, and transfer to initiator can be much more significant
than in bulk, solution, or suspension polymerization, and
initiator efficiencies in emulsion polymerization are often
very low. Initiation kinetics in emulsion polymerization are
defined in terms of the entry coefficient (p), a pseudo-
first-order rate coefficient for particle entry.

Initiator (aq) —> I*(aq) (Initiator-derived radical in aqueous phase)

L} Pie(ag)  (Initiating radical in aqueous phase)

M

— s P, (aq) (21 monomer additions to give z-mer)

L 5 P,e(p) (Transfer to particle phase, entry)

Scheme 22
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Microemulsion and miniemulsion polymerization differ
from emulsion polymerization in that the particle sizes are
smaller (10-30 and 30-100 nm, respectively, vs. 50-300 nm)”*
and there is no monomer droplet phase. All monomer is in
solution or in the particle phase. Initiation takes place by the
same process as conventional emulsion polymerization.

3.04.2.2 The Initiators

Certain polymerizations (e.g., S) can be initiated simply by
applying heat; the initiating radicals are derived from reactions
involving only the monomer. More commonly, the initiators
are azo-compounds or peroxides that are decomposed to radi-
cals through the application of heat, light, or a redox process.
When initiators are decomposed thermally, the rates of
initiator disappearance (kyq) show marked temperature depen-
dence. Since most conventional polymerization processes
require that kg should lie in the range 10°°-107°s™" (half-life
~10h), individual initiators typically have acceptable k4 only
within a relatively narrow temperature range (~ 20-30 °C). For
this reason, initiators are often categorized purely according to
their half-life at a given temperature or vice versa.”” For initiators
that undergo unimolecular decomposition, the half-life is
related to the decomposition rate constant by eqn [11]:

In2
l1/2 :K [11]

The Arrhenius relationship can be rearranged as follows (eqn
[12]) to enable calculation of the temperature required to give a
desired decomposition rate or half-life:

E E
T(°C) = -273.15- S = -273.15- 2 [12]

kg In2
RlIn (—) R1 n

A n At%
The temperature at which the half-life is 10 h is then given by
the following expression (eqn [13]):

0.120277E,

T(°C) = -273.15- :
-10.8578 + ln(K)

(13]

The initiator in radical polymerization is often regarded simply
as a source of radicals. Little attention is paid to the various
pathways available for radical generation or to the side reac-
tions that may accompany initiation. The preceding discussion
demonstrated that in selecting initiators (whether thermal,
photochemical, redox, etc.) for polymerization, they must be
considered in terms of the types of radicals formed, their suit-
ability for use with the particular monomers, solvent, and the
other agents present in the polymerization medium, and for
the properties they convey to the polymer produced.

Many reviews detailing aspects of the chemistry of initiators
and initiation have appeared.*®”””® A noncritical summary of
thermal decomposition rates is provided in the Polymer
Handbook.”®®° The subject also receives coverage in most gen-
eral texts and reviews dealing with radical polymerization.
References to reviews that detail the reactions of specific classes
of initiator are given under the appropriate subheading below.

Some characteristics of initiators used for thermal initiation
are summarized in Table 1. These provide some general guide-
lines for initiator selection. In general, initiators that afford

carbon-centered radicals (e.g., dialkyldiazenes, aliphatic diacyl
peroxides) have lower efficiencies for initiation of polymeriza-
tion than those that produce oxygen-centered radicals. Exact
values of efficiency depend on the particular initiators, mono-
mers, and reaction conditions.

3.04.3 Propagation

The propagation step of radical polymerization comprises a
sequence of radical additions to carbon-carbon double
bonds. In order to produce high-molecular-weight polymers,
a propagating radical must show a high degree of specificity in
its reactions with unsaturated systems. It must give addition to
the exclusion of side reactions that bring about the cessation of
growth of the polymer chain. Despite this limitation, there is
considerable scope for structural variation in homopolymers.

The asymmetric substitution pattern of most monomers
means that addition gives rise to a chiral center and their
polymers will have tacticity (Scheme 23, Section 3.04.3.1).

Addition to double bonds may not be completely regiospe-
cificc. The predominant head-to-tail structure may be
interrupted by head-to-head and tail-to-tail linkages
(Figure 4, Section 3.04.3.2).

Intramolecular rearrangement of the initially formed radical
may occur occasionally (e.g., backbiting - Scheme 24, Section
3.04.3.3.3) or even be the dominant pathway (e.g., cyclopoly-
merization in Section 3.04.3.3.1, ring-opening polymerization
in Section 3.04.3.3.2). These pathways can give rise to
branches, rings, or internal unsaturation in the polymer chain.

This section is primarily concerned with the chemical
microstructure of the products of radical homopolymerization.
Variations on the general structure (CH,-CXY),, are described
and the mechanisms for their formation and the associated rate
parameters are examined. With this background established,
aspects of the kinetics and thermodynamics of propagation are
also considered (Section 3.04.3.4).

3.04.3.1 Stereosequence Isomerism — Tacticity

The classical representation of a homopolymer chain, in which
the end groups are disregarded and only one monomer residue
is considered, allows no possibility for structural variation.
However, possibilities for stereosequence isomerism arise as
soon as the monomer residue is considered in relation to its
neighbors and the substituents X and Y are different. The chains
have tacticity (Section 3.04.3.1.1). The tacticity of some com-
mon polymers is considered in Section 3.04.3.1.2.

The following discussion is limited to polymers of mono-
or 1,1-disubstituted monomers. Other factors become
important in describing the types of stereochemical isomerism
possible for polymers formed from other monomers
(e.g., 1,2-disubstituted monomers).®'

3.04.3.1.1 Terminology and mechanisms

Detailed discussion of polymer tacticity can be found in texts
by Randall,®* Bovey,®"®® Koenig,®**° Tonelli®® and Hatada.®”
In order to understand stereoisomerism in polymer chains
formed from mono- or 1,1-disubstituted monomers, the termi-
nology considers four idealized chain structures:

(c) 2013 Elsevier Inc. All Rights Reserved.



Table 1 Guide to Properties of Polymerization Initiators

Initiator Class Example Section” Radicals generated” Efficiency” Transfer®
dialkyldiazenes CN CN 3.3.1.1 1° alkyl low low
HzC-C-N=N-C-CHjs
CHg CHg AIBN
hyponitrites CHs CHs 3.3.1.2 1° alkoxy, 2° alkyl high low
H3C-C-0-N=N-0O-C-CHjy
) ) CHs CHs .
diacyl peroxides 0 o 3.3.2.1 (1° acyloxy), 2° alky! low high
CHs(CHa)eCHy—C~0-0-C-CH,(CHo)eCHs Lpo
diaroyl peroxides o o 3.3.21 1° aroyloxy, 2° aryl high high
Ph-C-0-O-C-Ph BPO
peroxydicarbonates HsC 9 c”) CHs 3322 1° alkoxycarbonyloxy, (2° high high
CH-0-C-0-0-C-0-C] alkoxy)
HsC CHg
peroxyesters CHg O CH, 33.23 1° alkoxy, acyloxy, 2° alkyl med. med.
HSC—CI:—O—O—C—CIJ—CHg
CHj CHg )
peroxyoxalates CI;H3 9 9 Cle3 3.3.23 1° alkoxy, 2° alkyl high med.
H3C—(|)—O—O-C—C-O—O—(|)—CH3
CHj4 CHs DBPOX
dialkyl peroxides CHj CHg 3.3.24 1° alkoxy, 2° alkyl high low
| |
Hao—Q—O—O—CI:—CHs
CHj CHs DTBP
dialkyl ketone O-0-C(CHg)3 3.3.25 1° alkoxy, 2° alkyl med. low
peroxides <:><
0O-0-C(CHg)s
hydroperoxides CHs 3.3.25 1° hydroxy, alkoxy, 2° alkyl high high
|
H;C-C-0-0-H
CHgy
persulfate O O 3.3.2.6 1° sulfate radical anion low low
‘O—ﬁ—O—O— ”—O‘
- @) - . .
disulfides CoHs . ﬁ. § CoHs 3.3.25 1° thiyl high high
_N-C-8-S-C-N_
CoHg CoHs

Section in The Chemistry of Radical Polymerization' where the properties of the initiator are described in detail.
b1° = primary radical from initiator decomposition, 2° = secondary radical-derived by fragmentation of 1° radical. Species shown in parentheses may be formed under some conditions but are seldom observed in polymerizations of common monomers.
“Efficiency decreases as the importance of cage reactions increases.
“Susceptibility to radical-induced decomposition

(c) 2013 Elsevier Inc. All Rights Reserved.
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/X )l(
HC=C, —= — “{CH,C
Y / Yln
Chiral center

Scheme 23

Tail-to-tail linkage

Xx | ox
*CHy~C~C-GCH,CHy=Cow
Y TY Y

Head-to-head linkage

Figure 4 Definition of ‘tail-to-tail’ and ‘head-to-head’ linkages.

1. The isotactic chain (Figure 5) where the relative configura-

tion of all the substituted carbons in the chain is the same.

For the usual diagrammatic representation of a polymer
chain, this corresponds to the situation where similar sub-
stituents lie on the same side of a plane perpendicular to the
page and containing the polymer backbone.

2. The syndiotactic chain (Figure 6) where the relative config-
uration of centers alternates along the chain.

3. The heterotactic chain (Figure 7) where the diad configura-
tion alternates along the chain.

4. The atactic chain (Figure 8) where there is a random
arrangement of centers along the chain. (In the literature
the term atactic is sometimes used to refer to any polymer
that is not entirely isotactic or not entirely syndiotactic.)

For polymers produced by radical polymerization, while one of
these structures may predominate, the idealized structures do
not occur. It is necessary to define parameters to more precisely
characterize the tacticity of polymer chains.

It should be stressed that this treatment of polymer stereo-
chemistry only deals with relative configurations, whether a
substituent is ‘'up or down’ with respect to that on a neighbor-
ing unit. Therefore, the smallest structural unit that contains
stereochemical information is the diad. There are two types of
diad: meso (m), where the two chiral centers have like config-
uration (are enantiomeric), and racemic (r), where the centers
have opposite configuration (Figure 9).

Confusion can arise because of the seemingly contradictory
nomenclature established for analogous model compounds
with just two asymmetric centers.®® In such compounds, the
diastereoisomers are named as in the following example
(Figure 10).

It is usual to discuss triads, tetrads, pentads, and so on in
terms of the component diads. For example, the mrrrmr heptad
is represented as shown in Figure 11.

~CHy  _H | wCH,
\CIDH CH,
CH, CH,

CHy

Scheme 24

Backbiting ~C
_—

It is informative to consider how tacticity arises in terms of
the mechanism for propagation. The radical center on the
propagating species will usually have a planar sp? configura-
tion. As such it is achiral and it will only be locked into a
specific configuration after the next monomer addition. This
situation should be contrasted with that which pertains in
anionic or coordination polymerizations where the active cen-
ter is pyramidal and therefore has chirality. This explains why
stereochemical control is more easily achieved in these
polymerizations.

The configuration of a center in radical polymerization is
established in the transition state for addition of the next
monomer unit when it is converted to a tetrahedral sp® center.
If the stereochemistry of this center is established at random
(Scheme 25; k,, =k;), then a pure atactic chain is formed and
the probability of finding a meso diad, P(m), is 0.5.

Polymers formed from monosubstituted monomers (X=H)
under the usual reaction conditions (e.g., 60 °C, bulk) appear
almost atactic with only a slight preference for syndiotacticity
and values of P(m) in the range 0.45-0.52.

If the reaction center adopts a preferred configuration with
respect to the configuration of the penultimate unit in the chain
(Scheme 25; ky,#k;), then Bernoullian statistics apply. The
stereochemistry of the chain is characterized by the single para-
meter, P(m) or P(r) [=1-P(m)]. The n-ad concentrations can be
calculated simply by multiplying the concentrations of the
component diads. Thus the relative triad concentrations are
given by the following expressions (eqns [14]-[16]):

mm = P(m), [14]
mr =rm = 2P(m) P(r) = 2P(m) [1-P(m)] [15]
= P(r)(r)* = [1-P(m)]* [16]

Higher n-ads are calculated similarly. Thus for the mrrrmr
heptad

mrrrmr = 2 P(m) P(r) P(r) P(r) P(m) P(r) = 2 P(m)* P(r)"

The factor 2 is introduced in the case of asymmetric n-ads that
can be formed in two ways (mrrrmr=rmrrrm).

Where the nature of the preceding diad is important in
determining the configuration of the new chiral center
(Scheme 26), first-order Markov statistics apply. Propagation is
subject to a penpenultimate unit effect (also called an antepe-
nultimate unit effect). Two parameters are required to specify the
stereochemistry, P(m|r) [=1-P(m|m)] and P(r|r) [=1-P(r|m)],
where P(ifj) is the conditional probability that given a j diad,
the next unit in the chain will be an i diad. (In some texts, for
example, those by Bovey®®® and Tonelli,*® P(ifj) is written
P(j/i.) It can be shown that

_ P(m]r)
P(m) = Bmlr) + P(r|m) [17]
H ‘M’CHz\ & H_
CH _ M _ CH CH,
] _CH, CH2~ _CH,
CH, CH,
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Figure 5 Isotactic chain.

Loy oo oy X Y%
"‘"""""‘(i:_CH2_Cl:_CHg_C_CH2_?_CHZ_C_CHz_?_CHZ_C"""‘N‘N
Y X Y X Y X Y
Figure 6 Syndiotactic chain.
D AU O SO
-'\M'wvC—CH2—(|3—CH2—(|3—CH2—Cl)—CHz—(|3—CH2—(I3—CH2—(|3M-W
Y Y X X Y Y X
Figure 7 Heterotactic chain.
X X Y X Y Y X

| | | | | |
MWWC|:_CH2_C|:_CH2—(|:_CHZ_C|;_CH2_(|:_CH2_?_CH2_CWVWW

Y Y X
Figure 8 Atactic chain.
X X X Y
wnnan G —CHyp — Connnnnne WC_CHz_C‘;W
Y Y Y )‘(
meso (m) racemic (r)

Figure 9 Representation of meso (/m) and racemic (r) diads with poly-
mer chains.

o) o
H30—C|)—CH2—?—CH3 HSC—Cll—CHz—(E—CHg,
Y Y Y X
racemic (r) meso (m)

Figure 10 Representation of meso (m) and racemic (r) diastereoi-
somers of low-molecular-weight compounds.

The relative triad concentrations are then given by the follow-
ing expressions (eqns [18]-[20]):
mm = P(m) P(m|m) (18]

mr =rm = 2 P(m) P(rjm) = 2 P(m) [1-P(m|m)]  [19]

Y

X X Y

= P(r) P(r|r) [20]

Again the higher n-ads are calculated similarly. Thus for the
mrrrmr heptad

mrrrmr = 2 P(m)(m) P(r|m) P(r|r) P(r|r) P(m|r) P(r|m)

We can also write expressions to calculate P(m|r) and P(r|m)
from the triad concentrations (eqns [21] and [22]):

PO = o ) 21]
Pl = [22)

The Coleman-Fox two-state model describes the situation
where there is restricted rotation about the bond to the preced-
ing unit (Scheme 27). If this is slow with respect to the rate of
addition, then at least two conformations of the propagating
radical need to be considered, each of which may react inde-
pendently with monomer. The rate constants associated with
the conformational equilibrium and two values of P(m) are
required to characterize the process.

More complex situations may also be envisaged and it
should always be borne in mind that the fit of experimental
data to a simple model provides support for but does not prove
that model. The power of the experiment to discriminate
between models has to be considered.
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Figure 11
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Scheme 25
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Scheme 26

3.04.3.1.2 Tacticities of polymers
Many radical polymerizations have been examined from the
point of view of establishing the stereosequence distribution.
For most systems, it is claimed that the tacticity is predictable
within experimental error by Bernoullian statistics (i.e., by the
single parameter P(m) - see Section 3.04.3.1.1). It should be
noted that, in some studies, deviations of 5-10% in expected
and measured nuclear magnetic resonance (NMR) peak inten-
sities have been ascribed to experimental error. Such error is
sufficient to hide significant departures from Bernoullian
statistics.”®*®?

Tacticity is most often determined by NMR analysis
and usually by looking at the signals associated with

mrrrm hexad

E — rdyad —

Representation of mrrrmr heptad identifying component n-ads.

——— nrrtetrad ———

—— rrtriad —

—————— rmmpentad —M8M8M8M8M8M8 —

mrrrmr heptad

X X
CHy—t—cH—& =X | =
bbb —L— 2T MCH2_C_CH2_C
I x I Sy
Y Y

Scheme 27

the ~CXY- group (refer Figure 11). The analysis then provides
the triad concentrations (mm, mr, and r7) and the value of m or
P(m) is given by eqn [23]:

P(m) = mm+ 0.5 mr [23]

Most polymers formed by radical polymerization have an
excess of syndiotactic over isotactic diads (i.e., P(m)<0.5).
P(m) typically lies in the range 0.4-0.5 for vinyl monomers
and 0.2-0.5 for 1,1-disubstituted monomers. It is also gener-
ally found that P(m) (the fraction of isotactic diads) decreases
with decreasing temperature.’’

There are exceptions to this general rule. For example, poly-
merizations of methacrylates with very bulky ester substituents
(26-29) show a marked preference for isotacticity,”> whereas
polymerizations of MMA show a significant preference for syn-
diotacticity. Polymerization of the acrylamide (AM) derivative
(33) that has a bulky substituent on nitrogen also provides a
polymer that is highly isotactic.”>** AM and simple derivatives
(N-isopropylacrylamide (NIPAM), N,N-dimethylacrylamide
(DMAM)) give polymers that are slightly syndiotactic. Tacticity
can be influences by solvent and Lewis acids.””

CHp=CH CHa
CHa=C
CO,CHj
10(S) 11(MMA)

An explanation for the preference for syndiotacticity during
MMA polymerization was proposed by Tsuruta et al.”® They
considered that the propagating radical should exist in one of
two conformations and showed, with models, that attack on
the less hindered side of the preferred conformation (where
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steric interactions between the substituent groups are mini-
mized) would lead to formation of a syndiotactic diad while
similar attack on the less stable conformation would lead to an
isotactic diad.

MMA polymerization is one of the most studied systems
and was thought to be explicable, within experimental error, in
terms of Bernoullian statistics. Moad et al.”” have made precise
measurements of the configurational sequence distribution for
PMMA prepared from '>C-labeled monomer. It is clear that
Bernoullian statistics do not provide a satisfactory description
of the tacticity.’” This finding is supported by other
work.%7?89? First-order Markov statistics provide an adequate
fit of the data. Possible explanations include (1) penpenulti-
mate unit effects are important and/or (2) conformational
equilibrium is slow (Section 3.04.3.1.1). At this stage, the
experimental data do not allow these possibilities to be
distinguished.

It seems likely that other polymerizations will be found to
depart from Bernoullian statistics as the precision of tacticity
measurements improves. One study'® indicated that vinyl
chloride polymerizations are also more appropriately
described by first-order Markov statistics. However, there has
been some reassignment of signals since that time.'?"'%?

The triad fractions for PVAc'**!%* seem to obey
Bernoullian statistics. However, the concentrations of higher
order n-ads cannot be explained even by first- (or second-)
order Markov statistics, suggesting either that ambiguities still
remain in the signal assignments at this level or that there are
unresolved complexities in the polymerization mechanism.
Tacticities have been shown to be solvent and temperature
dependent, with the degree of syndiotacticity being signifi-
cantly enhanced in fluoroalcohol solvents and by lower
temperatures.°>'°° Tacticity of vinyl esters is also dependent
on the ester group.'®”

Devising effective means for achieving stereochemical con-
trol over propagation in radical polymerization remains an
important challenge in the field.

3.04.3.2 Regiosequence Isomerism — Head versus Tail
Addition

Most monomers have an asymmetric substitution pattern and
the two ends of the double bond are distinct. For mono- and
1,1-disubstituted monomers (Section 3.04.3.2.1), it is usual to
call the less substituted end ‘the tail’ and the more substituted
end ‘the head’. Thus the terminology evolved for two modes of
addition, head and tail, and for the three types of linkages,
head-to-tail, head-to-head, and tail-to-tail. For 1,2-di-, tri-,
and tetrasubstituted monomers, definitions of head and tail
are necessarily more arbitrary. The term ‘head’ has been used
for that end with the most substituents, the largest substituents,
or the best radical stabilizing substituent (Scheme 28).

With 1,3-diene-based polymers, greater scope for structural
variation is introduced because there are two double bonds to
attack and the propagating species is a delocalized radical with
several modes of addition possible (see Section 3.04.3.2.2).

3.04.3.2.1 Monoene polymers
Various terminologies for describing regiosequence isomerism
have been proposed.®!%* By analogy with that used to describe

o
Tail addition MCHQ_(I;_CHZ_CI: .

| |
wCHy Qe + OHp=C T
! J X X

| |

Head addition WCHZ—IC—(IJ—CHZ-
Y Y
Ho

Scheme 28

stereosequence isomerism (Section 3.04.3.1), it has been sug-
gested that a polymer chain with the monomer units connected
by ‘normal’ head-to-tail linkages should be termed isoregic,
that with alternating head-to-head and tail-to-tail linkages,
syndioregic, and that with a random arrangement of connec-
tions, aregic.®'

For mono- and 1,1-disubstituted monomers, steric, polar,
resonance, and bond-strength terms usually combine to favor a
preponderance of tail addition, that is, an almost completely
isoregic structure. However, the occurrence of head addition
has been unambiguously demonstrated during many
polymerizations. During the intramolecular steps of cyclopoly-
merization, 100% head addition may be obtained (Section
3.04.3.3.1).

The tendency for radicals to give tail addition means that a
head-to-head linkage will, most likely, be followed by a tail-
to-tail linkage (Scheme 29). Thus, head-to-head linkages
formed by an ‘abnormal’ addition reaction are chemically dis-
tinct from those formed in termination by combination of
propagating radicals (Scheme 30).

In view of the potential problems associated with discrimi-
nating between the various types of head-to-head linkages, it is
perhaps curious that, while much effort has been put into
finding head-to-head linkages, relatively little attention has
been paid to applying spectroscopic methods to detect tail-
to-tail linkages where no such difficulty arises.

Even allowing for the above-mentioned complication, the
number of head-to-head linkages is unlikely to equate exactly
with the number of tail-to-tail linkages. The radicals formed by
tail addition (Te) and those formed by head addition (He) are
likely to have different reactivities.

Consideration of data on the reactions for small radicals
suggests that the primary alkyl radical (He) is more likely to
give head addition than the normal propagating species (Te)
for three reasons:

X Head-to-head linkage

S O AL S
w»CHyC—C—CHys ————> »+CH,-C—C-CH,CH,—C »
= P
Tail-to-tail linkage
He
Scheme 29
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X X
| Combination
2 WCHZ—C—CHZ—? ¢« —>
Y Y

Te

Scheme 30

1. The propensity for head addition, which usually corre-
sponds with attack at the more substituted end of the
double bond, should decrease as the steric bulk of the
attacking radical increases. Note that He (a primary alkyl
radical in the case of mono- and 1,1-disubstituted mono-
mers) will usually be less sterically bulky than Te.

2. Most common monomers have some dipolar characters. He
and Te will usually be polarized similarly to the head and
tail ends of the monomer, respectively. This should favor Te
adding tail and He adding head.

3. The primary alkyl radical (He) will be more reactive than Te
with no o-substituent to stabilize or delocalize the free spin.

However, head addition is usually a very minor pathway and is
difficult to determine experimentally. Analysis of the events that
follow head addition presents an even more formidable problem.
Therefore, there is little experimental data on polymers with
which to test the above-mentioned hypothesis. Data for
fluoro-olefins indicate that He gives less head addition than Te
(Section 3.04.3.2.1(iii)). No explanation for the observation was
proposed.

The primary alkyl radical, He, is anticipated to be more
reactive and may show different specificity to the secondary
or tertiary radical, Te. In VAc and vinyl chloride (VC) polymer-
izations, the radical He appears more prone to undertake
intermolecular (Sections 3.04.3.2.1(i) and 3.04.3.2.1(ii)) or
intramolecular atom transfer reactions.

++CH,~CH—CH,~CH »

OAc OAc VAc
VAc l Head addition
MCHZ—CllH—CHz—ClH—CIJH—CHZ- RH

OAc OAc OAc

VAc l Tail addition

WCHZ—(|3H—CH2—(|3H—CIH—CH2-CH2—(I3H .
OAc OAc OAc OAc

Scheme 31 (VAc, vinyl acetate)

Tail addition
—_—

Head-to-head linkage

i
~7CH, =0 CH, =G —C—CHy -G —Chy
Y Y v Y

Head-to-tail linkages

3.04.3.2.1(i) Poly(vinyl acetate)
It is generally agreed that ~ 1-2% of propagation steps during
VAc polymerization involve head addition. There is some evi-
dence that, depending on reaction conditions, a high
proportion of the head-to-head linkages may appear at chain
ends (Scheme 31) and that the number of head-to-head lin-
kages may not equate with tail-to-tail linkages. The extent of
head addition in VAc polymerization increases with the poly-
merization temperature.

The reaction conditions (solvent, temperature) may also
influence the amount of head addition and determine whether
the radical formed undergoes propagation or chain transfer.

3.04.3.2.1(ii) Poly(vinyl chloride)

Establishment of the detailed microstructure of PVC has
attracted considerable interest. This has been spurred by the
desire to rationalize the poor thermal stability of the poly-

mer. Many reviews have appeared on the chemical
microstructure of PVC and the mechanisms of ‘defect group’
formation.'%8-!12

Although head addition occurs during PVC polymerization
to the extent of ~ 1%, it is now thought that PVC contains few,
if any, head-to-head linkages (<0.05%)."'*''" Propagation
from the radical formed by head addition is not competitive
with a unimolecular pathway for its disappearance, namely,
1,2-chlorine atom transfer (see Scheme 32).

WCHZ—CIZH—CHZ—CI:H—CHZ—CI)H D
OAc OAc OAc

MCHZ—CIIH—CHZ—CIH—(IDH—CHS + R
OAc OAc OAc
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VC

~CH,~CH—CH, ~CH »

Cl
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"WCHz'—‘?H_CHZ—CIH_(l:H_CHz‘

Cl Cl cCl

l 1,2-Cl shift

mCHz—(IJH—CHZ—ClH—C')H—CI)HZ

cl o] cl

l 1,2-Cl shift

Cl Cl
0 CHy=GH=CHy~CH—CH—CH, / Chioroallyl end

Cl Cl ¢l

vcl

MCH2~(I3H—CH2—C§)H—C|)H—C|)H2
Cl Cl
Dichloroethyl branch

Scheme 32 (VG, vinyl chloride)

3.04.3.2.1(iii) Fluoro-olefin polymers

Propagation reactions involving the fluoro-olefins, vinyl fluor-
ide (VF),'”''"*~''7 vinylidene fluoride (VF2),''>!'7~'" and
trifluoroethylene (VF3)'2° show relatively poor regiospecificity.
This poor specificity is also seen in additions of small radicals
to the fluoro-olefins (see Section 3.04.2.3). Since the fluorine
atom is small, the major factors affecting the regiospecificity of
addition are anticipated to be polarity and bond strength.

3.04.3.2.2 Conjugated diene polymers

There is greater scope for structural variation in the diene-based
polymers than for the monoene polymers already discussed.
The polymers contain units from overall 1,2- and cis- and
trans-1,4-addition. Two mechanisms for overall 1,2-addition
may be proposed. These are illustrated in Schemes 33 and 34:

1. The delocalized allyl radical produced by addition to the
1- (or 4-) position may react in two ways to give overall 1,2-

or 1,4-addition (Scheme 33).
\ "\ ,
lB

1,2- trans-1,4- cis-1,4-

Scheme 33 (B, butadiene)

—_— >
Tail addition

Cl Cl Cl
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«+CH,~CH=CH,~CH—CH-CH,

VC / cl Cl Cl
7

\

Chloromethyl branch

~CH,=CH~CH, ~CH=CH~CH,

[ o
|

i
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Scheme 34 (B, butadiene)

2. By analogy with the chemistry seen with monoene mono-
mers, the propagating species could, in principle, add to one
of the internal (2- or 3-) positions of the diene (Scheme 34).

Analyses of polymer microstructures do not allow these possi-
bilities to be unambiguously distinguished. However, electron
paramagnetic resonance (EPR) experiments demonstrate that
radicals add exclusively to one of the terminal methylenes.'?'

When used in conjunction with unsymmetrical dienes with
substituents in the 2-position, the term ‘tail addition’ has been
used to refer to addition to the methylene remote from the
substituent. ‘Head addition’ then refers to addition to the
methylene bearing the substituent (i.e., head addition =
4,1- or 4,3-addition; tail addition = 1,4- or 1,2-addition) as
illustrated below for chloroprene (Scheme 35). Note that
1,2- and 4,3-addition give different structures, while 1,4- and
4,1-addition give equivalent structures and a chain of two or
more monomer units must be considered to distinguish
between head and tail addition.

Tacticity is only a consideration for units formed by
1,2-addition. However, units formed by 1,4-addition may
have a cis- or a trans-configuration.

In anionic and coordination polymerizations, reaction con-
ditions can be chosen to yield polymers of specific
microstructure. However, in radical polymerization, while
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4,3- trans-4,1-

cis-4,1-
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Scheme 35

some sensitivity to reaction conditions has been reported, the
product is typically a mixture of microstructures in which
1,4-addition is favored. Substitution at the 2-position (e.g.,
isoprene or chloroprene) favors 1,4-addition and is attributed
to the influence of steric factors. The reaction temperature does
not affect the ratio of 1,2:1,4-addition but does influence the
configuration of the double bond formed in 1,4-addition.
Lower reaction temperatures favor trans-1,4-addition.

Early work on the microstructure of the diene polymers has
been reviewed.®' While polymerizations of a large number of
2-substituted and 2,3-disubstituted dienes have been
reported,122 little is known about the microstructure of diene
polymers other than polybutadiene (PB),'** polyisoprene,'**
and polychloroprene.'?’

3.04.3.3 Structural Isomerism — Rearrangement

During most radical polymerizations, the basic carbon skeleton
of the monomer unit is maintained intact. However, in some
cases the initially formed radical may undergo intramolecular
rearrangement leading to the incorporation of new structural
units into the polymer chain. The rearrangement may take the
form of ring closure (see Section 3.04.3.3.1), ring opening
(see Section 3.04.3.3.2), or intramolecular atom transfer (see
Section 3.04.3.3.3).

The unimolecular rearrangement must compete with nor-
mal propagation. As a consequence, for systems where there is
<100% rearrangement, the concentration of rearranged units

\

Mwb

Scheme 36

1,2- trans-1,4- cis-1,4-

in the polymer chain will be dependent on reaction conditions.
The use of low monomer concentrations will favor the unim-
olecular process and it follows that the rearrangement process
will become increasingly favored over normal propagation as
polymerization proceeds and monomer is depleted (i.e., at
high conversion). Higher reaction temperatures generally also
favor rearrangement.

3.04.3.3.1 Cyclopolymerization

Diene monomers with suitably disposed double bonds may
undergo intramolecular ring closure in competition with pro-
pagation (Scheme 36). The term cyclopolymerization was
coined to cover such systems. Many systems that give cyclopo-
lymerization to the exclusion of ‘normal’ propagation and
cross-linking are now known. The subject is reviewed in a series
of works by Butler,??242>126:127

Intramolecular cyclization is subject to the same factors as
intermolecular addition (see Section 3.04.2.3). However,
stereoelectronic factors achieve greater significance because
the relative positions of the radical and double bond are con-
strained by being part of the one molecule and can lead to head
addition being the preferred pathway for the intramolecular
step.

Geometric considerations in cyclopolymerization are opti-
mal for 1,6-dienes. Instances of cyclopolymerization involving
formation of larger rings have also been reported, as have
examples where sequential intramolecular additions lead to
bicyclic structures within the chain. Various 1,4- and 1,5-dienes

/W
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(c) 2013 Elsevier Inc. All Rights Reserved.



80 Radical Polymerization

are proposed to undergo cyclopolymerization by a mechanism
involving two sequential intramolecular additions.

3.04.3.3.2 Ring-opening polymerization

Much of the interest in ring-opening polymerizations stems
from the fact that the polymers formed may have lower den-
sities than the monomers from which they are derived (i.e.,
volume expansion may accompany polymerization).'?%-!3!
This is in marked contrast with conventional polymerizations
that typically involve a nett volume contraction. Such polymer-
izations are therefore of particular interest in adhesive, mold
filling, and other applications where volume contraction is
undesirable. Their use in dental composite and adhesive com-
positions has attracted recent attention.'*!

Ring-opening polymerizations and copolymerizations also
offer novel routes to polyesters and polyketones. These poly-
mers are not otherwise available by radical polymerization.
Finally, ring-opening copolymerization can be used to give
end-functional polymers. For example, copolymerization of
ketene acetals with, for example, S, and basic hydrolysis of
the ester linkages in the resultant copolymer offers a route to
a,0-difunctional polymers.

Reviews on radical ring-opening polymerization include
those by Sanda and Endo,'*? Klemm and Schultz, '3 Cho,3*
Moszner et al.,'>> Endo and Yokozawa,'>° Stansbury,130 and
Bailey."*” A review by Colombani'*® and Moad et al. on addi-
tion-fragmentation processes is also relevant. Monomers used
in ring opening are typically vinyl- (e.g., vinylcyclopropane -
Scheme 37) or methylene-substituted cyclic compounds (e.g.,
ketene acetals) where addition to the double bond is followed
by B-scission.

However, there are also examples of addition across a
strained carbon-carbon single bond, as occurs with bi-
cyclobutane'®® and derivatives.'**'*! Interestingly, 1-cyano-
2,2,4,4-tetramethylbicylobutane is reported to provide a
polyketenimine.'*? This is the only known examples of a
a-cyanoalkyl radical adding monomer via nitrogen.

For ring opening to compete effectively with propagation,
the former must be extremely facile. For example, with
k,~10°-10°M™'s™! the rate constant for ring opening (kg)
must be at least ~10°-10°s™" to give >99% ring opening in
bulk polymerization. The reaction conditions can be chosen so
as to favor ring opening. Ring opening will be favored by dilute
reaction media and, usually, by higher polymerization
temperatures.

The ring-opening reaction usually results in the formation of
a new unsaturated linkage. When this is a carbon-carbon double
bond, the further reaction of this group during polymerization
leads to a cross-linked (and insoluble) structure and can be a
serious problem when networks are undesirable. In many of the
applications mentioned above, cross-linking is desirable.

/W v e "'H«/.W kﬁ
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3.04.3.3.3 Intramolecular atom transfer
It has been known for some time that intramolecular atom
transfer, or backbiting, complicates polymerizations of E
(Scheme 38), VAc, and VC. Recent work has shown that back-
biting is also prevalent in polymerization of acrylate esters
(Section 3.04.3.3.3(i)) and probably occurs to some extent
during  polymerizations of most monosubstituted
monomers, #3144

Viswanadhan and Mattice'*” carried out calculations aimed
at rationalizing the relative frequency of backbiting in these
and other polymerizations in terms of the ease of adopting the
required conformation for intramolecular abstraction (see
Section 3.04.2.4.4). More recent theoretical studies generally
support these conclusions and provide more quantitative esti-
mates of the Arrhenius parameters for the process.'*®'*”

Cases of ‘addition-abstraction’ polymerization have also
been reported where propagation occurs by a mechanism
involving  sequential  addition and intramolecular
1,5-hydrogen atom transfer steps (Section 3.04.3.3.3(ii)).

3.04.3.3.3(i) Acrylate esters and other monosubstituted monomers
Recent work has shown that backbiting is prevalent in poly-
merizations and copolymerizations of acrylate
esters, 431441487159 ¢ i5 also observed in S polymerization at
high temperature'** and probably occurs to some extent dur-
ing polymerizations of most monosubstituted monomers. At
high temperatures, and at low temperatures in very dilute
solution, backbiting may be followed by fragmentation
(Scheme  39).143144148-150.138 At Jower temperatures
short-chain branch formation dominates.'*'~">* The backbit-
ing process complicates the measurement of propagation rate
constants for acrylates.'®°

The high-temperature polymerization of acrylates with the
backbiting-fragmentation process has been used to synthesize
macromonomers  based on acrylate esters,'*3!4%130
Interestingly, fragmentation shows a strong preference for giv-
ing the polymeric macromonomer (36) and a small radical
(37).'%3'** An explanation for this specificity has yet to be
proposed.

3.04.3.3.3(ii) Addition-abstraction polymerization

Several examples of addition-abstraction polymerization have
been reported. In these polymerizations, the monomers are
designed to give quantitative rearrangement of the initially
formed adduct via 1,5-hydrogen atom transfer (Scheme 40).
The monomers (38) are such that the double bond is electron
rich (vinyl ether) and the site for 1,5-H transfer is electron
deficient. This arrangement favors intramolecular abstraction
over addition. Thus compound (38a) undergoes'®"'®? quanti-
tative rearrangement during homopolymerization. For 38b,
where the site of intramolecular attack is less electron deficient,
up to 80% of propagation steps involve intramolecular abstrac-
tion. As expected, higher reaction temperatures and lower

ZHY_R JH_R

R Backbiting R
—_—

Scheme 38
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monomer concentrations favor the intramolecular abstraction
pathway.

3.04.3.4 Propagation Kinetics and Thermodynamics

In this section, we consider the kinetics of propagation and the
features of the propagating radical (P,®) and the monomer (M)
structure that render the monomer polymerizable by radical
homopolymerization (Section 3.04.3.4.1).

In the literature on radical polymerization, the rate constant
for propagation, k,, is often taken to have a single value (i.e.,
kp(1) =kp(2) = kp(3) = kp(n) - refer Scheme 41). However, there
is now good evidence that the value of &, is dependent on chain
length, at least for the first few propagation steps (Section
3.04.3.4.1), and on the reaction conditions.

3.04.3.4.1 Polymerization thermodynamics

Polymerization thermodynamics has been reviewed by Allen
and Patrick,'®® Ivin,'®* Ivin and Busfield,'®® Sawada,'®® and
Busfield.'®” In most radical polymerizations, the propagation
steps are facile (k,, typically > 10°M™"s™" - Section 3.04.3.4.2)
and highly exothermic. Heats of polymerization (AH,) for
addition polymerizations may be measured by analyzing the
equilibrium between monomer and polymer or from calori-
metric data using standard thermochemical techniques. Data
for polymerization of some common monomers are collected
in Table 2. Entropy of polymerization (AS,) data are more

P1' + M e P2’ kp(1 )[Pn.][M]

P2- + M — P3' kp(2)[Pn.][M]

Pe + M S Py k(3P ]M]

Pn' + M - Pn+ 1° kp(n)[P”.][M]
Scheme 41

3 H . _R! R’
Backbiting MN\( . R2 AM\ .
—_— —
o} o} R

scarce. The scatter in experimental numbers for AH,, obtained
by different methods appears quite large and direct compari-
sons are often complicated by effects of the physical state of the
monomer and polymers (i.e., whether for solid, liquid or solu-
tion, degree of crystallinity of the polymer).

The addition of radicals and, in particular, propagating
radicals to unsaturated systems is potentially a reversible pro-
cess (Scheme 42). Depropagation is entropically favored and
the extent therefore increases with increasing temperature
(Figure 12). The temperature at which the rate of propagation
and depropagation become equal is known as the ceiling tem-
perature (T.). Above T. there will be net depolymerization.

With most common monomers, the rate of the reverse
reaction (depropagation) is negligible at typical polymeriza-
tion temperatures. However, monomers with alkyl groups in
the a-position have lower ceiling temperatures than monosub-
stituted monomers (Table 2). For MMA at temperatures
<100°C, the value of K. is <0.01 (Figure 12).
a-Methylstyrene (AMS) has a ceiling temperature of <30 °C
and is not readily polymerizable by radical methods. This
monomer can, however, be copolymerized successfully.

The value of T, and the propagation/depropagation equili-
brium constant (Keq) can be measured directly by studying the
equilibrium between monomer and polymer or they can be
calculated at various temperatures given values of AHy, and AS,,
using eqns [24] and [25], respectively.

AH, A
K=o (- = i [24]

RT R

where [M]q is the equilibrium monomer concentration.
T AH,,
© " AS, +RInM]
Note that the value of T, is dependent on the monomer con-
centration. In the literature, values of T. may be quoted for

25]
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Table 2 Thermodynamic parameters for polymerization of selected monomers (CHy=CRX)

AH, (kJmol)
Monomer X R 2 b ¢ AS,C (Jmol'KT) T2 eC)
AA CO,H H 67 - - - -
MAA CO,H CHs 43 65 - - -
MA CO,CH; H 78 - - - -
MMA CO,CH3 CHs 56 (58) 55 56168169 11g168169 202
EMA C0,CoHs CH, 60 (58) - 60'7° 124170 211
BMA C0,CsHy  CHs 58 (60) - - - -
MEA'"" C0,CH3 CoHs 32° - - - 22
AN CN H 75 - - 109767 415
MAN CN CHs 57 - 64172 1429172 177
S Ph H 69(73) 70 73178 104178 428
AMS Ph CHs - 35 45174 148174 31
VAc 0,CCH3 H 88(90) - - - -
Ve cl H 9% 12 - - -

From calorimetry — data are for liquid monomer to amorphous solid polymer or for liquid monomer to polymer in monomer (in
parentheses) and are taken from the Polymer Handbook unless otherwise indicated.'®” All data are rounded to the nearest whole
number.

%From heat of combustion monomer and polymer — data are for liquid monomer to amorphous solid polymer and are taken from the
Polymer Handbook."®” All data are rounded to the nearest whole number.

“From studies of monomer—polymer equilibria — data are for liquid monomer to amorphous solid polymer. Al data are rounded to the
nearest whole number.

“Calculated from numbers of AH, (column ¢ except for AN) and AS, shown and [M]=1.0.

“Based on a measured T; of 82 °C in bulk monomer and an assumed value for AS, of 105 J mol~' K™".""" A more reasonable value of
AS, of 120 mol~" K" would suggest a AH, of 40 kJmol™.

Partially crystalline polymer.

9In benzonitrile solution.

AA, acrylic acid; MAA, methacrylic acid; MA, methy! acrylate; MMA, methyl methacrylate; BMA, butyl methacrylate; MEA, methyl
ethacrylate; AN, acrylonitrile; MAN, methacrylonitrile; S, styrene; AMS, a-methylstyrene; VAc, vinyl acetate; VVC, vinyl chloride

[M]=1.0M, for [M]=[M]eq, or for bulk monomer. Thus care comparing values of T.. One problem with using the above

must be taken to note the monomer concentration when method to calculate K.q or T¢ is the paucity of data on AS,,. A
further complication is that literature values of AH, show
Keq variation of +2kJmol-1 that may in part reflect medium
Pit + M == Ppyy effects.'®” This ‘error’ in AH,, corresponds to a significant uncer-
Scheme 42 tainty in Te.
T(°C)
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Figure 12 Dependence of K, on temperature for selected monomers based on values of AH, and AS, shown in Table 2 AN, acrylionitrile; S, styrene;
MMA, methyl methacrylate; MAN, methacrylonitrile; AMS, a-methylstyrene.
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Steric factors appear to be dominant in determining AH,
and AS,,. The resonance energy lost in converting monomer to
polymer is of secondary importance for most common mono-
mers. It is thought to account for AH, for VAc and VC being
lower than for acrylic and styrenic monomers.

Evidence for the importance of steric factors comes from a
consideration of the effect of a-alkyl substituents. It is found
that the presence of an a-methyl substituent raises AH, by at
least 20k] mol-1 (Table 2, compare entries for acrylic acid
(AA) and methacrylic acid (MAA), methyl acrylate (MA) and
MMA, acrylonotrile (AN) and MAN, S and AMS). The higher
AH,, probably reflects the greater difficulty in forming bonds to
tertiary centers. This view is supported by the observation that
higher alkyl substituents further increase AH,, (e.g., ethyl in
methyl ethacrylate (MEA),'”" Table 2). Increasing the chain
length of the o-substituent from methyl to ethyl should not
greatly increase the thermodynamic stability of the radical, but
steric factors will make the new bond both more difficult to
form and easier to break.

Limited data suggest that the entropic term may be as
important as the enthalpic term in determining polymerizabil-
ity. The value of AS,, is lowered >20J mol™' K' by the presence
of an o-methyl substituent (Table 2, compare entries for AN
and MAN, S and AMS). This is likely to be a consequence of the
polymers from o-methyl vinyl monomers having a more rigid,
more ordered structure than those from the corresponding
vinyl monomers.

There have been many studies on the polymerizability of
o-substituted acrylic monomers.'”"'7>~178 It is established that
the ceiling temperature for a-alkoxyacrylates decreases with the
size of the alkoxy group.'”> However, it is of interest that
polymerizations of o-(alkoxymethyl)acrylates (40),'” o- (acy-
loxymethyl)acrylates (41),'”” and captodative substituted
monomers (42, 43)'”° appear to have much higher ceiling
temperatures than the corresponding a-alkylacrylates (e.g.,
MEA). For example, methyl a-ethoxymethacrylate'”® readily
polymerizes at 110 °C, whereas MEA'”! has a very low ceiling
temperature (Table 2). However, values of the thermodynamic
parameters for these polymerizations have not yet been
reported.

T
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3.04.3.4.2 Measurement of propagation rate constants
Methods for measurement of k, have been reviewed by
Stickler,'*'®! van Herk,'®> and more recently by Beuermann
and Buback.'® A largely noncritical summary of values of k,
and k, obtained by various methods appears in the Polymer
Handbook."®* Literature values of k, for a given monomer may
span 2 or more orders of magnitude. The data and methods of
measurement have been critically assessed by International Union
of Pure and Applied Chemistry (IUPAC) working parties' >
and reliable values for most common monomers are now avail-
able."®® The wide variation in values of k, (and k) obtained from
various studies does not reflect experimental error but differences
in data interpretation and the dependence of kinetic parameters
on chain length and polymerization conditions.

Traditionally, measurement of k;, has required determination
of the rate of polymerization under steady-state (to give k, /k*)
and non-steady-state conditions (to give kp/k;). The classical tech-
niques in this context are the rotating sector'’?~'> and related
methods such as spatially intermittent polymerization (SIP).'”®

EPR methods that allow a more direct determination of k,
have been developed. These enable absolute radical concentra-
tions to be determined as a function of conversion. With
especially sensitive instrumentation, this can be done by direct
measurement.'?” 2% An alternative method, applicable at high
conversions, involves trapping the propagating species in a
frozen matrix’°'?%? by rapid cooling of the sample to liquid
nitrogen temperatures.

The radical concentration, when coupled with information
on the rate of polymerization, allows kj, (and k) to be calculated.
The EPR methods have been applied to various polymerizations
including those of B, DMA, MMA, 2017206 g 207.208 51d VA2
Values for k, are not always in complete agreement with those
obtained by other methods (e.g., pulsed laser polymerization
(PLP), SIP) and this may reflect a calibration problem. Problems
may also arise because of the heterogeneity of the polymeriza-

205 and insufficient sensitivity for the

tion reaction mixture
radical concentrations in low-conversion polymerizations*°? or
very low molecular weights. Some data must be treated with

caution. However, the difficulties are now generally recognized

and are being resolved.?°
e
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Figure 13  Experimental molecular weight distribution obtained by GPC
(——) and its first derivative with respect to chain length (-------- )
for PS prepared by PLP. The vertical scales are in arbitrary units.
Polymerization of 4.33 M styrene at 60 °C with benzoin 0.006 M and laser
conditions: 2. =350 nm, 80-100 mJ per pulse, t=0.05s.2'

PLP has emerged as the most reliable method for extracting
absolute rate constants for the propagation step of radical
polymerizations.'®® The method can be traced to the work of
Aleksandrov et al.>'° PLP in its present form owes its existence
to the extensive work of Olaj and coworkers®'! and the efforts
of an TUPAC working party.'%*~'*! The method has now been
successfully applied to establish rate constants, ky(overall), for
many polymerizations and copolymerizations.

In PLP the sample is subjected to a series of short (<30 ns)
laser pulses at intervals 7. Analysis of the molecular weight
distribution gives the length of chain formed between succes-
sive pulses (v) and this yields a value for k,, (eqn [26]).

v =kp M]z [26]

A molecular weight distribution for a PS sample obtained from
a PLP experiment with S is shown in Figure 13. Olaj et al.”"’
found empirically that v was best estimated from the points of
inflection in the molecular weight distribution. Kinetic model-
ing of PLP has been carried out using Monte Carlo
methods?'??' or by numerical integration.”’*?'> These stu-
dies confirm that the point of inflection in the molecular

OR

CO,CHj CO,R
39(MEA) 40

weight distribution is usually a good measure of v. With choice
of polymerization conditions, the values of v are relatively
insensitive to the termination rate and mechanism and the
occurrence of side reactions such as transfer to monomer.
Some difficulties are experienced with high k, monomers (acry-
lates, VAc) but appear to have been resolved through the use of
low reaction temperatures and dilute media.>'® These difficul-
ties may arise through interference from backbiting '®®
Independent determination of the rate of polymerization
allows kp/k, and hence k, to be evaluated.”'®

There are some reports that values of k, are conversion
dependent and that the value decreases at high conversion

CO,R

due to k, becoming limited by the rate of diffusion of mono-
mer. While conversion dependence of k, at extremely high
conversions is known, some data that indicate this may need
to be reinterpreted, as the conversion dependence of the initia-
tor efficiency was not recognized.

3.04.3.4.3 Dependence of propagation rate constant

on monomer structure

Recent data for kj, are summarized in Table 3. Monomers have
been grouped into three series according to the a-substituent
(hydrogen, methyl, other). Some trends can be seen.

1. The Arrhenius A factor decreases by almost an order of
magnitude in going from monomers with an a-hydrogen
(20-80 x 10°M™'s™') to those with an a-methyl
(2-5x 10°M™"'s7") and decreases further for those with a
larger o-substituent, dimethyl itaconate (44), and the MA
dimer (45), (0.2-1 x 10°M™"'s™") (Table 3). The same over-
all trend is seen for analogous reactions of small radicals
(Table 4) and is predicted by theory.

2. Within both the a-hydrogen and a-methyl series, the lowest
ky, values (for MAN, S, B) are associated with the highest
activation energies and the more stable propagating radicals.

3. Within the series of alkyl acrylates and methacrylates, there
is a clear tendency for increase in k, with increase in the
length of the alkyl chain. The effect is small and, on the basis
of the data shown in Table 3, cannot be assigned to a
variation in A or E,. However, there are reasonable theore-
tical grounds to expect that this effect could be assigned to
changes in the frequency factor.

4. The methacrylic monomers with protic substituents (MAA,
2-hydroxyethyl methacrylate (HEMA)) are associated with
higher k,, values that are solvent and concentration depen-
dent. The effect is suggestive of monomer-polymer and/or
monomer-monomer  association through hydrogen
bonding.

5. The lowering of k, with the increase in size of the
a-substituent (MA>MMA >44 ~ 45) is associated with an
increase in A and a decrease in E,.

N
O,CR OR NCOCH,
CO,R COsR
42 43

3.04.3.4.4 Chain length dependence of propagation rate
constants

It is usually assumed that propagation rate constants in homo-
polymerization (k) are independent of chain length and, for
longer chains (length>20), there is experimental evidence to
support this assumption.'?®?°” However, there is now a body
of indirect evidence to suggest that the rate constants for the
first few propagation steps ky(1), kp(2), and so on can be
substantially different from ky(overall) (refer Scheme 41).
The effect can be seen as a special case of a penultimate unit
effect. Evidence comes from a number of sources, for example:
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Table 3 Kinetic parameters for propagation in selected radical
polymerizations in bulk monomer

k, (60°CF A° EL
Monomer M'sT)  (M's"x 10°) (kJmol") Reference
o-H
MA 28000 16.6 17.7 217
BA 31000 15.8 17.3 218
DA 39000 17.9 17.0 217
VAc 8300 14.7 20.7 219
s¢ 340 42.7 325 189
B 200 80.5 35.7 220
a-Methyl
MAA 1200 - - 221
MAA(MeOH)? 1000 0.60 17.7 221
MAA(H,0)¢ 6700 1.72 15.3 -
MMA® 820 2.67 224 188
EMA® 870 4.06 234 187
nBMA? 970 3.78 22.9 187
BMA 1000 2.64 21.8 222
EHMA 1200 1.87 204 222
DMA® 1300 2.50 21.0 187
HEMA 3300 8.88 21.9 223
GMA 1600 4.41 21.9 223
MAN 59 2.69 29.7 224
a-Other
44 25 0.20 24.9 225
45 30 1.25 29.5 226

“Values are calculated from the Arrhenius parameters shown and given to two
significant figures.

alues given to three significant figures.

9UPAC benchmark value.

33v0l% MAA in methanol. Values are dependent on solvent and on concentration.
#15v0l% in water.

MA, methyl acrylate; BA, butyl acrylate; DA, dodecy! acrylate; VAc, vinyl acetate; S,
styrene; B, butadiene; MAA, methacrylic acid; MMA, methyl methacrylate; nBMA,
n-butyl methacrylate; BMA, iso-butyl methacrylate; EHMA, 2-gthyhexyl methacry-
late; DMA, dodecyl methacrylate; HEMA, 2-hydroxyethyl methacrylate; GMA,
glycidyl methacrylate; MAN, methacrylonitrile; S, styrene

1. Chain transfer constants (kp/k;;) often show a marked chain
length dependence for very short chain lengths, indicating
that k;,, kg, or both are chain length dependent.227

2. The absolute rate constants for the reaction of small model
radicals with monomers are typically at least an order of mag-

nitude greater than the corresponding values of k;, (Table 4).7**

3. Aspects of the kinetics of emulsion polymerization”® can be
explained by invoking chain length dependence of k.

4. The apparent chain length dependence of k,(average) in PLP
experiments (Section 3.04.3.4.2) can be interpreted in this
light.>'* However, Olaj et al.>*° have interpreted the same
and similar data as suggesting a smaller decrease in k;, over a
much longer range of chain lengths. They proposed that
chain length dependence was a consequence of a change
in the degree of solvation of the polymer chain and thus in
the effective monomer concentration in the vicinity of the
chain end. The explanation is analogous to that proposed to

bootstrap

Beuermann'®? has questioned these interpretations, point-

explain the effect in copolymerization.
ing out that the interpretation of PLP data can be
problematical due to the dependence of the shape of the

molecular weight distribution on experimental parameters.

There have been attempts at direct measurements of these
important kinetic parameters in AN,?3% MA,3! MAN,232233
MMA,?*? and $*** polymerizations. When the reaction is com-
pared to a reference reaction, care must be taken to establish the
influence of chain length on the reference reaction.

Frequency factors for addition of small radicals to monomers
are higher by more than an order of magnitude than those for
propagation (Table 4). Activation energies are typically lower.
However, trends in the data are very similar, suggesting that the
same factors are important in determining the relative reactivities
for both small radicals and propagating species. The same appears
to be true with respect to reactivities in copolymerization.”*®

CO.CH CO,CH3
CO,CH3 COLCH,
44 45

3.04.4 Termination

In this section we consider reactions that lead to the cessation
of growth of one or more polymer chains. Three processes will
be distinguished:

1. The self-reaction of propagating radicals by combination
and/or disproportionation (e.g., Scheme 43) (Section
3.04.4.1).

Table 4 Rate constants (25 °C) and Arrhenius parameters for propagation of monomers CH, = CR'R®
compared with rate constants for addition of small radicals®?®

ky? Log E, ky? Log E,
Monomer — (M's’) A (kJmol')  Model M's) AP (kJmol™")
E 77 7.27 34.3 *CH3 12000 8.5 28.2
S 340 7.63 325 *CH,Ph 4700 8.5 30.8
MA 28000 7.22 17.7 a7 1100000 8.5 15.6
AN - - - *CH,CN 410000 8.5 18.4
MMA 820 6.43 22.4 49 9700 75 22.4
MAN 59 6.42 29.7 *G(CH3)2CN 2300 75 26.4

Values at 60 °C calculated from the Arrhenius parameters shown and quoted to two significant figures.
b 0g A values based on recommendations of Fischer, H.; Radom, L. Angew. Chem., Int. Ed. Engl. 2001, 40, 1340-1371.2%
E, ethylene; S, styrene; MA, methyl acrylate; AN, acrylonitrile; MMA, methyl methacrylate; MAN, methacrylonitrile
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Combination

NCHZ—(IDH + (I;H-CHzM
Ph Ph

Scheme 43

. Combination
NCHZ-CIDH N NCHQ-CI)H—I
Ph Ph

'Asproportionati%\

~CH=GH «CHy=GH,

Ph pn *ICH

Scheme 44

. Inhibition
NCHZ—CI)H + Ze —> NCHZ—CI)H—Z
Ph Ph

Scheme 45

2. Primary radical termination (Sections 3.04.3.1.9); the reac-
tion of a propagating radical with an initiator-derived (Ie,
Scheme 44) or transfer agent-derived radical. The signifi-
cance of this process is highly dependent on the structure of
the radical (Ie).

3. Inhibition (Section 3.04.4.2); the reaction of a propagating
radical with another species (Ze, Scheme 45) to give a dead
polymer chain. Ze is usually of low molecular weight.
Examples of inhibitors are ‘stable’ radicals (e.g., nitroxides,
oxygen), nonradical species that react to give ‘stable’ radicals
(e.g., phenols, quinones, nitroso compounds) and transi-
tion metal salts.

Chain transfer, the reaction of a propagating radical with a
nonradical substrate to produce a dead polymer chain and a
new radical capable of initiating a new polymer chain, is dealt
with elsewhere. There are also situations intermediate between
chain transfer and inhibition where the radical produced is less
reactive than the propagating radical but still capable of reini-
tiating polymerization. In this case, polymerization is slowed
and the process is termed retardation or degradative chain
transfer.

3.04.4.1 Radical-Radical Termination

The most important mechanism for the decay of propagat-
ing species in radical polymerization is radical-radical
reaction by combination or disproportionation as shown
in Scheme 43. This process is sometimes simply referred
to as bimolecular termination. However, this term is mis-
leading since most chain termination processes are
bimolecular reactions.

Before any chemistry can take place, the radical centers of the
propagating species must come into appropriate proximity and it
is now generally accepted that the self-reaction of propagating

\:,-CH=C|)H +

Disproportionation

#CH,~CH=CH-CHy
Ph Ph

CHy-CHy™~
Ph Ph

radicals is a diffusion-controlled process. For this reason, there is
no single rate constant for termination in radical polymerization.
The average rate constant usually quoted is a composite term that
depends on the nature of the medium and the chain lengths of
the two propagating species. Diffusion mechanisms and other
factors that affect the absolute rate constants for termination are
discussed in Section 3.04.4.1.1(iv).

Even though the absolute rate constant for reactions
between propagating species may be determined largely by
diffusion, this does not mean that there is no specificity in the
termination process or that the activation energies for combi-
nation and disproportionation are zero or the same. It simply
means that this chemistry is not involved in the
rate-determining step of the termination process.

The relative importance of combination and disproportiona-
tion in relevant model systems and in polymerizations of some
common monomers is considered in Sections 3.04.4.1.2(i) and
3.04.4.1.2(ii), respectively. The significance of the termination
mechanism on the course of polymerization and on the proper-
ties of polymers is discussed briefly in Section 3.04.4.1.2.

3.04.4.1.1 Termination kinetics
A detailed treatment of termination kinetics is beyond the scope
of this book. However, some knowledge is important in under-
standing the chemistry described in subsequent sections. There are
a number of reviews of the kinetics of radical-radical termination
of propagating species. Those by North?**> and O'Driscoll**® pro-
vide a useful background. Significant advances in our knowledge
of termination kinetics came with the development of pulsed
laser methods. Recent reviews include those by Buback et al.,**”
Russell,”?%>*" and de Kock et al.?**?** Many of the issues sur-
rounding termination have been summarized by one IUPAC
working party.'8>'8¢191 Vialues of, and methods of determining,
termination rate constants are currently being critically assessed by
another working party. 2”2

In Section 3.04.4.1.1(i), we provide an overview of the
classical treatment of polymerization kinetics. Some aspects
of termination kinetics are not well understood and no wholly
satisfactory unified description is in place. Nonetheless, it
remains a fact that many features of the kinetics of radical
polymerization can be predicted using a very simple model in
which radical-radical termination is characterized by a single
rate constant. The termination process determines the molecu-
lar weight and molecular weight distribution of the polymer. In
Section 3.04.4.1.1(ii), we define the terminology used in
describing molecular weights and molecular weight distribu-
tions. In Section 3.04.4.1.1(iii), we provide a simple statistical
treatment based on classical kinetics and discuss the depen-
dence of the molecular weight distribution on the termination
process. Some of the complexities of termination associated
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with diffusion control and the dependence on chain length and
on conversion are described in Section 3.04.4.1.1(iv).

Termination in heterogeneous polymerization is discussed
in Section 3.04.4.1.1(v) and the more controversial subject of
termination during RDRP is described in  Section
3.04.4.1.1(vi).

3.04.4.1.1(i) Classical kinetics

The overall rate constant for radical-radical termination can be
defined in terms of the rate of consumption of propagating
radicals. Consider the simplified mechanism for radical poly-
merization shown in Scheme 46.

Ideally, as long as the rate constants for reinitiation (kir, kin)
are high with respect to that for propagation (k;,), the transfer
reactions should not directly affect the rate of polymerization
and they need not be considered further in this section. The
overall rate constant for radical-radical termination (k) can be
defined in terms of the rate of consumption of propagating
radicals as shown in eqn [27]:

R, = -2k[Pe]’ [27]

where [Pe] is the total concentration of propagating radicals
and k= ki + k.

In many works on radical polymerization, the factor 2 is
by convention incorporated into the rate constant.?**?¢ In
this case, R = —k|Pe].> The termination rate constant is then
sometimes expressed as k =lk./2 + ky to reflect the fact that
only one polymer chain is formed when two propagating
radicals combine while two are formed in disproportiona-
tion. In reading the literature and when comparing values of
k., care must be taken to establish which definitions have
been used.”*® In accord with the current ITUPAC recommen-
dation,”*” in the following discussion, eqn [27] and
k= ki + kg are used.

Application of a steady-state approximation (that R =R,
eqn [28]) and a long-chain approximation (negligible mono-
mer consumption in the initiation or reinitiation steps)
provides a number of useful relationships.

_d[Po]

4 = Ri-Re=2kaf[L]-2k [Pe]* =0 (28]

3. The total concentration of propagating radicals ([Pe]) (eqn
[29]):

pel = (B 29]

4. The mean lifetime of a propagating radical () (eqn [30]):
T = (2kaf[La]k)*° 30]
5. The average kinetic chain length (7) (eqn [31]):

_ R, R kep[M
7= _f’ = % [31]
Re Ri (2kqf[L]k)
6. The number average degree of polymerization in the
absence of chain transfer (eqn [32]):
Xy = 7 M| [32]
(1 - kﬂ> (2kaf [12Jler)?
t

7. The initiator efficiency (eqn [33]):

ka R
f= (1 * kT) Kokl 53]

It also enables elimination of the radical concentration in the

expression for rate of polymerization (eqn [34]):

L e R R B

In eqn [34], the rate of polymerization is shown as being
half order in initiator (I,). This is true for only initiators that
decompose to two radicals, both of which begin chains. The
form of this term depends on the particular initiator and the

Initiation
Io — 2le R =2kyf[l5]
le + M — Pye kizk,

Propagation

Pyee+M — P, qe
Termination by disproportionation

Pe+P,e —» PHiP =
Termination by combination

I:’n. + Pm' - Pn+m
Termination by chain transfer

Rig= 2ktd[P‘]2

Ry = kIM][Pe]

Ri=Ric+ Ry

Rio=2ki[Pe]?

Pne+ly — Pp+le Ry = Killo][Pe] Ry = Rtr,l + Rtr,M + Rtr,T
Pee+M — P,+Pye Rim = kiym[M][Pe]

Ppe+T — Pj+Te Ry = Kyr[T1[Pe]

Me + M — Pye Ky = kp

Te+M — Pye krzky

Scheme 46
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initiation mechanism. The equation takes a slightly different
form in the case of thermal initiation e.g., styrene, redox initia-
tion, diradical initiation, and so on. Side reactions also cause a
departure from ideal behavior.

Equation [34] can be recast in terms of the fractional con-
version of monomer to polymer as in eqn [35]:

(M]

dln{ — 2
([MJ) - (fa)

dt

i 35]

From this we can see that knowledge of k4f and R;, in a conven-
tional polymerization process readily yields a value of the ratio
kp?/ke. In order to obtain a value for k, we require further
information on kp,. Analysis of R, data obtained under non-
steady-state conditions (when there is no continuous source of
initiator radicals) yields the ratio k,/k.. Various non-steady-state
methods have been developed including the rotating sector
method, SIP, and PLP. The classical approach for deriving the
individual values of k, and k, by combining values of k,” /ki.
with kp/k. obtained in separate experiments can, however, be
problematical because the values of k, are strongly dependent on
the polymerization conditions (Section 3.04.4.1.1(iv)). These
issues are thought to account for much of the scatter apparent
in literature values of k.'®**?*” PLP and related methods yield
absolute values of k,, directly (the methods used for extracting kj,
are discussed in Section 3.04.3.4.2). These values may be com-
bined with either k,” /k; or ky/k; to give k..

The SP-PLP'#3242248 and PS-PLP'%?%? techniques involve
following the monomer conversion induced by a single laser
pulse or a sequence of laser pulses. These experiments are
usually conducted at high pressure because rates of termination
are lower and sensitivities are somewhat higher.'®?

EPR methods can be used to determine the radical concen-
tration [Pe] either directly’®®?°° or via trapping methods.?*!
Fluorescence experiments have also been designed to give [Pe]
for a particular conversion.”*°~>*> Given [Pe] and the rate of
polymerization, ky, can be evaluated using eqn [34]. Given the
rate of initiation and [Pe], k, can be calculated using eqn
[29].192-290253 1t is also possible to estimate k, from the mole-
cular weight distributions given k, and [Pe] using kinetic
simulation.”"?>?

For low conversions, values of the rate constants k, for
monosubstituted monomers (S and acrylates) are
~10°M™'s™! and those for methacrylates are ~ 10’ M™'s™"
and activation energies are small and in the range
3-8kJmol " These activation energies relate to the
rate-determining diffusion process (Section 3.04.4.1.1(iv))
rather than to radical-radical coupling.

Values of termination constants for sterically hindered
monomers may be several orders of magnitude lower than
those for S (and methacrylates). Such monomers include var-
ious a-substituted methacrylates, itaconates, fumarates, and
N-substituted itaconimides and maleimides. Values of k, for
these monomers have been reported to lie in the range
10-10°M™'s! depending on the particular structure.?*®

3.04.4.1.1(ii) Molecular weights and molecular weight averages
The degree of polymerization of a polymer (X;) is equal to the
chain length i (the number of monomer units in the chain). If

we neglect end groups, the number molecular weight (M,) is
given by eqn [36]:

M; = XiM, 36]

where M, is the molecular weight or molar mass of the mono-
mer or repeat unit. By definition, the molar mass of the end
groups should be included in the molecular weight of a poly-
mer but the corresponding quantity is not included in the
degree of polymerization. In this book, in accord with common
usage, we use the term molecular weight rather than molar
mass when referring to polymers.

The number average molecular weight (M,,) is the average
molecular weight of all of the polymer chains that make up a
sample and is given by eqn [37]:

o Zn,—X,—

M 37
n Zni 0 [ }

where n; is the concentration of chains of length i (monomer
units)

The weight average molecular weight (M,,) is given by eqn
[38]:

M, = SwiXi V= X
Zwi ZniXi

Mo [38]

where w; is the weight of chains of length i.
The z average molecular weight (M,) is provided by eqn
[39]:

- nX;>
MZ _ E 1 12
Zi’liXi

Mo (39]

This term gives some information about the asymmetry of the
molecular weight distribution and is important in analyzing
sedimentation behavior in ultracentrifugation.

It is also useful to define the moments of the chain
length distribution (CLD). The jth moment is defined in
eqn [40]:

H=ynX/ [40]

The zeroth moment 2°=Yn; can be recognized as the total
concentration of polymer chains and the first moment
21 =3 n; X; = Yw; is the total concentration of repeat or monomer
units in those chains. The moments can be related to the
molecular weight averages as follows:

At _ 72 _ 03
M, =My, My =Moo, M, =—5M,
p) yl pi

The breadth of the molecular weight distribution is often dis-
cussed in terms of the dispersity (P) (also commonly called the
polydispersity index or the polydispersity) and is expressed in
terms of the moments as shown in eqn [41]:

X My 24

Xn —Mn :W [41}

In calculations the moments can be treated as concentrations.
Kinetic simulation of radical polymerization to evaluate dis-
persities typically involves evaluation of the moments rather
than the complete distribution. This method of moments
is accurate as long as the kinetics are independent of chain
length.
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3.04.4.1.1(iii) Molecular weight distributions
The simple statistical treatment of radical polymerization can
be traced back to Schultz.?** Texts by Flory® and Bamford
et al."® are useful references.

The probability of a propagation event (¢) can be defined as
shown in eqn [42]:

Ry

¢= Ry+R, + Ry

_ kp[M]
kp[M] + 2k [Pe] + ki[l2] + kum[M] + Fyr[T]

(42]

A given chain will undergo i-1 propagation steps (each with
probability ¢) before termination (with probability 1-¢).
Thus, if termination is wholly by chain transfer or dispropor-
tionation, the CLD is given by eqn [43] (Figure 14):

= ¢ (1-¢) [43]

This distribution is known as the Schultz-Flory or most prob-
able distribution.®
The moments of the molecular weight distribution are

AP =10"=(1-¢)" 2 =1+ ¢)(1-¢)7

and the average degrees of polymerization and dispersity are

- 1 - 1
X *——Hj}

n:g, w = ndD:—W:1+(/)

, a -
1_¢ i Xn
and for long chains as ¢ — 1, b — 2.

If termination is wholly by combination, it can be shown'®
that the number distribution is given by eqn [44] (Figure 14):

ni = (i-1)(1-¢)’¢™> [44]

The moments of the molecular weight distribution are

=1, =201-¢)", 22 =(4+2¢)(1-9)7

and the average degrees of polymerization and dispersity are

The molecular weight distribution in this case is significantly
narrower. For long chains as ¢ — 1 so D — 1.5.

For the more general case, the molecular weight distribution
will be described by a weighted average of eqns [43] and [44]

(eqn [45]):

b Re
" R +Ry

(-1)(1-6) 9™ + R G (1-g) (4]

These equations predict that for oligomers with degree of poly-
merization less than 10, dispersities significantly less than 1.5
will be obtained (Figure 15).

The above treatment applies only to polymerizations where
there is negligible conversion of monomer, initiator, and trans-
fer agents. Analytical treatments have been devised to take into
account effects of conversion and more complex mechanisms.
Discussion of these is beyond the scope of this book.

A common error is to confuse the gel permeation chroma-
tography (GPC) distribution with the weight distribution. The
response of a refractive index detector is proportional to the
mass of polymer. The GPC elution volume (V) typically scales
according to the logarithm of the degree of polymerization (or
the logarithm of the molecular weight). Thus, V~a+b log i
(where a and b are constants) and a volume increment (dV)
will be proportional to di/i. It follows that the y-axis of the GPC
distribution (e.g., Figure 14b) is proportional to iw; or i*n;.

3.04.4.1.1(iv) Diffusion-controlled termination

Termination by self-reaction of propagating radicals is a
diffusion-controlled process even at very low conversion.?*’
The evidence for this includes the following:

1. Analogy with the known chemistry of small radicals. The
rate constants for self-reaction of small radicals approach
the diffusion-controlled limit and the rate constants can be
predicted using the Smoluchowski equation.

2. The value of k; shows an inverse dependence on medium
viscosity as anticipated for a diffusion-controlled reaction.

- 2 2+ ¢ Xy 2+0¢ 3. The value of k, decreases with increasing pressure (positive
Xn=—, Xy=—7—,andD=—=—— L . . .
1-¢ 1-¢ Xn 2 activation volume). For a reaction involving the
(@ (b)
0.010____\_~\~L\HH T T TTTIT 111114 T T ||||||| T |||||||| T T T TTTIT
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Figure 14  (a) Number and (b) GPC distributions for two polymers both with Xn = 100. The number distribution of chains formed by disproportionation
or chain transfer (------ .2 =1.0, Xy/X, = 2.0) is calculated using eqn [43]. The number distribution of chains formed by combination

(— ¥m =1.0, Xyy/X, = 1.5) is calculated using eqn [44].
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Figure 15 Dispersity (D) as a function of X, for polymers formed by
(a) disproportionation or chain transfer ( ) and (b) combination

combination of two species, the activation volume is
expected to be negative.

However, while it is generally accepted that the rate of radical-
radical reaction is dependent on how fast the radical centers of
the propagating chains (Pj® and Pj®) come together, there
remains some controversy as to the diffusion mechanism(s)
and/or what constitutes the rate-determining step in the diffu-
sion process. The steps in the process as postulated by North
and coworkers®>>~2°7 are shown conceptually in Scheme 47.

Center of mass or translational diffusion is believed to be
the rate-determining step for small radicals®>® and may also be
important for larger species. However, other diffusion mechan-
isms are operative and are required to bring the chain ends
together and these will often be the major term in the termina-
tion rate coefficient for the case of macromolecular species.
These include the following:

1. Segmental motion. The internal reorganization of the chain
required to bring the reactive ends together.

2. Reptation. The snaking of the chain through a viscous
medium.

3. Reaction diffusion (also called residual termination). Chain
end motion by addition of monomer to the chain end.

The relative importance of these mechanisms, and the value of
the overall k,, depends on the molecular weight and dispersity
of the propagating species, the medium, and the degree of
conversion. The value of k is not a constant!

In dealing with radical-radical termination in bulk poly-
merization, it is common practice to divide the polymerization
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Figure 16 Conversion time profile for bulk MMA polymerization at 50 °C
with AIBN initiator illustrating the three conversion regimes. Data are
taken from Balke, S. T.; Hamielec, A. E. J. Appl. Polym. Sci. 1973, 17,
905-949.2%9

timeline into three or more conversion regimes.>>®>°° The
reason for this is evident from Figure 16. Within each regime,
expressions for the termination rate coefficient are defined
according to the dominant mechanism for chain end diffusion.
The usual division is as follows:

1. Low conversion - prior to the onset of the autoacceleration
phenomenon known as the gel or Norrish-Trommsdorff
effect261—263

ing species. Center of mass and/or segmental diffusion are

and characterized by highly mobile propagat-

the rate-determining mechanisms for chain end movement.
Initiator efficiencies are high and approximately constant.

2. Medium-to-high conversion - immediately after the onset
of the gel effect. The diffusion mechanism is complex. Large
chains become effectively immobile (on the timescale of the
lifetime of a propagating radical) even though the chain
ends may move by segmental diffusion, reptation, or reac-
tion diffusion. Monomeric species and short chains may still
diffuse rapidly. Short-long termination dominates. Initiator
efficiencies may reduce with conversion.

3. Very high conversion - the polymerization medium is a
glassy matrix. Most chains are immobile and reaction diffu-
sion is the rate-determining diffusion mechanism. New
chains are rapidly terminated or immobilized. Initiator effi-
ciencies are very low.

The precise conversion ranges are determined by a variety of
factors including the particular monomer, the molecular
weight of the polymeric species, and the solvent (if any). For

Combination
\

Disproportionation

egmental
motion
B
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bulk polymerization of S and MMA, (1) is typically <20%, (2)
is 20-85%, and (3) is > 85%. In solution polymerization, or for
polymerizations carried out in the presence of chain transfer
agents, the duration of the low-conversion regime is extended
and the very high-conversion regime may not occur. Cage
escape is also a diffusion-controlled process, thus the initiator
efficiency (f) and the rate of initiation (kqf) generally decrease
with conversion and depend on the conversion regime as indi-
cated above.

3.04.4.1.1(iv)(a) Termination at low conversion Most
in-depth studies of termination deal only with the
low-conversion regime. Logic dictates that simple center of
mass diffusion and overall chain movement by reptation or
many other mechanisms will be chain length dependent. At
any instant, the overall rate coefficient for termination can be

expressed as a weighted average of individual chain
length-dependent rate coefficients (eqn [46]):**
55 kpe]ipe
St [46]

[Pe]?

where ki is the rate coefficient for reaction between species of
chain lengths i and j, and [Pe] is the total radical concentration.

Mahabadi and O’Driscoll*** considered that segmental
motion and center of mass diffusion should be the dominant
mechanisms at low conversion. They analyzed data for various
polymerizations and proposed that k' should be dependent on
chain length such that the overall rate constant obeys the
expression:

ky oc X" [47]

where X, is the number average degree of polymerization and
a=0.5 for short X, reducing to 0.1 for large X ,.

Various expressions have been proposed for estimating how
the overall rate coefficient k, and the individual rate coefficients
ki vary with the chain lengths of the reacting species,?>®24~27!
simple relationships of the following forms are the most often
applied:257,267,271,272

1. The harmonic mean is said to be of the functional form
expected if chain end encounter or coil overlap is rate-
determining:

W= ha(2) 4
i+j
2. The Smoluchowski mean is of the functional form expected
if translational diffusion is rate-determining; it is known to
provide a reasonable description of the termination kinetics
of small radicals:

k= 0.5k (i +%) [49]

or

k! = 2706 pepin(D' + D) [50]

where ¢ is a capture radius, pspin is a spin multiplicity term, and
D' and DY are chain length-dependent diffusion constants.
When a =1, the Smoluchowski mean and the harmonic mean
approximations are the same

3. The geometric mean has no physical basis but has been
suggested to best approximate the functional form of the
segmental diffusion process:

K = k(i) [51]
where a and k,, are constants.

While many data are suggestive of chain length dependence,
the data are not usually suitable for or have not been tested
with respect to model discrimination. Values of k"' have been
determined for a variety of small ‘monomeric’ radicals to be
~10°M 1571272 Taking ki, as k! and o as 1.0 in the geometric
expression yields values of ki as shown in Figure 17a.2'* Use of
the Smoluchowski mean or the harmonic mean approximation
predicts a shallower dependence of k7 on the chain length
(Figure 17b). All expressions yield the same dependence for
j=i.

However, it has been pointed out that the value of k., in the
expressions (eqns [51]-[49]) should not be confused with the
small radical k{!, rather, the value of k, represents the termi-
nation rate constant of a single unit chain if the implied
diffusion mechanism was the rate-determining process.

Recent work has allowed values of k' and « for bulk poly-
merization in dilute solution to be estimated. This work
suggests values of k,=k{"' ~1x10°M™" and & ~0.15-0.25
for both MMA and S."®?7* Some values of k'' and « for S
and (meth)acrylates estimated from SP-PLP at high pressure
experiments are shown in Table 5.

The value of the exponent o obtained in the
above-mentioned experiments is in remarkable accord with
predictions based on a consideration of excluded kinetic
volume effects. Khokhlov?”> proposed that for a slow, chemi-
cally controlled reaction between the ends of long chains a
should be 0.16. The value of o was suggested to increase to
0.28 for chain end-mid-chain reaction and to 0.43 for mid-
chain-mid-chain reaction. The latter provides one possible
explanation for the greater exponent for higher acrylates
(Table 5).>7¢

For the situation where the chain length of one or both of
the species is ‘small’ (not entangled with itself or other chains)
and conversion of monomer to polymer is low, the termination
kinetics should be dominated by the rate of diffusion of the
shorter chain. While the chain remains short, the time required
for the chain reorganization to bring the reacting centers
together will be insignificant and center of mass diffusion can
be the rate-determining step. As the chain becomes longer,
segmental diffusion will become more important. Thus, it is
expected that k' should lie between an upper limit predicted by
the Smoluchowski mean (eqn [49]) and a lower limit predicted
by the geometric mean (eqn [51]), with the value being closer
to the geometric mean value for higher chain lengths as shown
in Figure 18.

Smith et al.>”* have recently suggested a composite model
based on similar considerations to predict k}’ over the entire
chain length range. Experimental data for k' for dodecyl
methacrylate polymerization consistent with such a model
have been provided by Buback et al.>””

Since shorter, more mobile, chains diffuse more rapidly (by
center of mass diffusion or other mechanisms), they are more
likely to be involved in termination. For this reason, most
termination involves reaction of a long species with a short
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Figure 17 Chain length dependence of &/ predicted by (a) the geometric mean (eqn [51]) or (b) the harmonic mean approximation (eqn [48]) or the
Smoluchowski mean (eqn [49]) with a=1.0 and k,=10% jand jare the lengths of the reacting chains.

Table 5

Parameters characterizing chain length dependence of termination rate

coefficients in radical polymerization of common monomers

T P k

Ko
Monomer  (°C) (bar) (IpI/r s M'sT) o« Reference
S 40 1000 1600 7 %107 0.16 248
MMA 40 2000 1700 4 %107 0.14 276
DMA 40 1000 1400 3% 108 0.15 276
MA 40 1000 28600 2 %108 0.15 276
BA 40 1000 35600 6x 107 0.14 276
DA 40 1000 39800 8x 107 0.43 276

Determined by the SP—PLP technique. Values apply to bulk polymerization at low conversion (up to 15%

conversion).

S, styrene; MMA methyl methacrylate; DMA, dodecyl methacrylate; MA, methyl acrylate; BA, butyl

acrylate; DA, dodecy! acrylate

species. The lower mobility of long chains ensures that they are
unlikely to react with each other. Cardenas and O'Driscoll’”®
proposed that propagating species be considered as two popu-
lations; those with chain length below the entanglement limit

and those above. This basic concept has also been adopted by
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Figure 18 Chain length dependence of &/ predicted by the
Smoluchowski mean (eqn [49]) with o= 0.5 and k, =10° (upper series)
and the geometric mean (eqn [51]) with «=0.2 and ko =108 (lower
series); iand jare the lengths of the reacting chains. For low conversions,
K is expected to lie between the values predicted by eqns [49] and [51]
(see text).

other authors.?>"?7°7282 Russell*”® has provided a detailed
critique of these concepts. Direct experimental evidence for
the importance of the dispersity of the propagating radicals
on termination kinetics has been reported by Faldi et al.?®°
O'Neil and Torkelson questioned the chain entanglement con-
cept pointing out that for low conversions chain entanglements
are unlikely even for chain lengths > 100.

For larger species, even though the chains themselves may
be in contact, chain end diffusion by segmental motion, repta-
tion, or reactive diffusion will be required to bring the radical
centers together. These terms are likely to be more important
than center of mass diffusion. North?*> argued that diffusion of
the reactive chain end of longer chains by segmental diffusion
should be independent of chain length and has presented some
experimental evidence for this hypothesis.

Bamford®’??%*=2%7 has proposed a general treatment for
solving polymerization kinetics with chain length dependent
on k; and considered in some detail the ramifications with
respect to molecular weight distributions and the kinetics of
chain transfer, retardation, and so on.

3.04.4.1.1(iv)(b) Termination at
conversions Changes in the population of propagating spe-
cies and the increase in the polymer concentration mean that
the rate coefficient for radical-radical termination will decrease
with conversion. The moderate conversion regime is

medium-to-high
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characterized by the autoacceleration phenomenon known as
the gel or Norrish-Trommsdorf effect.”*' 2°* Various empirical
relationships defining k, or the rate of diffusion of long chains
in terms of either the viscosity?>>?®® or the free
volume?°?260269.289-293 haye been proposed which enable
the onset of the gel effect (Figure 16) to be predicted for a
number of polymer systems.

Tto,>* Tulig and Tirrell,>*” and de Gennes?’®?°7 have pro-
posed expressions for k, based on a reptation mechanism. More
recently, the manner in which the termination rate coefficient
scales with chain length for entangled systems has been con-
sidered in some detail in studies by O’Shaughnessy and
coworkers.?81282:298299 Eor the situation where both chains
are long (entangled), the way in which the termination coeffi-
cient (or diffusion rates) should scale with chain length means
that a long chain is unlikely to terminate by reaction with
another long chain. Short-long termination is dominant.
Measurements of the diffusion rate constants of oligomers
and polymers provide some support for this theory.

The concept of reaction diffusion (also called residual ter-
mination) has been incorporated into a number of
treatments.’°?°! Reaction diffusion will occur in all conver-
sion regimes. However, at low and intermediate conversions,
the process is not of great significance as a diffusion mechan-
ism. At high conversion, long chains are essentially immobile
and reaction diffusion becomes the dominant diffusion
mechanism (when i and j are both ‘large’ > 100). The termina-
tion rate constant is determined by the value of k, and the
monomer concentration. In these circumstances, the rate con-
stant for termination k¥ should be independent of the chain
lengths i and j and should obey an expression of the form:**°

k{‘j = kukp[M] [52]

where k; is a constant.

3.04.4.1.1(v) Termination in heterogeneous polymerization
The kinetics of termination in suspension polymerization is
generally considered to be the same as for solution or bulk
polymerization under similar conditions and will not be dis-
cussed further. A detailed discussion on the kinetics of
termination in emulsion polymerization appears in recent
texts by Gilbert’* and Lovell and El-Aasser’> and readers
should consult these for a more comprehensive treatment.

The steps involved in entry of a radical into the particle
phase from an aqueous-phase initiator have been summarized
in Section 3.04.2.1.11. Aqueous-phase termination prior to
particle entry should be described by conventional dilute solu-
tion kinetics (Section 3.04.4.1.1.4(i)). Note that chain lengths
of the aqueous-soluble species are short (typically < 10 units).

Even though the chemical reactions are the same (i.e., com-
bination, disproportionation), the effects of
compartmentalization are such that, in emulsion polymeriza-
tion, particle-phase termination rates can be substantially
different to those observed in corresponding solution or bulk
polymerizations. A critical parameter is 71, the average number
of propagating species per particle. The value of 7 depends on
the particle size and the rates of entry and exit.

Many emulsion polymerizations can be described by
so-called zero-one kinetics. These systems are characterized
by particle sizes that are sufficiently small that entry of a radical

into a particle already containing a propagating radical always
causes instantaneous termination. Thus, a particle may contain
either zero or one propagating radical. The value of n will
usually be less than 0.4. In these systems, radical-radical termi-
nation is by definition not rate determining. Rates of
polymerization are determined by the rates of particle entry
and exit rather than by the rates of initiation and termination.
The main mechanism for exit is thought to be chain transfer to
monomer. It follows that radical-radical termination, when it
occurs in the particle phase, will usually be between a short
species (one that has just entered) and a long species.
Treatments (Smith-Ewart,**® pseudo-bulk’*) have been
devised which allow for the possibility of greater than one
radical per particle and for the effects of chain
length-dependent termination. Further discussion on these is
provided in the references mentioned above.”*”*
Microemulsion and miniemulsion polymerization pro-
cesses differ from emulsion polymerization in that the
particle sizes are smaller (10-30 and 30-100 nm, respectively,
vs. 50-300nm)’* and there is no discrete monomer droplet
phase. All monomer is in solution or in the particle phase.
Initiation usually takes place by the same process as conven-
tional emulsion polymerization. As particle sizes reduce, the
probability of particle entry is lowered and so is the probability
of radical-radical termination. This knowledge has been used
to advantage in designing living polymerizations based on
reversible chain transfer (e.g., RAFT, Section 3.04.6.6.2).79373°°

3.04.4.1.1(vi) Termination during RDRP

It remains a common misconception that radical-radical ter-
mination is suppressed in RDRP processes such as RAFT, NMP,
or ATRP. An issue, in many people’s minds, is whether pro-
cesses that involve an irreversible termination step, even as a
minor side reaction, can be called living. The term ’‘living
radical polymerization’ appears to be an oxymoron; a contra-
diction in terms (Section 3.04.6.4.1(i)). In any processes that
involve propagating radicals, there will be a finite rate of termi-
nation commensurate with the concentration of propagating
radicals and the reaction conditions. The RDRP processes that
sometimes fall under the heading of living or controlled radical
polymerization (e.g, NMP, ATRP, RAFT) provide no
exceptions.

In conventional radical polymerization, the CLD of propa-
gating species is broad and new short chains are formed
continually by initiation. As has been stated above, the popula-
tion balance means that, termination, most frequently,
involves the reaction of a shorter, more mobile, chain with a
longer, less mobile, chain. In well-controlled RDRP, the chain
lengths of most propagating species are similar (i.e., i ~j) and
increase with conversion. Ideally, in ATRP and NMP no new
chains are formed. In practice, some new chains may be
formed, as, for example, from thermal initiation in S polymer-
ization. In processes such as RAFT, new small radicals are
continuously formed by initiation as in the conventional pro-
cess but form a much smaller part of the population as they
undergo rapid equilibration with longer dormant chains.

Diffusion mechanisms depend on chain length as follows:

1. Very short chains (X,< 10 units). Translational diffusion is
the most important diffusion mechanism.
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2. Chains of moderate length (X, ~ 10-100 units). Segmental
motion of the chain ends is the rate-determining diffusion
mechanism.

3. Long chains. Chains immobile, reaction diffusion is rate
determining.

Based on this it might be expected that at low conversions the
extent of termination would be higher than in a conventional
polymerization since all chains are short. Similarly, for higher
conversions the extent of termination should be lower than in a
conventional polymerization because most chains are long.>">
It has also been proposed that the molecular weight distribu-
tion in RDRP might be analyzed to provide values of ki as a
function of molecular weight. Vana et al.>°° have analyzed
RAFT polymerization in this context. Their data suggest a
chain length dependence in general agreement with that sug-
gested by other methods. It can also be noted that the SP-PLP
experiment is, in some respects, a good model of an RDRP and
also provides values of kii,183276:277

It can also be noted that reversible chain transfer, in RAFT and
similar polymerizations, and reversible activation-deactivation, in
NMP and ATRP, provide other mechanisms for reaction diffusion.

3.04.4.1.2 Disproportionation versus combination

Even though the rate of radical-radical reaction is determined
by diffusion, this does not mean there is no selectivity in the
termination step. As with small radicals, self-reaction may
occur by combination or disproportionation. In some cases,
there are multiple pathways for combination and dispropor-
tionation. Combination involves the coupling of two radicals
(Scheme 43). The resulting polymer chain has a molecular
weight equal to the sum of the molecular weights of the reac-
tant species. If all chains are formed from initiator-derived
radicals, then the combination product will have two
initiator-derived ends. Disproportionation involves the transfer
of a f-hydrogen from one propagating radical to the other. This
results in the formation of two polymer molecules. Both chains
have one initiator-derived end. One chain has an unsaturated
end and the other has a saturated end (Scheme 43).

Since the mode of termination clearly plays an important
part in determining the polymer end groups and the molecular
weight distribution, a knowledge of the disproportionation:
combination ratio (fkwq/ki) is vital to the understanding of
structure-property relationships. Unsaturated linkages at the
ends of polymer chains, as may be formed by disproportiona-
tion, have long been thought to contribute to polymer
instability and it has been demonstrated that both head-
to-head linkages and unsaturated ends are weak links during
the thermal degradation of PMMA.?°”~*1° Polymer chains with
unsaturated ends may also be reactive during polymerization.
Copolymerization of macromonomers formed by dispropor-
tionation is a possible mechanism for the formation of
long-chain branches.*''*'* Such macromonomers may also
function as RAFT agents (Section 3.04.6.6).>'*7>!°

Knowledge of /i is also important in designing polymer
syntheses. For example, in the preparation of block copolymers
using polymeric or multifunctional initiators, ABA or AB blocks
may be formed depending on whether termination involves
combination or disproportionation, respectively. The relative
importance of combination and disproportionation is also

important in the analysis of polymerization kinetics and, in
particular, in the derivation of rate parameters.

3.04.4.1.2(i) Model studies
The determination of ky/k, by direct analysis of a polymerization
or the resultant polymer often requires data on aspects of the
polymerization mechanism that are not readily available. For this
reason, it is appropriate to consider the self-reactions of low-
molecular-weight radicals that are structurally analogous to the
propagating species. These model studies provide valuable
insights by demonstrating the types of reaction that are likely to
occur during polymerization and the factors influencing ky/k;c.
In these model studies, evaluation of ky/k is simplified
because reactions that compete with disproportionation or
combination are more readily detected and allowed for.
However, by their very nature, model studies cannot exactly
simulate all aspects of the polymerization process.
Consequently, a number of factors must be borne in mind
when using model studies to investigate the termination pro-
cess. These stem from differences inherent in polymerization
versus simple organic reactions and include the following:

1. There may be additional pathways open to the poly- or
oligomeric radicals that are not available to the simple
model species.®'®

2. In polymerization, particular propagating species have only
transient existence since they are scavenged by the addition
of monomer or other reactions. Model studies are usually
designed such that the self-reaction is the only process. This
can lead to a very different and sometimes misleading pro-
duct distribution. A knowledge of the reaction kinetics is
extremely important in analyzing the results.

3. Reaction conditions (solvent, viscosity, etc.) chosen for the
model experiment and the polymerization experiment are
often very different.

Model carbon-centered radicals are conveniently generated from
azo compounds. These have the advantage that radicals are gen-
erated in pairs and that transfer to initiator is generally not a
serious problem. All of the major products from thermal or
photochemical decomposition in an inert solvent are the products
from radical-radical reaction. One frequently observed complica-
tion is polymerization of the unsaturated by-products of
disproportionation. This problem may be circumvented by con-
ducting experiments in the presence of an inhibitor, the
concentration of which can be chosen such that all radicals that
escape the solvent cage are trapped and reactions of the
initiator-derived radicals with other species are eliminated.®'?
The value of ky/k is determined by analyzing the products of
cage reaction. Most data indicate no difference in specificity
between the cage and encounter (i.e., noncage) processes.>'?

A comprehensive survey combination:disproportionation
ratios complied from the literature through mid-2005 is pro-
vided in The Chemistry of Radical Polymerization."

3.04.4.1.2(ii) Polymerization

A substantial number of studies give information on ky/k,. for
polymerizations of S and MMA. There has been less work on
other systems. One of the main problems in assessing kq/kic
lies with assessing the importance of other termination
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mechanisms (i.e., transfer to initiator, solvent, etc., primary
radical termination).

Techniques applied in assessing the relative importance of
disproportionation and combination include the following:

1. The gelation technique. This method was developed by
Bamford et al.>'” In graft copolymerization, termination by
combination will give rise to a cross-link, while dispropor-
tionation (and most other termination reactions) will lead
to graft formation. The initiation system based on a poly-
meric halo-compound (poly(vinyl trichloroacetate)/Mn,
(CO)10/hv) was used to initiate polymerization and the
time for gelation was used to calculate ky/k,. In the original
work, the results were calibrated with reference to data for S
polymerization for which a k/k, of 0.0 was assumed. In S
polymerization, disproportionation may account for
10-20% of chains. Thus the data may require minor adjust-
ment. Systems studied with this technique include AN,
MAN, MA, MMA, and S.

2. Molecular weight measurement. The mode of termination
can be calculated by comparing the kinetic chain length (the
ratio of the rate of propagation to the rate of initiation or
termination) with the measured number average molecular
weight, 318-320

3. Molecular weight distribution evaluation. This method
relies on a precise evaluation of the molecular weight dis-
tribution.??'** The mode of termination has a significant
influence on the shape of the molecular weight distribution
with the instantaneous dispersity (£ being ~ 2.0 if termina-
tion occurs exclusively by disproportionation of
propagating radicals and ~ 1.5 if termination involves only
combination (Section 3.04.4.1.1(ii)).>*> Values of D are
conversion dependent so the method should only be
applied to very low-conversion samples. Truncation of the
ends of the distribution as a result of baseline selection
difficulties will lead to the dispersity being underesti-
mated.’?® A more precise but related method is to fit the
entire molecular weight distribution using kinetic modeling
methods.

4. End group determination. Polymer chains terminated by
combination possess two initiator-derived chain ends.
Disproportionation affords chains with only one such end.
The value of ky/ki can therefore be determined by evaluat-
ing the initiator-derived polymer end groups/molecule by

applying eqn [53]:
ke _ (2-x)
ke  2(x-1)

53]

where x is the number of initiator fragments per molecule.
The errors inherent in this technique can be large since the
polymer end groups typically comprise only a very small
fraction of a polymer sample. The initiator-derived ends
may be labeled for ease of detection. It is necessary to
allow for side reactions. If there is transfer to monomer,
solvent, and so on, the value of k/k, will be overestimated.
The occurrence of transfer to initiator, primary radical ter-
mination, or copolymerization of initiator by-products will
lead to kyy/k being underestimated.

- CH=CH, ~CHw Scission M¢H éH2—CI3HM
Ph Ph Ph Ph
Scheme 48

5. Mass spectrometry. Matrix-assisted laser desorption ioniza-
tion time-of-flight (MALDI-TOF) mass spectroscopy has
been used to determine ky/k, in S and MMA polymeriza-
tion.*?” Chains formed by disproportionation and chains
formed by combination form two distinct distributions.

Evaluation of molecular weights after ultrasonic scission of
high-molecular-weight polymers (PMMA and PS) in the pre-
sence of a radical trap has been claimed to provide evidence of
the termination mechanism.>?® However, scission gives radi-
cals as shown in Scheme 48.

3.04.4.1.2(iii) Summary

A comprehensive survey combination:disproportionation
ratios for both model systems and polymerizations complied
from the literature through mid-2005 is provided in The
Chemistry of Radical Polymerization." Unequivocal numbers for
Iewa/ ke are not yet available for most polymerizations and there
is only qualitative agreement between values obtained in
model studies and real polymerizations.

It is tempting to attribute problems in reconciling data from
model studies and actual polymerizations to difficulties asso-
ciated with data interpretation. The polymerization
experiments are often complicated by other termination path-
ways, in particular chain transfer, which must be allowed for
when assessing the results. It is notable in this context that the
discrepancies are most evident for reactions carried out at
higher temperatures.

However, some of the differences may be explicable in
terms of an effect of molecular size. For many of the model
systems, at least one of the reaction partners is monomeric.
Since combination is known to be more sensitive to steric
factors than disproportionation, ky/k. may be anticipated to
be higher for the corresponding propagating species. The values
of g/l seen for systems involving monomeric model radicals
should be considered only as a lower limit for the polymeric
system.

Despite these problems in assessing kq/k, it is possible to
make some generalizations:

1. Termination of polymerizations involving vinyl monomers
(CH,=CHX) involves predominantly combination.

2. Termination of polymerizations involving a-methylvinyl
monomers (CH,=C(CHj3)X) always involves a measurable
proportion of disproportionation.

3. During disproportionation of radicals bearing an a-methyl
substituent (e.g., those derived from MMA), there is a strong
preference for transfer of a hydrogen from the a-methyl
group rather than the methylene group.

4. Within a series of vinyl or a-methylvinyl monomers, ky/k
appears to decrease as the ability of the substituent to stabi-
lize a radical center increases. Thus, ky/k, for radicals
~ C(®)(CH;3)X or ~ C(®)HX decreases in the series where X
is CO,R > CN>Ph.
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3.04.4.2 Inhibition and Retardation

Inhibitors and retarders are used to stabilize monomers
during storage or during processing (e.g., synthesis, distilla-
tion). They are often used to quench polymerization when
a desired conversion has been achieved. They may also be
used to regulate or control the kinetics of a polymerization
process.

Inhibitors have been defined as species that, when added to
a polymerization, react to consume and deactivate the
initiator-derived radicals.>*’ Retarders have been similarly
defined as species that deactivate the propagating radicals.?*’
According to this definition, a nitroxide added to a t-butoxy
radical-initiated polymerization of S should be called a retarder
since the t-butoxy radicals appear not to react with the nitrox-
ide. However, the initiator-derived and propagating radicals
often show similar selectivity in their reactions and the distinc-
tion between inhibitors and retarders becomes blurred. In a
cyanoisopropyl radical-initiated polymerization of S, an added
nitroxide would be called an inhibitor when used in high
concentration and a retarder when used at very low concentra-
tion. Generally the term inhibitor is used without reference to
which radicals are scavenged. With many experimental techni-
ques, it is not possible to discriminate between scavenging of
initiator-derived and oligomeric propagating radicals. Thus an
inhibitor has come to mean any species that is able to rapidly
and efficiently scavenge propagating and/or initiator-derived
radicals and thus prevent polymer chain formation. The term
retarder is commonly used to define species that slows rather
than prevents polymerization.

Inhibitors or retarders that give inert products are called
‘ideal’.*** The term ‘ideal inhibitor has also been used to
describe a species that stops all polymerization until such
time as it is completely consumed (i.e., the induction period)
and then allows polymerization to proceed at the normal rate.
However, in many cases the products formed during inhibition
or retardation are not inert. Four main pathways for further

reaction following the initial reaction with inhibitor or retarder
are distinguished:

1. Slow reinitiation with reference to propagation following
chain transfer.

2. Slow propagation with reference to normal propagation
following addition.

3. Further reaction of the initially formed species as an inhibi-
tor or retarder.

4. Reversal of the reaction associated with inhibition or
retardation.

The kinetics and mechanism of retardation and inhibition has
been reviewed by Bamford,>*’ Tiidos and Féldes-Berezsnich,>3°
Eastmond,>>! Goldfinger et al,**? and Bovey and Kolthoff.333

Common inhibitors include stable radicals, oxygen, certain
monomers, phenols, quinones, phenothiazine, nitro and
nitroso compounds, and certain transition metal salts. Some
inhibition constants (k,/k;,) are provided in Table 6. Absolute
rate constants (k) for the reactions of these species with simple
carbon-centered radicals are summarized in Table 7.

Whether a given species functions as an inhibitor, a retarder,
a transfer agent, or a comonomer in polymerization is depen-
dent on the monomer(s) and the reaction conditions. For
example, oxygen acts as an inhibitor in many polymerizations,
yet it readily copolymerizes with S. Reactivity ratios for VAc-S
copolymerization are such that small amounts of S are an
effective inhibitor of VAc polymerization (rs=0.02,
Tvac=22.3). The propagating chain with a terminal VAc adds
to S preferentially even when VAc is present in large excess
over S. The resultant propagating radical with a terminal S
adds to VAc only slowly. The reactions of many inhibitors
with propagating radicals may become reversible under some
reaction conditions. In these circumstances, the reagent may
find use as a control agent in RDRP (Chapter 3.08).

The effectiveness of inhibitors is measured in terms of the
rate constant ratio k,/k;, and the stoichiometric coefficient. The

Table 6 Inhibition constants (k,/k,, 60 °C, bulk) for various inhibitors with some common
monomers

kit ky
Inhibitor MMA MA AN S VAc
CuCly 1030 - 1007 10000 -
FeCls 5000 k,? 6800 k7 3.337 536 2300000 k,
p-Benzoquinone 45 <0.15 k,° 0.91° 520 -
Nitrobenzene 0.00464° 0.00464° - 0.326 11.2°
DPPH 2000 - - - -
Oxygen 33000 - - 14600 -
Anthracene - 0.098” 2.67° 2° 27.8
p-Hydroguinone - - - - 0.7
Phenol - 0.0002° - - 0.06
Styrene - - - - 40.87830

Data taken from Eastmond, G. C. In Comprehensive Chemical Kinetics, Bamford, C. H., Tipper, C. F. H., Eds; Elsevier:
Amsterdam, 1976; Vol. 14A, pp 1-103.2*° unless otherwise stated and are rounded to three significant figures.

an DMF.
b50 (.
“44.4°C.

MMA, methyl methacrylate; MA, methyl acrylate; AN, acrylonitrile; S, styrene; VAc, vinyl acetate; DPPH,

diphenylpicrylhydrazyl
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Table 7
some common inhibitors

Absolute rate constants (k,) for the reaction of carbon-centered radicals with

Temperature k,
Inhibitor Radical (°c) M's) References
TEMPO Primary alkyl 60 ~1x10° 334,335,336
Oxygen Benzyl 27 2.9x10° 61
p-Benzoquinone Primary alkyl 69 2.0 x 107 51
CuCl, Primary alky! 25 6.5x 10° 51
TEMPO, 2,2,6,6-tetrametylpiperidine-1-oxyl
Initiation
I — 2le Ri=2 kyfllo]
le+M — Pye k= k,
Inhibition
le+Z — 1Z (dead) R, =k,[Z][le]
Propagation
Pe+M - Ppiq® Ry, = k[M][Pe]
Disproportionation
Pe+P, — PHiP. = Rg=2kc[Pe]?>  Ri=R+ Ry
Combination
Pe+Ppe — Poim R = 2k [Pe]?
Retardation
Pre+Z — P,Z (dead polymer) R, =k,[Z][Pe]

Scheme 49

stoichiometric coefficient is the moles of radicals consumed per
mole of inhibitor. These parameters may be determined by
various methods. A brief description of the classical kinetic
treatment for evaluating k,/k, follows. Consider the reaction
scheme shown which describes ideal inhibition and retardation
(Scheme 49).

With the omission of the reinitiation reaction, this scheme
is the same as that for polymerization with chain transfer and
an expression (eqn [54]) for the degree of polymerization
similar in form to the Mayo equation can be derived:

k
N

ki M] T M)

1o [54]

Xn
If the amount of termination by radical-radical reaction is

neglected, the degree of polymerization and the kinetic chain
length are given by eqn [55]:

-l
" kZ]
If chains are very short, we must include an additional term in
the numerator for monomer consumption in the initiation step

(eqn[56]):

[55]

M
" k(7]
Data on the rate of consumption of the inhibitor as a function
of conversion may also be used to obtain k,/k, (eqn [57]):

k, M dZ dlogm]

ky  [Z]dM] ~ dlog[Z]
It is clear that many procedures used to evaluate chain
transfer constants can also be used to evaluate the kinetics
of inhibition. The following sections will show that the

X

+1 [56]

[57]

mechanism for inhibition is often more complex than sug-
gested by Scheme 49

3.04.5 Chain Transfer

Chain transfer is the reaction of a propagating radical with a
nonradical substrate (X-Y, Scheme 50) to produce a dead
polymer chain and a new radical (Ye) capable of initiating a
polymer chain. The transfer agent (X-Y) may be a deliberate
additive (e.g., a thiol) or it may be the initiator, monomer,
polymer, solvent, or an adventitious impurity.

Transfer without reinitiation is called inhibition and is dis-
cussed in Section 3.04.4.2. There are also situations where the
reaction produces a dead polymer chain and a radical that is
less reactive than the propagating radical but still capable of
reinitiating polymerization. The process is then termed retarda-
tion or degradative chain transfer.

3.04.5.1 The Chain Transfer Process

The general mechanism of chain transfer, as first proposed
by Flory,*?*” may be written schematically as shown in
Scheme 51. The overall process involves a propagating chain
(Pn®) reacting with a transfer agent (T) to terminate one polymer
chain and produce a radical (Te) that initiates a new chain (P;e).
Transfer agents find widespread use in both industrial and
laboratory polymer syntheses. They are used to control:

1.
2.

the molecular weight of polymers

the polymerization rate and exotherm (by mitigating the gel
or Norrish-Trommsdorff effect)

. the polymer end groups.

(c) 2013 Elsevier Inc. All Rights Reserved.
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Transfer

NCHZ-(IDH + XY ——> NCHQ-(I)H—X + Ye
Ph Ph
Reinitiation .
Ye + CH2=C|:H _ Y—CHQ—QH
Ph Ph

Scheme 50

Transfer to transfer agent or solvent

Pr+T = Pp+Te Rt = Kyt [Pe][T]
Reinitiation

Te+M —  Pqe Rir = kir [TelIM]; kir> K,
Transfer to initiator

Ppe+ly = Pptle Ry = Ky [Pe]ll2]
Reinitiation

le+M —  Pqe
Transfer to monomer

P,e+M -
Reinitiation

Me + M —  Pye

Rir =k [1e]M]; k=2 k,

Pp+Me Ry = Ky [Pe]M]

Rir = kit [Me][M]; k2 &,

Scheme 51

General aspects of chain transfer have been reviewed by
Chiefari and Rizzardo,>>” Barson,>*’ Farina,**® Eastmond,>>!
and Palit et al.>*' The use of chain transfer in producing tele-
chelic and other functional polymers has been reviewed by
Boutevin,**? Heitz,**> Corner,*** and Starks.??” There are two
main mechanisms that should be considered in any discussion
of chain transfer: (a) atom or group transfer by homolytic
substitution  (Section 3.04.5.1.2) and (b) addition-
fragmentation (Section 3.04.5.1.3).

Even in the absence of added transfer agents, all polymer-
izations may be complicated by transfer to initiator, solvent,
monomer (Section 3.04.5.1.6), or polymer (Section
3.04.5.1.7). The significance of these transfer reactions is
dependent upon the particular propagating radicals involved,
the reaction medium, and the polymerization conditions.
Thiol-ene polymerization consists of sequential chain transfer
and reinitiation steps and ideally no monomer consumption
by propagation.

For efficient chain transfer, the rate constant for reinitiation
following transfer (kir; refer Scheme 51) must be greater than
or equal to that for propagation (k). In these circumstances,
the presence of the transfer agent reduces the molecular weight
of the polymer without directly influencing the rate of poly-
merization. If, however, kir<kp, then polymerization will be
retarded and the likelihood that the transfer agent-derived
radical (Te) will undergo side reactions such as primary radical
termination is increased. Thus, retardation is much more likely
in polymerizations of high k, monomers (e.g., MA, VAc) than it
is with lower k, monomers (e.g., S, MMA). Retardation is
discussed in greater detail in Section 3.04.4.2.

Even when kir>kp, the rate of polymerization at higher
conversions will often be lower that in the absence of a transfer
agent due to a reduced gel or Norrish-Trommsdorf effect. One
cause of this autoacceleration phenomenon is a reduced rate of
radical-radical termination brought about by the immobiliza-
tion of long chains through entanglement at higher

conversions (Section 3.04.4.1.1(iv)). In the presence of a trans-
fer agent, the population of short chains is higher and, because
the ultimate molecular weight is lower, there are fewer chain
entanglements.

The number average degree of polymerization (X,) of poly-
mer formed at any given instant during the polymerization can
be expressed simply as the rate of monomer usage in propaga-
tion divided by the rate of formation of polymer molecules
(the overall rate of termination). Thus according to classical
kinetics, if termination is only by radical-radical reaction or
chain transfer, the degree of polymerization is given by eqn [58]:

X, = o M) 58]

(1 + %) ke [PO] + ktr,T [T] =+ klr"][l] + ktr.M [M]

This can be rewritten as eqn [59]:

ktd)
14— |k (Pe
1 ( )T e 1 ke 1 e

X kM ky M) Ry M) Ry

[59]

The ratio ke/k, is called the transfer constant (C) and Cr, C;,
and Cy are the transfer constants for transfer to transfer agent,
initiator, and monomer, respectively. Appropriate substitution
gives eqn [60]:

ktd
1_<”k7>k‘“"} Mo
Z_W+CTM+CIM+CM [60}

The degree of polymerization in the absence of a chain transfer
agent is given by eqn [61]:

X (1 +%)kt[l’o}

_ iUl
X oo [M] + G M] + Cm (61]
Thus
11 [T]
)Tn = X_nO + Cr M [62]

This equation (eqn [62]) is commonly known as the Mayo
equation.*** The equation is applicable at low (zero) conversion
and is invalidated if the rate constants are chain length dependent.

The magnitude of a transfer constant depends on structural
features of both the attacking radical and the transfer agent. A
Cy of unity has been called ideal. In these circumstances, the
transfer agent:monomer ratio ([T]:[M]) will remain constant
throughout the polymerization.*** This means that X,, remains
constant with conversion and the dispersity of the molecular
weight distribution is thus minimized (Xw /X, close to 2.0). If
Cy is high (> 1), the transfer agent will be consumed rapidly
during the early stages of polymerization and the polymeriza-
tion will be unregulated at higher conversion. If, on the other
hand, C,; is low (« 1), [T]:[M] will increase as the polymeriza-
tion progresses and there will be a corresponding decrease in
X, with conversion. In both circumstances, a broad molecular
weight distribution will result from a high-conversion batch
polymerization. It is often possible to overcome these pro-
blems by establishing an incremental protocol for monomer
and/or transfer agent addition such that [T]:[M] is maintained
at a constant value throughout the polymerization.
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The rate constants for chain transfer and propagation may
well have a different dependence on temperature (i.e., the two
reactions may have different activation parameters) and, as a
consequence, transfer constants are temperature dependent.
The temperature dependence of C, has not been determined
for most transfer agents. Care must therefore be taken when
using literature values of C, if the reaction conditions are
different from those employed for the measurement of C,.
For cases where the transfer constant is close to 1.0, it is some-
times possible to choose a reaction temperature such that the
transfer constant is 1.0 and thus obtain ideal behavior.**¢

The value of C,; in homopolymerization can show signifi-
cant chain length dependence for chain lengths <5.2?” The
variation in C,; with chain length can reflect variations in kj
or k, or (most likely) both. The data provided in Section
3.04.3.4.3 show that k;, can be dependent on chain length for
at least the first few propagation steps. The magnitude of the
effect on C, for a given monomer varies according to the
particular transfer agent. This indicates the sensitivity of kj,
and k; to the penultimate unit is different. Chain transfer
constants in addition-fragmentation and catalytic chain trans-
fer have also been shown to be chain length dependent
(Section 3.04.5.1.5).

Bamford®*” has provided evidence that, in copolymeriza-
tion, penultimate unit effects can be important in determining
the reactivity of propagating radicals toward transfer agents.
The magnitude of this effect also depends on the particular
monomers and the transfer agent involved. The finding that
the most pronounced remote unit effects are observed for the
most bulky transfer agents has been taken as evidence that the
magnitude of the remote unit effect is determined at least in
part by steric factors. However, this view has been
questioned.**®

3.04.5.1.1 Measurement of transfer constants

Various methods for estimating transfer constants in radical
polymerization have been devised. The methods are applicable
irrespective of whether the mechanism involves homolytic sub-
stitution or addition-fragmentation.

The most used method is based on application of the Mayo
equation (eqn [62]). For low (zero)-conversion polymeriza-
tions carried out in the presence of added transfer agent T, it
follows from eqn [62] that a plot of 1/X,, versus [T]o/[M]o
should yield a straight line with slope Cy.>*> Thus, a typical
experimental procedure involves evaluation of the degree of
polymerization for low-conversion polymerizations carried out
in the presence of several concentrations of added transfer
agent. The usual way of obtaining X, values is by GPC analysis
of the entire molecular weight distribution.

GPC-derived weight average molecular weights are often less
prone to error than number average molecular weights. When
termination is wholly by disproportionation or chain transfer and
chains are long (> 10 units), classical kinetics predicts X,, = Xy /2
(Section 3.04.4.4.1). It follows that C,, can be obtained from the
slope of a plot of 2/X,, versus [T]o/[M]o.>***° The errors
introduced even when the dominant process for radical-radical
termination is combination (e.g., S polymerization) are small as
long as X, is small in relation to X .

It has been shown that equivalent information can be
obtained by analysis of log (number CLD) plots (the log CLD
method).*?®3*%73%! For the case where termination is wholly

by disproportionation or chain transfer, it is possible to show
that eqn [63] applies:

din(n;) din[¢"'(1-¢)]
) < =1In(¢) [63]

For long chains (X,, > 50 for < 1% error)

1 1
In(¢p)=1-— = -——— 64
it is possible to write eqn [65] that is equivalent to the Mayo
equation:

ktd °
_dln(m)z(”k*l)k‘m b [1] ot [0 Bioss (o
di BM kM R M Ry
1 kealT)
~ Xno o kpM] [66]

It follows that a plot of the slopes of the log CLD plots versus
[T]o/[M]o should yield a straight line with slope —-Ci;.

In the more general case, where some termination is by
combination, it can be shown that for sufficiently large chain
length (i):

. dIn(n)
1
AT
While it is, in principle, desirable to take the limiting slope of
the log CLD plot, in practice the limiting slopes are very sus-
ceptible to experimental noise and baseline choice issues.

= In(¢) [67]

Moad and Moad*?® have shown that very little error is intro-
duced by systematically taking the slope over the top 10% or
the top 20% of the CLD. The values for the slopes will over-
estimate In(¢). However, because the discrepancy is systematic,
the ‘Mayo’ analysis still provides a good estimate for Cy; (~ 6%
error for the example in Figure 19).

The log CLD method can sometimes provide better quality
data than the conventional Mayo method. It is less sensitive to
experimental noise and has application in measuring the

-2.0 prrrrrrr
EO E
< 3 E
e F E
% —60F E
[} F 3
Qo r -
2 F ]
n E E
-8.0 |- E
~10.0 N TN I
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[TVIM]x 108
Figure 19 ‘Mayo plots’ in which the calculated limiting slopes (triangles,

___, Gy (app)=0.184), ‘last 10% slopes’ (circles, _ _ _, Gy

(app) =0.180), and ‘top 20% slopes’ (squares, ----- , Cyr (app) =0.169) are
graphed as a function of [T]/[M]. Data are for system with X, = 5155,
k /(ke+k)=1.0 and G, =0.184.3° G, (app) is the apparent G from the

slope of the ‘Mayo plot’.
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transfer constant to polymeric species where the distributions
of the transfer agent and the polymer product partially
overlap.?2°

Problems arise with any of the above-mentioned methods
in the measurement of transfer constants for very active transfer
agents. Bamford®>*? proposed the technique of moderated
copolymerization. In these experiments, the monomer of inter-
est is copolymerized with an excess of a moderating monomer
that has a much lower (preferably negligible) transfer constant.
The method has also been applied to evaluate penultimate unit
effects on the transfer constant.*>?~3>*

Another classical method for evaluating transfer constants
involves evaluation of the usage of transfer agent (or better the
incorporation of transfer agent fragments into the polymer)
and the monomer conversion:>>”

A[T] _ e [Pe][T] + kir[Te][M]
d[M] lp[Pe][M]

(68]

For long chains, consumption of the monomer in the reinitia-
tion step can be neglected and eqn [68] simplifies to eqn [69]:
diT]  k[T] (1]

dM] M)~ M) 169]

from which eqn [70] follows:

d In[T]
d In[M]

=Cy [70]

Thus, the slope of a plot of In[T] versus In|M] will yield the
transfer constant. This method does not rely on molecular
weight measurements.
For the situation where short chains cannot be ignored, eqn

[68] can be transformed to eqn [71]:

diM] _ [M]

am et =
A number of authors have provided integrated forms of the
Mayo equation®'*3'8336-358 \hich have application when the
conversion of monomer to polymer is nonzero. Integration of
eqn [69] provides eqn [72]:

(T] (M )C

Lint RO 8 ki’ I 72

1, ~ \IM] -
This enables substitution for [T] in eqn [73] to give eqn

[74] 314,357

_ 1 [Ty
= X T MM, 73]

L] (%) C"]

Rearrangement and substitution of 1 -x for [M]/[M], provides
eqn [75]:

><\| —
=

74]

ln{l—% (}%n_)%lﬂ))} = Cy In(1-x) [75]

where x is the fractional conversion of monomer into polymer.
Thus, a plot of

ln{l—M (.L—_Lﬂ versus In(1-x)

Xn XnO

should provide a straight line passing through the origin with
slope C. Bamford and Basahel®*?>~3°* have reported the deri-
vation of a similar equation for copolymerization. This method
is highly dependent on the precision of the conversion mea-
surements since errors in conversions are magnified in Cy,.

Cardenas and O'Driscoll>*® and Stickler’'® have shown
that, provided that the consumption of transfer agent is negli-
gible with respect to monomer, a plot of

[1], In(1- )

— versus— ——-
Xn M], «x

should also yield a straight line with slope Cy.>'#3>¢

Nair et al.?>® have proposed a modified Mayo equation for
use when retardation through primary radical termination with
transfer agent-derived radicals is significant.

Chain transfer is kinetically equivalent to copolymerization.
The Q-e and ‘patterns of reactivity’ schemes used to predict
reactivity ratios in copolymerization can also be used to predict
reactivities (chain transfer constants) in chain transfer and the
same limitations apply. Tabulations of the appropriate para-
meters can be found in the Polymer Handbook.>**>°!

3.04.5.1.1(i) Addition-fragmentation

Some transfer agents react by addition-fragmentation (Section
3.04.5.1.3) or abstraction-fragmentation mechanisms. Both of
these processes involve the formation of a short-lived inter-
mediate. The reaction scheme for addition-fragmentation can
be summarized schematically as follows (Scheme 52).

The reactivity of the transfer agent (T) toward the propagat-
ing species and the properties of the adduct (P,Te) are both
important in determining the effectiveness of the transfer agent:
if the lifetime of the intermediate (P,Te) is significant, it may
react by other pathways than f-scission; if it (P;T®) undergoes
coupling or disproportionation with another radical species,
the rate of polymerization will be retarded; if it adds to mono-
mer (T copolymerizes), it will be an inefficient transfer agent.

If both addition and fragmentation are irreversible, the
kinetics differ little from conventional chain transfer. In the
more general case, the rate constant for chain transfer is defined
in terms of the rate constant for addition (k,qq) and a partition
coefficient that defines how the adduct is partitioned between
products and starting materials (eqn [76]).

_ ley
ktr = kadd k.

_ 76
add + kg (76}

Methods used for evaluating transfer constants are the same as
for conventional chain transfer.

Transfer
Addition
Phe+T -
Fragmentation
[P,Te]
Reinitiation
Te+M

[PnTe] Ragg = Kaga [PeIT]

- P,+Te Ry =k [PTe]

—  Pye Rir= ki [TelM]; kir= &,

Scheme 52
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3.04.5.1.1(ii) Reversible chain transfer

In some cases, the product of chain transfer (P,T) is itself a transfer
agent and chain transfer is reversible. Examples include alkyl
iodides (Scheme 53) and certain addition-fragmentation transfer
agents (e.g., macromonomers and thiocarbonylthio compounds)
(Scheme 54).

For very active transfer agents, the transfer agent-derived
radical (Te) may partition between adding to monomer and
reacting with the polymeric transfer agent (P,T) even at low
conversions. The transfer constant measured according to the
Mayo or related methods will appear to be dependent on the
transfer agent concentration (and on the monomer conver-

sion).*®?73%* A reverse transfer constant can be defined as
follows (eqn [77]):
ke
Co=7 77
tr kiT [ ]

and the rate of transfer agent consumption is then given by eqn
[78]:
d[t] (1]

M)~ M)+ ColT] + Ca D]

1]

= Gt M ¥ o] + Coan ([T, 1) 78]

This equation can be solved numerically to give values of C,;
and C_.>%?%% For RAFT (Scheme 54), the rate constant for the
reverse reaction is defined as shown in en. [79]:

k_add

koo =kp——
‘ P ada + kg

[79]

Systems that give reversible chain transfer can display the char-
acteristics of living polymerization. Such systems are discussed
in Section 3.04.6.6.

o CHp~CH HCH
CO,CH3 CO5C(CH3)3
46(PMA-) 47
Transfer
P+T = P,l+Te  Ry=k[PellTl; Ay=k o [TIIPT]
Reinitiation

Te+M — Pye Rir = ki [Te][M]; kir>> Ky

Scheme 53

Transfer
Addition
Ppe+T -
Fragmentation
[P, Te] — P, +Te
Reinitiation
Te+M —  Pye

[PrTe] Radd = Kada [TI[Pe]; A_aga= K aga [PTe]
Ry=ky [PTe]; Rp=k g [Te][PT]

Rir = kir [Te][M]; kit >>

Scheme 54

3.04.5.1.2 Homolytic substitution chain transfer

Chain transfer most commonly involves transfer of an atom or
group from the transfer agent to the propagating radical by a
homolytic substitution (S;?) mechanism. Rate constants are
determined by a combination of bond strength, steric, and
polar factors. Transfer agents that react by addition-
fragmentation are dealt with in Section 3.04.5.1.3.
Organometallic species that give catalytic chain transfer are
discussed in Section 3.04.5.1.5.

The moiety transferred will most often be a hydrogen
atom, for example, when the transfer agent is a thiol (e.g.,
n-butanethiol - Scheme 55), a hydroperoxide, the solvent,
and so on.

It is also possible to transfer a heteroatom (e.g., a halogen
atom from bromotrichloromethane - Scheme 56), or a group
of atoms (e.g., from diphenyl disulfide — Scheme 57).

Group transfer processes are of particular importance in the
production of telechelic or di-end-functional polymers.

3.04.5.1.3 Addition-fragmentation chain transfer
Addition-fragmentation chain transfer has been reviewed by
Rizzardo et al,*>®®> Colombani and Chaumont,°®
Colombani,'*® Yagci and Reetz,?®” Chiefari and Rizzardo,?*®
and Moad et al.>'® Certain unsaturated compounds may act as
transfer agents by a two-step addition-fragmentation
mechanism. All of the compounds discussed in this section
have the general structure 48 or 49 where C=X is a reactive
double bond (X is most often carbon or sulfur); Z is a group
chosen to give the transfer agent an appropriate reactivity with
respect to the monomer(s); A is typically CH,, O, or S; B is
typically O; and R is a radical leaving group. Chain transfer to
monomer in VC polymerization and transfer to benzene can
also be considered as examples of addition-fragmentation
chain transfer.

CH CHs
wneCHp=CC HsC~C
CO,CHg CO.CH3
48(PMMA-) 49
Radical addition-fragmentation processes have been

exploited in synthetic organic chemistry since the early
1970s.%°%737° Allyl transfer reactions with allyl stannanes and

N .
P, + H=S(CHy)sCHs — P,—H + S(CHy,)3CHs

Scheme 55

VY
Py "+ Br<CCl; —> P;—Br + «CClg

Scheme 56

N
P, + PhS'SPh —> P,-SPh + *SPh

Scheme 57
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Chain transfer

AR AR f R
R—P, X:(I: —_ R—Pn—x—(l) . = R—Pn—X—C
z z z
50 52 53
Reinitiation
R- —_— R—Pn‘
Scheme 58
Chain transfer
A-B-R A-B-R A-B R.
R-P; X=C == R-PjX—C- —= R-P,X—C
z Z z
51 54 55

Reinitiation

R — —— R-P,
Scheme 59

the Barton-McCombie deoxygenation process with xanthates
are two examples of reactions known to involve an Sy2’
mechanism. However, the first reports of addition-
fragmentation transfer agents in polymerization appeared in
the late 1980s.°'*37'37>  Mechanisms for addition-
fragmentation chain transfer are shown in Schemes 58
and 59. Since functionality can be introduced to the products
51 or 53 in either or both the transfer (from Z, X, A, or B) and
reinitiation (from R) steps, these reagents offer a route to a
variety of end-functional polymers including telechelics.

Rates of addition to transfer agents 50 and 51 are deter-
mined by the same factors that determine rates of addition to
monomers. Substituents on the remote terminus of a double
bond typically have only a minor influence. Thus, in most
cases, the double bonds of the transfer agents have a reactivity
toward propagating radicals that is comparable with that of the
common monomers they resemble. With efficient fragmenta-
tion, transfer constants can be close to unity. The radicals
formed by addition typically have low reactivity toward further
propagation and other intermolecular reactions because of
steric crowding about the radical center.

Efficient transfer requires that radicals formed by addition
undergo facile B-scission (for 52) or rearrangement (for 54) to
form a new radical that can reinitiate polymerization. The driving
force for fragmentation of the intermediate radical is provided by
cleavage of a weak A-R bond and/or formation of a strong C=X
bond (for 50). If fragmentation leads preferentially back to start-
ing materials, the transfer constant will be low. If the overall rate
of B-scission is slow relative to propagation, then retardation may
result. Adducts 52 and 54 then have the potential to undergo side
reactions by addition (e.g., copolymerization of the transfer

Weak
single | eaving
bond  group
Reactive
double A-R
~ |
bond X:(.;
Activating
group
50

agent) or radical-radical termination. Retardation is an issue
particularly for high k, monomers such as VAc and MA. In
designing transfer agents and choosing an R group (see 50, 51),
abalance must be achieved between the leaving group ability of R
and the reinitiation efficiency by Re.

When the product of the reaction is itself a potential transfer
agent or macromonomer (50, X=A=CH,, X=A=S) block, graft or
hyperbranched copolymer formation may be an issue particularly
at high conversions.*'**”® The design of transfer agents that give
RAFT has provided one of the more successful approaches to RDRP.
The pathway can be blocked by choice of A (see 50). For example,
when A is oxygen (vinyl ethers) or bears an alkyl substituent (e.g.,
A=CH-CH3), the product is unreactive to radical addition.

If Rand Z, A, or X are connected to form a ring structure, the
result is a potential ring-opening monomer. For many of the
transfer agents in this section, there are analogous ring-opening

monomers.315

3.04.5.1.4 Abstraction-fragmentation chain transfer

Other multistep mechanisms for chain transfer are possible. An
example is abstraction-fragmentation chain transfer shown by
silylcyclohexadienes (54, Scheme 60).>7*

The cyclohexadiene 56 is a good H donor, but the cyclohexa-
dienyl radical 57 is slow to react and fragments to provide the silyl
radical 58 that initiates polymerization. The reported transfer con-
stant for 56 in S polymerization at 80 °C is very low (0.00045).>7*

3.04.5.1.5 Catalytic chain transfer

Enikolopyan et al.*”> found that certain Co" porphyrin complexes
(e.g., 57) function as catalytic chain transfer agents. Later work has
established that various square planar cobalt complexes (e.g., the
cobaloximes 58-62) are effective transfer agents.>”®>?” The scope
and utility of the process has been reviewed several times,*”~3
most recently by Heuts et al*®! Gridnev,>®? and Gridnev and
Ittel % The latter two references®®*>** provide a historical per-
spective of the development of the technique.

The major applications of catalytic chain transfer are in
molecular weight control and in synthesis of macromonomers
based on methacrylate esters. However, they have also been
shown effective in polymerizations and copolymerizations of
MAA, MAM, MAN, AMS, S, and some other monomers.

A major advantage of catalytic transfer agents over conven-
tional agents is that they have very high transfer constants. The
value of C, in MMA polymerization is in the range 10°~107; thus
only very small amounts are required to bring about a large
reduction in molecular weight. Exact values for C,, are dependent
on the reaction conditions®>”*?763%4385 and, for chain lengths
<12, on the molecular weight of the propagating species.**3%
Ideally, they are not used up during polymerization.

Weak
single Leaving
bond group
Reactive
double -B-
bond X ng °R
4 —
\Actlvatlng
group
51
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OCHj

H
57

Scheme 60

3.04.5.1.6 Transfer to monomer

Nonzero transfer constants (Cy) can be found in the literature
for most monomers. Values of C,, for some common mono-
mers are given in Table 8. for S and the (meth)acrylates, the
value is small, in the range 107°-107*. Transfer to monomer is
usually described as a process involving hydrogen atom trans-
fer. While this mechanism is reasonable for those monomers
possessing aliphatic hydrogens (e.g., MMA, VAc, allyl mono-
mers), it is less acceptable for monomers possessing only
vinylic or aromatic hydrogens (e.g., VC, S). The details of the
mechanisms by which transfer occurs are, in most cases, not
proven. Mechanisms for transfer to monomer that involve loss
of vinylic hydrogens seem unlikely given the high strength of
the bonds involved.

Irrespective of the mechanism by which transfer to mono-
mer occurs, the process will usually produce an unsaturated
radical as a by-product. This species initiates polymerization to
afford a macromonomer that may be reactive under typical
polymerization conditions.

3.04.5.1.7 Transfer to polymer
Two forms of transfer to polymer should be distinguished:

1. Intramolecular reaction or backbiting, which gives rise to
short chain branches (length <5 carbons).

OCH;

/ ./ \
Si% Si‘é + +Si
SN NN/ \ > /
Pn ! OCH, OCH,
56

OCH,

OCHj

58

Table 8 Selected values for transfer constants to monomer
Monomer Temperature (°C) Cw x 10 References
S 60 0.6 386

MMA 60 0.1 387

MA 60 0.4 388

AN 60 0.3 389

VAc 60 1.8 390

VC 100 50 391,392
Allyl acetate 80 1600 393

Allyl chloride 80 700 393

Values rounded to one significant figure and are taken from the references shown.

There is considerable scatter in literature values for many monomers.

394

S, styrene; MMA, methyl methacrylate; MA, methyl acrylate; AN, acrylonitrile; VAc,
vinyl acetate; VC, vinyl chloride

Available evidence suggests that the main reaction accounting
for transfer to vinyl polymers (e.g., PMA, PVAc, PVC, PVF) usually
involves abstraction of a methine hydrogen (Scheme 61).
However, definitive evidence for the mechanism is currently
only available for a few polymers (e.g., PVAc, PVF).

2. Intermolecular reaction, which generally results in the for- e wan—H
mation of long chain branches. H LY H H . H
~»C—CH,~C-CH,~-Cw~ — ~+C—~CH,~C~CH,-C»
The intramolecular process does not give rise to a new polymer )'( )'( )'( )'( )'( )‘(
chain and is considered in Section 3.04.3.3.3. It will not be
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Table 9 Transfer constants to polymer
Temperature

Monomer (°C) Cpx10

S 60 1.9-16

MMA 60 0.1-360

MA 60 0.5-1.0

AN 60 35

VAc 60 1.4-47

VC 50 5

E 175 110

S, styrene; MMA, methyl methacrylate; MA, methyl acrylate;
AN, acrylonitrile; VAc, vinyl acetate; VC, vinyl chloride; E,
ethylene

Numbers are taken from Ueda, A.; Nagai, S. In Polymer
Handbook, Brandup, J., Immergut, E. H., Grulke, E. A., Eds;
4th ed.; John Wiley & Sons: New York, 1999; pp 11/97-1683%
and have been rounded to two significant figures.

Transfer constants to polymer (Cp) are not as readily deter-
mined as other transfer constants because the process need not
lead to an overall lowering of molecular weight. If transfer
occurs by hydrogen-atom abstraction from the polymer back-
bone, then, for every polymer chain terminated by transfer,
another branched chain is formed. In these circumstances, the
overall molecular weight remains constant. The extent of chain
transfer can then be estimated by measuring the number of
long chain branches or by analyzing the molecular weight
distribution. As NMR measurement of long-chain branching
relies on determining the branch points, a major analytical
problem is distinguishing the long-chain branches from the
short chain branches formed by backbiting.

The values of Cp to added polymer are measurable in cir-
cumstances where the added material is readily distinguishable
from that being formed in situ, for example, if it is of signifi-
cantly different molecular weight or if it is uniquely labeled.**”
Studies with model compounds suggest that oligomers of
chain length >3 can be used to provide a good estimate of
the transfer constant.>*®3°7

For some polymers, the value of Cp, depends on the polymer
molecular weight. This may help account for the wide range of
values for Cp in the literature (Table 9).

3.04.5.1.8 Transfer to initiator
The mechanism and incidence of transfer to initiator is dis-

cussed in Section 3.04.2.1.10.

3.04.6 Reversible Deactivation Radical
Polymerization

The first demonstration of living polymerization and the current
definition of the process can be attributed to Swarc.***?%° Living
polymerization mechanisms offer polymers of controlled compo-
sition, architecture, and molecular weight distribution. They
provide routes to low-dispersity end-functional polymers, to
high-purity block copolymers, and to stars and other more com-
plex architectures. Traditional methods of living polymerization
are based on ionic, coordination, or group transfer mechanisms.

Ideally, the mechanism of living polymerization involves only
initiation and propagation steps. All chains are initiated at the
commencement of polymerization and propagation continues
until all monomer is consumed. The combination of a living
mechanism with the scope and versatility of the radical process
should allow a wider selection of monomers and monomer
combinations and more freedom in choosing reaction conditions.
This potential and the applications that follow have provided the
impetus for the very significant research efforts that have been
devoted to this area over the last decade. In this chapter, we
discuss the various approaches that have been developed in mov-
ing toward a living radical polymerization paying particular
attention to the mechanism and the scope of each method.

At the time of the first edition of this book (1995),%°° this
field was still very much in its infancy. NMP was described,
though little had been published in the open literature, and
methods such as ATRP and RAFT had not been reported. Since
1995, the area has expanded dramatically and by themselves
RDRP processes now account for a very substantial fraction of
all research on radical polymerization (Chapter 3.01). The
development of this field over this period can be followed in
the publications following successful ACS symposia held in
1997,%°1 2000,*°? and 2002*°° and SML meetings held in
1996*°* and 2001.°°° Publications continue to appear at a
rapid rate. Matyjaszewski“’® has provided an overview of the
history and development of RDRP through 2001 in the
Handbook of Radical Polymerization.*°®

3.04.6.1 Living? Controlled? Mediated?

The terminology used in this chapter deserves some mention.
There has been some controversy over the use of the terms
‘living’ and ‘controlled’ in the context of describing a radical
polymerization.*®”~*!' The current IUPAC recommendation,
that a living polymerization is “a chain polymerization from
which irreversible chain transfer and irreversible chain termina-
tion (deactivation) are absent,” would preclude use of the term
‘living’ in the context of a radical process.”**'* The use of the
adjective ‘controlled’ by itself to designate these polymeriza-
tions is also contrary to IUPAC recommendations.?”*'? The
adjective ‘controlled’ should only be used when the particular
aspect of polymerization that is being controlled is specified. It
is not recommended that ‘controlled” be used in an exclusive
sense to mean a particular form of polymerization since the
word has an established, much wider, usage. The construct
‘controlled living polymerization’ would seem acceptable
when used to refer to those living polymerizations whose out-
comes are defined by controlling the reaction conditions or
other features. The word ‘controlled” should not be used to
indicate that systems have a lower degree of livingness. Other
terms such as ‘pseudo-living’ and ‘quasi-living’ are also discour-
aged.””*!? It has been stated that the definition of living
polymerization “tolerates no restrictive adjectives implying
something close to but not strictly living”.*°”

For this section we use the IUPAC recommended term
‘reversible deactivation radical polymerization’ (RDRP).
Termination is present in all of the polymerizations described,
even though many polymerizations display many of the obser-
vable characteristics normally associated with living
polymerization.
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3.04.6.2 Tests for Living (Radical) Polymerization

Following on from the above, various methods have been
described to test and/or rank the ‘livingness’ of polymerization
processes,07/408:413-416 AJ] of these tests have limitations. The
following list paraphrases a set of criteria for living polymeriza-

tion set out by Quirk and Lee*®”

who also critically assessed

their applicability primarily in the context of living anionic

polymerization.

1. “Living polymerizations proceed until all monomer is con-

sumed and may continue growth if further monomer is

weights obtained in radical polymerizations with conven-
tional transfer agents with C,>1 will increase with
conversion and may meet this test. Expressions for the
dependence of molecular weight on conversion for NMP
(and similar polymerizations), ATRP, and RAFT appear in
Sections 3.04.6.4.1(ii), 3.04.6.5.1, and 3.04.6.6.1, respec-
tively. A plot of M, versus conversion will remain linear
even in circumstances where there is a loss of a substantial
fraction of the living chains, although in that case there will
be a broadening of the molecular weight distribution.

R ) 3. “In a living polymerization the concentration of active spe-
added.” This criterion paraphrases one of Szwarc’s defini- . . " A plot of 1 .
) o 8309 . cies remains constant.” A plot of In([M]o/[M],) versus time
tions of living polymerization.””*>”” It becomes a rigorous . . . .
U o ; ) should be linear. In many conventional radical polymeriza-
criterion if we add “and the number of living chains remains . . . .
; tions, a steady state is established such that, over a wide
constant. . . . . .
. o L L conversion range, the concentration of active chains remains
. “In a living polymerization the molecular weight increases . L .
. ! o . ; approximately constant. Thus, these polymerizations will
linearly with conversion.” This contrasts with observations . .. L
. . . meet this test. Conversely, some living polymerizations
for conventional radical polymerizations where molecular . . . . . .
. . . . . with reversible deactivation will not meet this test (Section
weights are initially high and decrease with conversion due . L
. . 3.04.6.4.1(iii)). A rigorous criterion that also covers these
to monomer depletion (Figure 20). However, molecular . . .
cases is that the total concentration of active and dormant
T — chains should remain constant. However, this is more diffi-
Eo~ E cult to establish from kinetic measurements alone.
E > ~ E 4. "Living polymerizations provide narrow molecular weight
= ~ - E distributions.” This is a more qualitative test. What consti-
£E ~ E tutes low dispersity? Theoretically, a dispersity (X/Xy)of
'g = ~ - E 1.5 is the narrowest achievable in a conventional radical
S E ~3 polymerization with termination by combination for long
3E E chains (Section 3.04.4.1.1(iii)). An ideal living polymeriza-
B g E tion can provide a Poisson molecular weight distribution
=t E and X, /X,=1+1/X,; Xu/X,=1.01 for X,=100
E 3 (Figure 21). The better RDRP systems produce X,,/X, in
o 3 the range 1.05-1.2. Errors associated with measuring the
E E dispersity can be significant and most cause an underesti-
o e T T T Y O T Y e mate of the actual value. A low dispersity alone does not
0 20 40 60 80 100 imply the absence of side reactions.
% Conversion 5. “Block copolymers can be prepared by sequential addition
Figure 20 Predicted evolution of molecular weight (arbitrary units) with of monomers.” This is a special case of (1) above.
monomer conversion for a conventional radical polymerization with a 6. “End groups are retained allowing end-functional polymers
constant rate of initiation (- —-) and a living polymerization (—). to be obtained in quantitative yield.” Assessment of the
(a) 0.05 T T ||||||| T T ||||||| T T TTTTT (b) T T ||||||| T T ||||||| T T TTTTT
0.04 |- . - .
0.03 - — = —
- =)
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001 — — _ _ - - -
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Figure 21  Calculated (a) number and (b) GPC distributions for three polymers each with X, = 100. The number distributions of chains formed by
conventional radical polymerization with termination by disproportionation or chain transfer (- - -, X = 1.0, Xy /X, = 2.0) or termination by
combination (------ , 2 =1.0, Xy /X, = 1.5) were calculated as discussed in Section 3.04.4.1.1(iii). The number distribution of chains formed in an
ideal living polymerization (——, ¥ = 1.0, Xy, /X, = 1.01) was calculated using a Poisson distribution function.
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fraction of living chains can provide a quantitative measure
of the quality of a living polymerization. Currently, the most
used methods for end-group determination are NMR and
mass spectrometry.

Quirk and Lee concluded “there is no single criterion which is
satisfactory for determination of whether a given polymeriza-
tion is living or not”.*®” Most of the radical polymerizations
discussed in this chapter meet one or more of these criteria.
None meet all of the criteria.

3.04.6.3 Agents Providing Reversible Deactivation

The kinetics and mechanism of RDRP have been reviewed by
Fischer,*'” Fukuda et al.,*'® and Goto and Fukuda.*'’ In con-
ventional radical polymerization, new chains are continually
formed through initiation while existing chains are destroyed
by radical-radical termination. The steady-state concentration
of propagating radicals is ~ 10" M and an individual chain will
have a lifetime of only 1-10s before termination within a total
reaction time that is typically greater than 10000s. A conse-
quence is that long chains are formed early in the process and
(in the absence of other influences) molecular weights decrease
with monomer conversion due to the depletion of monomer
(Figure 20). In conventional (classical anionic****°?) living
polymerization, all chains are initiated at the beginning of the
reaction and grow until all monomer is consumed. As a con-
sequence, molecular weight increases linearly with conversion
and the molecular weight distribution is narrow.

The propensity of radicals to undergo self-reaction thus
precludes the use of the simple strategy applied in anionic
polymerization in developing a living radical polymerization.
Radical polymerizations can display the characteristics nor-
mally associated with living polymerization in the presence of
species that reversibly deactivate or terminate chains. These
reagents control the concentration of active propagating species
by maintaining a majority of chains in a dormant form. In
homogeneous radical polymerization, the rate of radical-
radical termination is proportional to the square of the radical
concentration (R,oc [PHO.]z) Thus, the incidence of termination
can be reduced relative to propagation (R, oc [Pye]) by reducing
the radical concentration.

In RDRP, the concentration of propagating radicals is
usually similar to or lower than that in conventional radical
polymerization (i.e., < 10~” M). For control, and to retain a high
fraction of living chains, the lifetime of chains in their active
state must be significantly less than in the conventional process
(<« 1-10s). A rapid equilibration between active and dormant
forms then ensures that all propagating species have equal
opportunity for chain growth. All chains grow intermittently.

It is not necessary that RDRP be slow with respect to con-
ventional radical polymerization. However, it follows from the
above discussion that, for a high fraction of living chains, either
the final degree of polymerization must be significantly lower
than that in an otherwise similar conventional process or con-
ditions must be chosen such that the rate of polymerization is
substantially lower.

Heterogeneous polymerization processes (emulsion, mini-
emulsion, nonaqueous dispersion) offer another possibility for
reducing the rate of termination through what are known as
compartmentalization effects. In emulsion polymerization, it is

Active chain Dormant chain
kdeact
P,,' + X =——————— P; X
kact
UMonomer
Scheme 62
Active chain Dormant chain
. kdeact .
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kact
UMonomer
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. tl' .
Pr + P,—Y Pi=Y + Py
k—tr
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believed that the mechanism for chain stoppage within the
particles is not radical-radical termination but transfer to
monomer (Section 3.04.5.1.6). These possibilities have pro-
vided impetus for the development of heterogeneous RDRP.

We can distinguish several subclasses of activation-
deactivation processes according to their mechanism. These
are shown in Schemes 62-64.

1. Those giving deactivation by reversible coupling and
involving a unimolecular activation process as shown in
Scheme 62. P,® is a propagating radical (an active chain).
The deactivator (X) is usually, though not always, a stable
radical. However, X may also be an even electron (diamag-
netic) species, for example, diphenylethylene. In this case
P,-X would be a persistent radical, or a transition metal
complex, for example, a low-spin cobalt (II) complex.
These systems are discussed in Section 3.04.6.4. Possibly
the best-known process is NMP (Section 3.04.6.4.2).

2. Those giving deactivation by reversible atom or group
transfer and involving a bimolecular activation process
(Scheme 63). For the systems described, the deactivator
(X-Y) is a transition metal complex where Y is the metal
in a higher oxidation state. Ye is then the metal in a lower
oxidation state. Ye is inert with respect to monomer. Y® can
be considered as a catalyst for the process shown in
Scheme 62 and many aspects of the kinetics are similar.
The best-known example is ATRP (Section 3.04.6.5) where
the deactivator X-Y is, for example, a copper(II) halide.

3. Those giving simultaneous deactivation and activation by
reversible (degenerate) chain transfer (Scheme 64). These
systems are discussed in Section 3.04.6.6. The best known of
this class is RAFT with thiocarbonylthio compounds
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(Section 3.04.6.6.2). In this case, the chain transfer step
involves formation of an intermediate adduct. Other exam-
ples believed to involve a transfer by homolytic substitution
transfer (ITP)  and

are  iodine polymerization

telluride-mediated polymerization (TERP).*?°

The polymerizations (1) and (2) owe their success to what has
become known as the persistent radical effect.*'” Simply stated,
when a transient radical and a persistent radical are simulta-
neously generated, the cross-reaction between the transient and
persistent radicals will be favored over self-reaction of the
transient radical. Self-reaction of the transient radicals leads to
a buildup in the concentration of the persistent species that
favors cross-termination with the persistent radical over homo-
termination. The homotermination reaction is thus
self-suppressing. The effect can be generalized to a persistent
species effect to embrace ATRP and other mechanisms men-
tioned in Sections 3.04.6.4 and 3.04.6.5. Many aspects of the
kinetics of the processes discussed under (1) and (2) are simi-
lar,"'” the difference being that (2) involves a bimolecular
activation process.

The reversible chain transfer process (3) is different in that
ideally radicals are neither destroyed nor formed in the activa-
tion-deactivation equilibrium. This is simply a process for
equilibrating living and dormant species. Radicals to maintain
the process must be generated by an added initiator.

Though there is still debate about detailed mechanism, in
each of the processes (1-3) the propagating species is believed
to be a conventional propagating radical. Thus, termination by
radical-radical reaction is not eliminated, though, as we shall
see, with appropriate choice of reaction conditions, the signifi-
cance of this process can be markedly reduced.

3.04.6.4 Deactivation by Reversible Coupling
and Unimolecular Activation

Most polymerizations in this section can be categorized as
stable (free) radical-mediated polymerizations (sometimes
abbreviated as SFRMP). In the following discussion, systems
have been classed according to the type of stable radical
involved, which usually correlates with the type of bond homo-
lyzed in the activation process. Those described include systems
where the stable radical is a sulfur-centered radical, a
selenium-centered radical, a carbon-centered radical, an
oxygen-centered radical, or a nitrogen-centered radical.

3.04.6.4.1 Kinetics and mechanism

3.04.6.4.1(i) Initiators, iniferters, initers

In each of the sections below, we will consider the initiation
process separately. For each system, various initiation methods
have been applied. In some cases, the initiator is a low-
molecular-weight analog of the propagating species; in other
cases, it is a method of generating such a species. The initiators
first used in this form of RDRP were called iniferters (initiator-
transfer agent-chain terminator) or initers (initiator-chain ter-
minator). These terms were coined by Otsu and Yoshida®®
based on the similar terminology introduced by Kennedy**'
to cover analogous cationic systems. Except for the case of the
dithiuram disulfides and related species, these expressions have
now fallen from favor and are no longer used as a generic
terminology. In this chapter, we use the term initiator to denote

alkoxyamines in NMP and halo compounds in ATRP despite
the confusion this can create, especially when the process also
involves added conventional initiators.

In order for the characteristics of living polymerization to be
displayed, initiators should possess the following attributes:

1. One (in some cases, both) of the radicals formed on initia-
tor decomposition is persistent or long-lived and unable (or
slow) to initiate polymerization.

2. Primary radical termination (or transfer to initiator) should
be the only significant mechanism for the interruption of
chain growth. Primary radical termination should occur
exclusively by combination. Transfer to initiator, when
involved, should occur exclusively by group transfer to
give a product analogous to that formed by termination by
combination.

3. The bond to the end group (X) formed by these mechanisms
must be thermally or photochemically labile under the
reaction conditions such that reversible homolysis regener-
ates the propagating radical.

4. The initiator must be consumed rapidly with respect to the
rate of polymerization.

3.04.6.4.1(ii) Molecular weights and distributions

The initiator or iniferter determines the number of growing
chains. Several methods of initiation are used. Only three will
be considered here. The first involves direct use of a species I-X
(e.g., an alkoxyamine - Section 3.04.6.4.2) as shown in
Scheme 65. Ideally, the degree of polymerization is given by
eqn [80] and the molecular weight by eqn [81].

X ([M]o_[ML) [M}o

TN, I, 0
M, = ([M%?);}Ef\ﬂ_t) mMyp + Mix (81]

where ([M]o-[M],) is the amount of monomer consumed, 1y,
and myx are the molecular weights of the monomer and the
initiator (IX), respectively, and c is the monomer conversion.
For a slow decomposing initiator, the term in the denominator
should be ([IX]o-[IX],) = [IX](1-exp(-kaat), that is, the amount
of initiator consumed. An efficiency term f that has the usual
definition (eqn [82]) can be introduced which allows for side
reactions during the decomposition of IX or in the formation of
P,e. The species Ie often has different reactivity and specificity
for reaction with monomer than the propagating species (Pe).
Side reactions involving Ie cause the molecular weight to be
higher than expected.

k,act .
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k,deact
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Scheme 65
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[IX],
For a polymerization with initiation by the process shown in
Scheme 65 with k' =ka and K geact = Raeacy the dispersity is

given by eqn [83]:
X 1 (ﬂ) kp [IX]

9

83
kdeacl [ }

where ¢ is the monomer conversion. The dispersity depends on
the molecular weight, the monomer conversion, and the ratio
kp/kgeaci- This ratio governs the number of propagation steps
per activation cycle and should be large for a narrow molecular
weight distribution.

A second process involves use of a conventional initiator (I,;
e.g., AIBN, BPO) in the presence of X (e.g., a nitroxide) to
generate a species IX in situ as shown in Scheme 66.

The degree of polymerization will usually be determined by
the concentration of X. Some X may be lost in side reactions
during the formation of IX. In some cases, I®¢ must undergo at
least one propagation step before combination with X is likely
(e.g., in NMP with BPO as initiator). Any processes that irre-
versibly consume X will raise the molecular weight. Any process
that provides additional chains will lower the molecular weight
(e.g., thermal initiation in S polymerizations or an additional
thermal initiator).

A third process involves use of the species (X-X) to generate
the ‘stable radical” in pairs and relies on the stable radical being
able to react with monomer, albeit slowly, to generate P;X
(Scheme 67). Polymerizations with dithiuram and other dis-
ulfides and hexasubstituted ethanes belong to this class.

Other variations and combinations of these processes are
also possible and are described in the following sections.

3.04.6.4.1(iii) Polymerization kinetics
General features of the polymerization kinetics for polymeriza-
tions with deactivation by reversible coupling have already

XX =—— X' + X

lMonomer
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P—X Py + X
kdeact

kleonomer

Scheme 67

been mentioned. Detailed treatments appear in reviews by
Fischer,*'” Fukuda et al.,*'® and Goto and Fukuda®'® and will
not be repeated here.

In conventional radical polymerization, the rate of poly-
merization is described by eqn [84]. As long as the rate of
initiation remains constant, a plot of In(|[M]y/[M],) versus
time should provide a straight line.

N 1/2
In [[ﬁ]f:kp (%) ( (84]

For polymerizations where initiation is described by Scheme 65,

the rate of polymerization is given by eqn [85]:*!”

1/3
ln% = %kp (K22}0> 23 [85]

where K=k,./kgeacr- The derivation of this equation requires
that [X], is zero and that there is no initiation source other than
IX. Note that the relationship between In([M]o/[M];) and time
is not anticipated to be linear. Under these circumstances, the
rate of polymerization is controlled by the value of the activa-
tion-deactivation equilibrium constant K.

If there is an external source of free radicals (e.g., from
thermal initiation in S polymerization or from an added con-
ventional initiator), eqn [84| may again apply. The rate of
polymerization becomes independent of the concentration of
IX and, as long as the number of radicals generated remains
small with respect to [IX]o, a high fraction of living chains and
low dispersities is still possible. The validity of these equations
has been confirmed for NMP and with appropriate modifica-
tion has also been shown to apply in the case of ATRP.*'®

3.04.6.4.2 Nitroxide-mediated polymerization

The literature on NMP through 2001 was reviewed by Hawker
et al>**?? More recently, the subject has been reviewed by
Studer and Schulte”** and Solomon.*** NMP is also discussed
by Fischer’”® and Goto and Fukuda®® in their reviews of
polymerization kinetics and is mentioned in most reviews
on RDRP. A simplified mechanism for NMP is shown in
Scheme 68.

Prior to the development of NMP, nitroxides were well
known as inhibitors of polymerization (Section 3.04.4.2).
They and various derivatives were (and still are) widely used
in polymer stabilization. Both applications are based on the
property of nitroxides to efficiently scavenge carbon-centered
radicals by combining with them at near diffusion-controlled
rates to form alkoxyamines. This property also saw nitroxides
exploited as trapping agents to define initiation mechanisms.

The exploitation of alkoxyamines as polymerization initia-
tors and the use of NMP for producing block and
end-functional polymers was first described in a patent

) Kdeact /R
P,: + .O_N\ _— Pn—O—N‘
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Monomer
Scheme 68
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application by Solomon et al. in 1985.%? In this work, NMP was
described as a method of living radical polymerization. This
work was mentioned in a communication*?® in 1987 and a
conference paper426 in 1991. In 1990, Johnson et al.**”
described what is now known as the persistent radical effect**®
and showed that NMP, with appropriate selection of alkoxya-
mine and control of reaction conditions, could, in principle,
provide low-dispersity polymers. These early papers focused on
NMP of acrylates. However, the method only received signifi-
cant attention in the wider literature following the
demonstration by Georges et al.>* in 1993 that NMP could be
used to prepare PS with a narrow molecular weight distribu-
tion. Since that time the literature on NMP has expanded
greatly and, along with ATRP and RAFT, NMP is now one of
the more cited methods for RDRP.

3.04.6.5 Atom Transfer Radical Polymerization

The addition of halocarbons (RX) across alkene double bonds in
a radical chain process, the Kharasch reaction (Scheme 69),**
has been known to organic chemistry since 1932. The overall
process can be catalyzed by transition metal complexes (Mt"-X);
it is then called atom transfer radical addition (ATRA)
(Scheme 70).%343!

Polymer formation during the Kharasch reaction (Scheme 69)
or ATRA (Scheme 70) can occur if trapping of the radical (63), by
halocarbon or metal complex respectively, is sufficiently slow
such that multiple monomer additions can occur. Efficient poly-
mer synthesis additionally requires that the trapping reaction is
reversible and that both the activation and deactivation steps are
facile.

The first purposeful use of ATRA in polymer synthesis was in
the production of telomers.**? In this early work, compara-
tively poor control over the polymerization was achieved and
little attempt was made to explore the wider utility of the
process. Some analogies may also be drawn with the work of
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Bamford et al. and others on transition metal/organic halide
redox initiation.**?

The first reports of ATRP, which clearly displayed the char-
acteristics of living polymerization, appeared in 1995 from the
laboratories of Sawamoto,*3* Matyjaszewski,“o’435 and
Percec.**® The literature on ATRP is now so vast that a compre-
hensive review cannot be presented here. A number of reviews
on ATRP have appeared. Most informative on the scope of the
process are those by Matyjaszewski and Xia,*>**” Kajimoto
et al.,>***® and Ouchi et al.**° The kinetics of ATRP are con-
sidered in reviews by Fischer’?® and Goto and Fukuda.*'®> ATRP
is sometimes also called transition metal-mediated radical
polymerization. We use this latter term for radical polymeriza-
tions where control is achieved by a reversible coupling
mechanism.

A much-simplified mechanism for reversible activation—
deactivation of polymer chains during ATRP is shown in
Scheme 71. In the deactivation process, propagating radicals
are trapped by atom or group transfer (most commonly a
halogen (Cl, Br, I) although other groups (e.g., SCN) are
known) from a metal complex in its higher oxidation state.
The activation process involves a redox reaction between the
polymer end group and the metal complex in its reduced form.

The atom transfer reaction is generally thought to involve
inner sphere electron transfer (ISET) with concerted transfer of
the halogen from initiator to the metal complex and various
kinetic and other data support this view for most of the com-
mon initiator/catalyst/monomer combinations. However, it is
possible to write the process as two steps, the first being an
outer sphere electron transfer (OSET) process to provide an
intermediate radical anion (Scheme 72).2>*%° The living poly-
merization of vinyl chloride with alkyl iodide initiators and
nascent Cu(0) catalyst is considered to involve an OSET pro-
cess.**?*43 OSET does not require a transition metal catalyst
and can involve other single electron reducing agents such as
dithionite.*** For this case it is also possible that the chain
equilibration step is, in part, similar to that discussed under
iodine transfer polymerization.**?

Ideally, the metal complex is a catalyst and, in principle, is
only required in very small quantities. However, the kinetics of
initiation for the systems described to date dictate that rela-
tively large amounts are used and catalyst:initiator ratios are
typically in the range 1:1 to 1:10. The most commonly used
catalysts are metal complexes based on Cu and Ru. However, a
wide range of metals and ligands has been used. Conditions
and catalysts have been found such that most monomers poly-
merizable by a radical mechanism can be used in ATRP.
Difficult monomers are vinyl acetate and simple olefins (in
homopolymerization) and monomers that coordinate strongly

kdeact
Pn. + X_Mtn+1 —_— PH_X + Mtn
U kact
Monomer
Scheme 71

(c) 2013 Elsevier Inc. All Rights Reserved.



110 Radical Polymerization

Py + X-Mt+1

Scheme 72

with metal centers. It is extremely important to select the
initiator, catalyst, and reaction conditions for the particular
monomer.

There has been some discussion on whether ATRP is a ‘free’
radical polymerization.*****> Are the reactions of initiating
and propagating species produced in ATRP influenced by the
presence of the metal complex? Reports*****> that reactivity
ratios in copolymerization by ATRP differ from those observed
in conventional radical polymerization appear to be an effect
of chain length. There is no doubt that the rate of polymeriza-
tion in ATRP can be dramatically affected by the reaction
medium, but this can in large part be attributed to changes in
the activation/deactivation equilibrium. The current general
consensus is that the common forms of ATRP are radical pro-
cesses and the propagating radicals behave as ‘free’ propagating
radicals under the reaction conditions. The polymerization
kinetics can be interpreted on this basis and radical-radical
termination occurs to the extent expected given the radical
concentration,

Notwithstanding the occurrence of any side reactions, a
successful ATRP experiment will generally yield a polymer
with halogen end groups. These end groups are potentially
labile and may impair polymer stability. Moreover, corrosive
by-products (hydrohalic acids) can be formed by thermal elim-
ination. However, the end groups are also precursors to a wide
range of other functionality. It is possible to transform them
into groups that are chemically inert or to useful functional-
ities. They also render the polymers useful as precursors to
block, star, comb, and more complex architectures.

3.04.6.5.1 Molecular weights and distributions

In ATRP, the initiator (RX) determines the number of growing
chains. Ideally, the degree of polymerization is given by eqn
|86] and the molecular weight by eqn [87]. Note the appear-
ance of the initiator efficiency (f ') in the numerator of these
expressions. In practice, the molecular weight is often higher
than anticipated because the initiator efficiency is decreased by
side reactions. In some cases, these take the form of heterolytic
decomposition or elimination reactions. Further redox chem-
istry of the initially formed radicals is also known. The initiator
efficiencies are dependent on the particular catalyst employed.

5. = (M]-MI)f" _ Mlof'

"TUURK, R, 56
it ([M]&f]\:h)f’ S -

where ([M]o-[M],) is the concentration of monomer consumed
my, and mgy are the molecular weights of the monomer and the
initiator (RX), respectively, and c is the monomer conversion.
It is assumed in the derivation of eqn [86] that RX is com-
pletely consumed. In order to obtain good control (low
dispersities, molecular weights according to eqn [86]), it is
critical that initiation is rapid with respect to propagation
such that RX is consumed before there is any substantial

PiX + M+

P;=X + Mt"

conversion of monomer. Slow usage of RX will give a posttail-
ing or bimodal molecular weight distribution.

In S polymerization, thermal initiation will be a source of
extra chains. Additional chain formation processes will cause
the molecular weight to be lower than anticipated by eqn [86].
Sometimes conventional thermal initiators are added with
similar effect. A pretailing molecular weight distribution may
result.

In ideal circumstances, with polymerization described by
Scheme 71 and rate of activation of RX equal to that of P X, the
419

dispersity is given by eqn [88]:

XW71+ 1 N 2-¢ I [RX] 58]
Xn  Xa ¢ ) Rieaa IMPT1X]
where ¢ is the monomer conversion.
The rate of polymerization is given by eqn [89]:
[RX][Mt"]
R, = k,K———[M 89
P 1 [MthrlX] [ ] [ }

The ATRP experiment is usually commenced with all of the
catalyst in its lower oxidation state. The number of propagation
events per activation cycle is dependent on the concentration of
catalyst in its higher oxidation state. For low dispersities, it is
important that this number is small. As indicated by eqn [88],
dispersity is inversely proportional to the concentration of the
deactivator (Mt™*'X). Thus, just as in NMP, where it is desirable
to have a very low concentration of free nitroxide in the poly-
merization medium, in ATRP it can be important to have a
proportion of the catalyst in its higher oxidation state.
However, as implied by eqn [89], a concentration of deactiva-
tor that is too high can cause retardation or even inhibition of
polymerization.

3.04.6.6 Reversible Chain Transfer

Radical polymerizations that involve a reversible chain transfer
step for chain equilibration and that displayed the character-
istics of living polymerizations were first reported in
1995.79%44 The mechanism of the reversible chain transfer
step may involve homolytic substitution (Scheme 73) or addi-
tion-fragmentation (RAFT) (Scheme 74). An essential feature
is that the product of chain transfer is also a chain transfer agent
with similar activity to the precursor transfer agent. The process
has also been termed degenerate or degenerative chain transfer

. ktr I .
P, P—l+ P,
Ky
UMonomer UMonomer
Scheme 73
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Kagd [ Pm
K,
U CO,Me p P, CO,Me
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Scheme 74

since the polymeric starting materials and products have
equivalent properties and differ only in molecular weight.

Polymerization of S and certain fluoro-monomers in the
presence of alkyl iodides provided the first example of the
reversible homolytic substitution process (Scheme 73). This
process is also known as iodine transfer polymerization.*****”
Other examples of reversible homolytic substitution are poly-
merizations conducted in the presence of certain alkyl
tellurides (TERP) or stibines.*2°

Polymerizations of methacrylic monomers in the presence
of methacrylic macromonomers under monomer-starved con-
ditions display many of the characteristics of living
polymerization (Scheme 74). These systems involve RAFT.
However, RAFT with appropriate thiocarbonylthio compounds
is the most well-known process of this class (Section
3.04.6.6.2). It is also the most versatile having been shown to
be compatible with most monomer types and a very wide range
of reaction conditions.>”?'?

3.04.6.6.1 Molecular weights and distributions

As with other forms of RDRP, the degree of polymerization and
the molecular weight can be estimated from the concentration
of monomer and reagents as shown in eqns [90] and [91],
respectively.**®

)
Xo = T @ (Malo-TD 190]
My = MMl [91]

[Ty + df ([12]o~[La]),

where my, and my are the molecular weights of the monomer
(M) and the transfer agent (T), respectively, d is the number of
chains produced in a radical-radical termination event
(d ~1.67 for MMA polymerization and ~ 1.0 for S polymeriza-
tion), and f is the initiator efficiency. The form of this term in
the denominator is suitable for initiators such as AIBN that
produce radicals in pairs but will change for other types of
initiator.

Reaction conditions should usually be chosen such that the
fraction of initiator-derived chains (should be greater than or
equal to the number of chains formed by radical-radical termi-
nation) is negligible. The expressions for number average
degree of polymerization and molecular weight (eqn [90] and
[91]) then simplify to eqns [92] and [93]:

v _ M]-[M],

o=, .
o MJp=[M],
Mn :TMMJFMT [93]

——
add CO,Me U
Monomer

These equations suggest that a plot of M, versus conversion
should be linear. A positive deviation from the line predicted
by eqn [93] indicates incomplete usage of transfer agent (T),
while a negative deviation indicates that other sources of poly-
mer chains are significant (e.g., the initiator).

Analytical expressions have been derived for calculating
dispersities of polymers formed by polymerization with rever-
sible chain transfer. The expression (eqn [94]) applies in
circumstances where the contributions to the molecular weight
distribution by termination between propagating radicals,
external initiation, and differential activity of the initial transfer
agent are negligible >¢*42°

XW—1+1+ 2=c) 1 [94]
Xn N Xn c Ctr

where c is the fractional conversion of monomer.

The transfer constant governs the number of propagation
steps per activation cycle and should be small for a
narrow molecular weight distribution. Rearrangement of
eqns [94]-[95] suggests a method of estimating transfer con-
stants on the basis of measurements of the conversion,
molecular weight, and dispersity.**°

In more complex cases, kinetic simulation has been used to
predict the time/conversion dependence of the dispersity.
Much of the research in this area has been carried out with a
view to understanding the factors that influence retardation.
The main difficulty in modeling RAFT lies in choosing values
for the various rate constants.

3.04.6.6.2 Thiocarbonylthio RAFT

Although the term RAFT (an acronym for reversible addition-
fragmentation chain transfer)®” is sometimes used in a more
general sense, it was coined to describe, and is most closely
associated with, the reaction when it involves thiocarbonylthio
compounds. RAFT polymerization, involving the use of
xanthates, is also sometimes called MADIX (macromolecular
design by interchange of zanthate).*** The process has been
reviewed by Rizzardo et al.,*®° Chiefari and Rizzardo,>>®
Barner-Kowollik et al,*>' McCormick et al,**> and Moad
ot ql 38315453-455

Organic chemists have been aware of reversible addition-
fragmentation involving xanthate esters in organic chemistry
for some time. It is the basis of the Barton-McCombie process
for deoxygenation of alcohols (Scheme 75).%767438
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X+
S

-OH —— R«
R-OH O)I\SMe

—_—
—_—

Scheme 75

In 1988 a paper by Zard and coworkers*>® reported that

xanthates were a convenient source of alkyl radicals by rever-
sible addition-fragmentation and used the chemistry for the
synthesis of a monoadduct to monomer (a maleimide). Many
applications of the chemistry in organic synthesis have now
been described in papers and reviews by the Zard group.*®%*°!

RDRP using thiocarbonylthio RAFT agents (including
dithioesters, trithiocarbonates, and xanthates) was first
described in a patent published in 1998.*°> The first paper
describing the process also appeared in 1998.>” Other patents
and papers soon followed. Papers on this method, along with
NMP and ATRP, now dominate the literature on radical
polymerization.

A key feature of the mechanism of RAFT polymerization is
the sequence of addition-fragmentation equilibria shown in
Scheme 76.%” Initiation and radical-radical termination occur
as in conventional radical polymerization. In the early stages of
the polymerization, addition of a propagating radical (P,°) to
the thiocarbonylthio compound (64) followed by fragmenta-
tion of the intermediate radical (65) gives rise to a polymeric
thiocarbonylthio compound (66) and a new radical (R").
Reaction of the radical (R*) with monomer forms a new pro-
pagating radical (Pp,"). A rapid equilibrium between the active
propagating radicals (P,* and P,*) and the dormant polymeric

Initiation

M M
initiator 1 Py

Reversible chain transfer/propagation

. K, K o

Py + SYS—R add pP;—S.e SR _P. P/~S._S + R
k he K Y

Mk, Z -add z B

66 67 68a
Reinitiation
. M . M M .
R pe R—M Pm

Reversible (degenerate) chain transfer/propagation

P + Sy S PS5 S~ PSS * Py

P

68a 69 68b
Termination
. . kt
P, + Pp —_— dead polymer
Scheme 76

X<
X\S s
+
R\O)'\SMe—> R O)\SMG
L X—H
R-H + X

thiocarbonylthio compounds (66) provides equal probability
for all chains to grow and allows for the production of
low-dispersity polymers. With appropriate attention to the
reaction conditions, the vast majority of chains will retain the
thiocarbonylthio end group when the polymerization is com-
plete (or stopped). Radicals are neither formed nor destroyed
in the chain equilibration process. Thus once the equilibria are
established, rates of polymerization should be similar to those
in conventional radical polymerization. This is borne out by
experimental data, which show that, with some RAFT agents,
RAFT polymerization is half order in initiator and zero order in
the RAFT agent over a wide range of initiator and RAFT agent
concentrations.

For very active RAFT agents, the RAFT agent derived radical
(R®) may partition between adding to monomer and reacting
with the transfer agent (polymeric or initial). In these circum-
stances, the transfer constant measured according to the
Mayo or related methods will appear to be dependent on
the transfer agent concentration and on the monomer
conversion. A reverse transfer constant can be defined as
follows (eqn [77]):

= [96]

and the rate of RAFT agent consumption is then given by
eqn [78]>%*

[66]
[M] + Cy [66] + C_[68]

[97]

For addition-fragmentation chain transfer, the rate constants
for the forward and reverse reactions are defined as shown in
eqns [98] and [99], respectively:

kg
ke = kagg ————— 98
\ g i (98]
k_add
koo =kp——— 99
t p kfadd I kﬂ [ }

RAFT polymerization provides the characteristics usually asso-
ciated with living polymerization. The overall process results in
monomer units being inserted into the RAFT agent structure as
shown in Scheme 6. Expressions (eqns [90]-[93]) for estimat-
ing number average degree of polymerization and molecular
weight in RAFT polymerization are provided in Section
3.04.6.6.1. Dispersities will depend on the chain transfer con-
stants associated with both the initial and polymeric RAFT
agents. The reaction conditions should be chosen such that
the initial RAFT agent is rapidly consumed during the initial
stages of the polymerization.

(c) 2013 Elsevier Inc. All Rights Reserved.
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3.05.1 Introduction experimentally determine this frequency? And how does this

Controlled/living radical polymerization, abbreviated here as
LRP, has attracted enormous attention over the past two dec-
ades or so for providing simple and robust routes to the
synthesis of well-defined, low-polydispersity polymers and
the fabrication of novel functional materials.'>” LRP includes
a group of radical polymerization (RP) techniques which are
based on a common mechanistic principle by which it is dis-
tinguished from free RP or conventional RP. It is a reversible
activation process (Scheme 1), in which the dormant
(end-capped) chain P-X is supposed to be activated
(uncapped) to the polymer radical P* by thermal, photochemi-
cal, and/or chemical stimuli. In the presence of a monomer M,
P* will undergo propagation until it is deactivated (capped)
back to P-X. In practically important systems, it usually holds
that [P*]/[P-X] £ 107>, meaning that a living chain spends most
of its polymerization time in the dormant state. Here we have
implicitly defined ‘living chains’ as the sum of the active and
dormant chains. Accordingly we define LRP as the RP that is
structurally and kinetically controlled by the work of living
chains. If each living chain experiences activation-deactivation
cycles many times during the polymerization run, all of
them will have a nearly equal chance to grow, giving a
low-polydispersity product. Many of the fundamental issues
to be addressed in LRP are, therefore, associated with the rever-
sible activation process. How can we realize this process
experimentally? How is the frequency of activation (or deacti-
vation) correlated with the chain length and chain length
distribution of the product polymer? How is it possible to

k
kact . P
P-X P
Kdeact (+M)
(Dormant) (Active)
Scheme 1 Reversible activation (general scheme).

frequency depend on the chemical structure of the dormant
chain and the thermal, photochemical, and/or chemical stimuli
applied to the system? Answers to these questions are essential
for systematically understanding LRP, evaluating the perfor-
mance of individual LRP systems, making the most effective
use of them, and designing new systems of higher performance.

LRP is distinguished also from termination-free polymeriza-
tions like living anionic polymerization (in its ideal form) by
the existence of bimolecular termination, chain transfer, and all
other elementary reactions involved in conventional RP. While
it clearly limits the degree of structural control attainable by
LRP, it provides the systems with a variety of kinetically unique
and interesting characteristics. Given the rate constants of all
the elementary reactions and experimental conditions such as
the original concentrations of reactants and temperature, one
will be able to simulate the whole process of an LRP run and
predict the characteristics of the product polymer, quite accu-
rately in principle. This, in turn, indicates the feasibility of
optimizing experimental conditions for the highest possible
performance. The demerit of termination and other ‘side reac-
tions” would thus be minimized in a well-designed LRP run.

This chapter is intended to describe the principles and
fundamentals of LRP. It covers a brief survey of LRP in
Section 3.05.2, the theories of polymerization rate R, and
polydispersity index (PDI) in Sections 3.05.3 and 3.05.4,
respectively, and the experimental investigations into several
typical LRP systems in Sections 3.05.5 through 3.05.8. The
kinetic parameters related to reversible activation reactions are
briefly summarized in Section 3.05.9. The readers are referred
also to our previous reviews.?> !

3.05.2 Principles and Classification of LRP Techniques
3.05.2.1 General Polymerization Behavior

In conventional RP, the lifetime of a polymer radical P° is
typically in the order of a second, during which initiation,
propagation, and termination take place, yielding a dead
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chain with a degree of polymerization (DP) of, say, 10°~10* in
the absence of a chain transfer agent. Such dead chains are
formed at every instant and accumulated throughout the
course of polymerization that may last for several hours in
many cases. In LRP, polymerization is usually started with an
initiating adduct Py-X, which is, in many cases, a low-mass
homologue of the dormant polymer P-X and is sometimes
produced in situ at an early stage of polymerization. As men-
tioned in Section 3.05.1, every living chain repeatedly
experiences the activation-deactivation cycle and thus grows
in an intermittent fashion or, viewed in a long timescale, grows
‘slowly’. The transient lifetime of the activated chain P°,
namely, the time interval between the activation and subse-
quent deactivation events occurring on the same chain, is
typically in the order of a millisecond, which is followed by
the dormant state P-X lasting for minutes, typically. Obviously,
the sum of transient lifetimes of a chain over the whole poly-
merization run determines the DP finally achieved.

Now let us compare an LRP and a conventional RP with the
same [P°] (and hence the same rate of polymerization R,,) and
assume, for the sake of simplicity, [M] and [P°] to be indepen-
dent of time. The chance of radical-radical termination is
obviously the same for the two systems. If the radical lifetime
in the conventional system is 1s, for example, the sum of
transient lifetimes in the corresponding LRP system has to be
set sufficiently smaller than 1s, since otherwise a greater por-
tion of living chains (the sum of activated and dormant chains)
will be dead at the end of the run. In other words, if the
number-average DP (DP,) achieved in the conventional RP
run is 10, for example, that in the LRP run has to be set
sufficiently smaller than 10%. If it is set to 10?, we may expect
that about 10% of the living chains will be dead, and if it is set
to 107, dead chains in the LRP system will be only about 1% in
fraction at the end of the run. A high fraction of living chains is
an obvious requisite for preparing well-defined polymers.
Hence the target DP, in an LRP run, which may be approxi-
mated by eqn [1], should be relatively low, say, less than several
hundreds in typical cases:

DPy = ——% [1}
In eqn [1], ¢ is the fractional conversion and the subscript ‘0"
denotes the initial state. Of course such an estimate heavily
depends on monomers and experimental conditions. One can
relax the limitation imposed on DP,, by carrying out experi-
ments at, for example, an unusually low [P°] or an unusually
high pressure.’””> In these conditions, one can expect unu-
sually large DP,, for both conventional and LRP systems, but,
of course, at the cost of a long polymerization time or a com-
plicated and costly experimental setup, respectively.

3.05.2.2 Activation—-Deactivation Quasi-Equilibrium

The rate constants of activation k, and deactivation kqe,« given
in the general scheme (Scheme 1) are defined as a pseudo-
first-order constant in the unit of s™'. Every dormant chain is
activated once every k,q ~''s and deactivated back to the dor-
mant state after a transient lifetime of kgeq "' 5, ON average.
In typical successful LRPs, 1l ' =10-10>s and

Rgeac ' = 0.1-10 ms. The steadiness of polymerization requires
the following equilibrium to hold:

kacl [P - X] - kdeacl [P.] [2]

Actually, this equilibrium is never realized rigorously because
of the presence of termination (and other ‘side’ reactions that
can affect the active chain concentration [P°]). It is a ‘quasi-
equilibrium’ state in which eqn [2] only approximately holds
when the rates of activation and deactivation are much larger
than those of termination (and other side reactions).

The rate constant k,. denotes the activation frequency per
chain, that is, the number of activation events occurring on a
chain per unit time, which, in the quasi-equilibrium state, is
approximately equal to the deactivation frequency per chain.
This frequency determines the p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>