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Preface

Historically, to tune the properties of a polymer ormore general softmatter systemsby
a secondphase is not a newconcept anddates back to the40sof the last century.Beside
some successes, the improvement of the properties remained somehow limited. The
expectations of the enhancement of the properties of composites changed by the
developments of Toyota Central research in the 1990s. It was shown that the incor-
poration of 5 vol% exfoliated layers of a clay system into a polymer leads to a
strong improvement of the mechanical and thermal properties. This discovery stim-
ulated a broad research interest of both fundamental and applied character. Today,
polymer-based nanocomposites have reached a billion-dollar global market. The
corresponding applications span from components for transportation, commodity
plastics with enhanced barrier and/or flame retardancy characteristics, to polymers
with electrical properties for shielding, electronics, sensors, and solar cells as well
as to live science. Important fields are filled rubbers, reinforced thermoplastics, or
thermosets for automotive, aircraft/space and marine industries, but also membranes
for separation processes as well as barrier layers, just to mention a few.

For a variety of applications, the molecular mobility in nanocomposites is of great
importance. This concerns the molecular mobility needed to form a percolating filler
network in rubbers used in tires or in composites employed in electric shielding
applications. In general, it is also essential for processing polymer-based nanocom-
posites. Furthermore, separation processes in composite materials for membranes
require a certain molecular mobility. This also concerns nanodielectrics used in elec-
trical applications or sensors where the mobility of charge carriers can be related to
the fluctuations of molecular groups etc. Finally, the molecular mobility can be taken
as probe for structure on a molecular scale.

Broadband dielectric spectroscopy is a powerful tool to investigate the molecular
mobility in polymer systems. It is due to the extremely broad frequency and sensitivity
range that can be covered by this technique. Information about localized and cooper-
ativemolecular fluctuations, polarization effects at interfaces, as well as charge trans-
port processes can be deduced. Therefore, this book focuses on broadband dielectric
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vi Preface

spectroscopy of composite materials. Moreover, the dielectric studies are accompa-
nied by mechanical spectroscopy, advanced calorimetry, NMR techniques, as well
as transmission electron microscopy and X-ray scattering investigations.

Besides a brief introduction to (nano) composites, the book aims to address
fundamental aspects of the molecular mobility in this innovative group of mate-
rials. Selected examples with scientific interest and some cases with higher industrial
impact were chosen. Due to the breadth of the subject, unfortunately not all topics
could be addressed in detail, such as processing for instance.

Berlin, Germany
July 2021

Andreas Schönhals
Paulina Szymoniak
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(Nano)Composite
Materials—An Introduction

Andreas Schönhals , Martin Böhning , and Paulina Szymoniak

Abstract The chapter gives a brief introduction to (nano)compositecompositemate-
rials having the focus on polymer-based nanocomposites. The different dimension-
alities of nanoparticles are introduced, along with their distribution in the matrix.
Different application fields of polymer-based nanocomposites, like flame retardancy,
filled rubbers, nanofilled thermosets and thermoplastics, separation membranes and
nanodielectrics, are considered in greater detail.

Keywords Polymer-based nanocomposites · Nanoparticles · Distribution of
nanoparticles · Filled rubbers · Filled thermosets and plastics · Separation
membranes · Nanodielectrics

Abbreviations

α Permselectivity
σDC DC conductivity
ε∗ = ε′ − iε′′ Complex dielectric function
ε0 Permittivity of vacuum
εs Static permittivity
CNT Carbon nanotubes
C, c Concentration
Deff Effective diffusion coefficient
EBD Electrical breakdown field strength
f Frequency
LDH Layered Double Hydroxide
LD Thickness of the Debye layer
MWS Maxwell/Wagner/Sillars
P Permeability
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POSS Polyhedral Oligomeric Silsesquioxane
S Solubility
Tg Glass transition temperature
TEM Transmission electron microscopy
tan δ Loss tangent, dissipation factor
U Energy density

1 Introduction

The improvement of the properties of a material, e.g., a polymer, by a second phase
is not a new concept in material science. Well-known examples of this approach are,
for instance, metal alloys. Also, the improvement of the properties of polymers is
considered already for a longer time. One concept widely used to tailor the properties
of a polymeric material is to mix one polymer with another yielding a blend system
[1]. This approach has numerous applications in industry. A second concept is to
modify the properties of polymer systems by an inorganic phase. First examples for
that approach date back to the 1940s. Glass fibres, carbon black, or carbon fibers
can be considered as archetype of filler (see, for instance, [2]). Today, such materials
cover a broad range of application in construction, automotive, and aerospace indus-
tries. Engineering tools have been developed to minimize delamination and other
failure possibilities. In contrast to the widely established field of polymer-based
composites with conventional fillers, i.e., from the millimeter to the micrometer
scale, developments and application based on property improvements due to smaller
filler structures, i.e., in the sub-micrometer to nanometer scale, remains limited.

This field of research was rediscovered due to developments of Toyota Central
Research in the 1990s. It was shown that the exfoliation of the layers of clay parti-
cles of montmorillonite into a semicrystalline polyamide (Nylon-6) increases the
modulus of the composite by a factor of approximately three and the heat deflection
temperature was enhanced by 80 K [3]. It is worth to note that these achievements
in terms of property improvements were accomplished with remarkable low filler
contents such as 5 vol%. A review of these early works can be found elsewhere, also
with amorphous polymers as matrices [4].

The discovery that polymers filled with nanoparticles, i.e. filler particles with at
least one spatial dimension smaller than 100 nm can have strong property improve-
ments compared to the unfilled system, stimulated a broad range of research activi-
ties with fundamental and applied character. Today, polymer-based nanocomposites
have reached a billion-dollar global market with applications ranging from compo-
nents for transportation, commodity plastics with enhanced barrier and/or flame
retardancy characteristics to polymers with electrical properties for shielding, elec-
tronics, sensors, and solar cells as well as in live science. Typical applications of
polymer nanocomposites are, for instance, filled rubbers, reinforced thermoplastics,
or thermosets for automotive, aircraft/space and ship industries, as membranes for



(Nano)Composite Materials—An Introduction 3

separation processes as well as barrier layers and in dielectrics for shielding, capac-
itors, and insulation. A recent review discusses both, theoretical aspects as well as
possible applications of nanocomposites [5].

2 Nanoparticles, Surface Modification, and Dispersion

Various nanoparticles have been considered as fillers to enhance the properties of
polymers and/or to enable special functions like electrical conductivity or antibacte-
rial effects. They can have different shapes and dimensionalities. Different classifica-
tion schemes for their dimensionalities exist in the literature. Here, the nanoparticles
are characterized according to their geometrical shape. This concerns, for instance,
spherical-shaped nanoparticles (3D nanoparticles) which can be organic or inorganic
in nature. Some examples are metals, oxides or salts like silica, titanium, Fe3O4,
ZnS, just to name a few. For an overview about metal oxide nanoparticles and their
applications in nanotechnology see, for instance, [6]. Examples of organic spherical
nanoparticles are fullerenes (C60) (see, for instance, [7]) and single-chain polymer
nanoparticles [8]. Polyhedral Oligomeric Silsesquioxane (POSS) are a kind of spher-
ical organic–inorganic nanoparticles (see, for instance, [9–11]). From the chemical
point of view POSS is amolecule with a central silica cage and organic substituents at
its edges. It may be considered as the smallest silica nanoparticle with a well-defined
organic shell. Due to the versatility of the chemistry of POSS, its interaction with a
polymermatrix can be tuned. Besides the discussed classes of spherical nanoparticles
quantum dots (for example, CdSe/ZnS) can be also considered as 3D nanofillers (see,
for instance, [12]). (In other classifications quantum dots are called nanoparticles of
zero dimension.)

Clay minerals are examples for 2D nanoparticles. The layers of the clay mate-
rials have lateral dimensions up to a few micrometers but with thicknesses in the
lower nanometer range. Dispersed in a polymeric matrix these clay minerals exhibit
morphologies between two edge cases, a completely exfoliated or an intercalated
morphology (see Fig. 1). The former one comprises completely delaminated layers
of the crystal that are present in thematrix as separated single sheets. In the latter case
the polymer chains are intercalated into the intergalleries of the layered clay mineral
keeping its overall crystal structure more or less intact but increasing the interlayer
distances. Clays can be either cationic—like montmorillonite, hydro-micas, or kaoli-
nite (for examples, see [1, 4, 13–17])—or anionic in nature. Examples for the latter
case are Layered Double Hydroxides (LDH, for an overview see [18–20]). LDHs
are natural minerals but they can be also synthesized with a broad range of chemical
compositions. The most common naturally occurring LDH is hydrotalcite. LDHs are
well known for their catalytic activities [21] and due to the large amount of tightly
bound water as well as synergistic effects they are able to enhance the flame retar-
dancy of polymer-based nanocomposites [22, 23]. In a sense, graphene oxide and/or
graphene can be also regarded as 2D nanofiller materials [24]. Especially graphene
has attracted an enormous scientific interest due to its exceptionally high electron
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Fig. 1 Edge morphologies for a nanocomposite with layered clay material as nanofiller

transport ability, mechanical properties, and high surface area. Due to the atomi-
cally thin graphitic carbon layers, significantly improved properties can be expected
already at quite low loadings when graphene is properly incorporated into a polymer
matrix.

Tube-like materials can be considered as one-dimensional (1D) nanomaterials.
They are characterized by a high aspect ratio. Examples are for instance Carbon
Nanotubes (CNTs) [25–28]. CNTs can be single-walled or multiwalled. They are
further characterized by a reasonably high electrical conductivity. Corresponding
nanocomposites can be employed as electrical shielding materials, e.g., to reduce
electro smog. Besides CNTs Halloysite Nanotubes (HNTs) gain an increasing atten-
tion [29] as they are cheaper, less toxic, andmore environmentally friendly compared
to CNTs. Halloysite is an aluminosilicate, and HNTs have a hollow tubular struc-
ture with an outer surface being chemically like SiO2 [30]. Further types of one-
dimensional nanofillers are nanorods and nanowires (see, for instance, [31, 32]).
These nanofiller materials are mostly prepared from metals or metal oxides. Organic
1D nanofillers are, for instance, whiskers based on cellulose (see [33]) or nanocellu-
lose fibers [34, 35]. Moreover, electrospun nanofibers made from various polymers
can be also employed as nanofiller [36].

One aspect responsible for the very effective improvement of the properties of a
nanocomposite compared to the unfilled polymer is the small size of the nanopar-
ticles. Reducing the spatial size of the filler particles from that of a colloidal (for
instance, colloidal carbon) to nanosized fillers leads to an increase of the surface area
by about six orders of magnitude. This means that the amount of polymer segments
located in the interfacial regions between the filler particles and the polymer matrix
is high. This is sketched according to Ref. [37] in Fig. 2. Hence, for the performance
of the nanocomposites firstly a homogenous dispersion of the nanoparticles on a
molecular level is expected to be of essential importance. This aspect also points to a
direct tailoring of the interface between the nanoparticles and the polymer matrix for
a further improvement of the properties of nanocomposites. Secondly, the improve-
ment of the mechanical properties of an elastomer used for tires or the electrical
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Fig. 2 Simplified scheme demonstrating the different size relationship of the polymer with regard
to the filler particles for a conventional micronized filler particle and a nanoparticle. Modified from
Ref. [37]

properties of polymers used for shielding are due to the percolation of the nanopar-
ticles forming a network which can be considered as a hierarchical superstructure
(see for example, [28, 38–48]). Especially for electrically conducting nanocompos-
ites a contact between the surfaces of adjacent nanoparticles forming a continuous
network is required (see Refs. [48–51]). This means that at least for electrical appli-
cations a homogenous distribution of the nanoparticles in the composite will not
always lead to a maximum of its performance. This point is illustrated in Fig. 3a
where the real part of the complex conductivity is plotted versus frequency for poly-
carbonate filled with 2 wt% multiwalled carbon nanotubes [52]. For the as received
samples with a good dispersion of the nanotubes on a molecular scale, the DC
conductivity σDC, represented by the frequency independent plateau value, is rela-
tively low. The increase of σDC with the concentration of the nanotubes is smooth,
rather than showing the expected step-like percolation behavior (see Fig. 3b). After
a first heating run, where the samples were heated to temperatures well above the
glass transition temperature (Tg) in the rubbery state (190 °C), the conductivity of a
subsequent measurement at room temperature increases by more than two orders of
magnitude. Also, the concentration dependence of the DC conductivity changes to
a more percolation-like transition (Fig. 3b). The CNTs are not completely miscible
with the polymer in a thermodynamical sense. Therefore, at temperatures above Tg

the carbon nanotubes segregate into nanoclusters [48] and the conductivity is due
to a percolating network of these nanoclusters. The existence of such clusters was
also confirmed by gas sorption measurements (Fig. 3c), confirming a substantial
rearrangement of the nanofiller. The concentration of sorbed carbon dioxide for the
freshly prepared samples is similar to the unfilled polycarbonate and much higher
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Fig. 3 Influence of the state of dispersion of the nanoparticles on properties of polycarbonate with
multiwalled carbon nanotubes: Blue squares—as received in a good dispersed state, red circles—
after annealing above the glass transition temperature at 190 °C: a Real part of the complex conduc-
tivity σ′ versus frequency f at 25 °C for 2 wt% of multiwalled CNT. b DC conductivity σDC versus
concentration of the multiwalled CNT. Lines are guides to the eyes; c Sorption isotherms of carbon
dioxide at 35 °C for 2 wt% of multiwalled CNT. Lines are guides for the eyes. d Concentration of
sorbed carbon dioxide at 20 bar gas pressure versus concentration of the multiwalled CNT at 35 °C.
Lines are guides for the eyes. Unpublished results

than that of the annealed system because the gas cannot be solved in the clusters of
the CNTs (see Fig. 3d).

Thirdly, to further tune the properties of polymer-based nanocomposites a control
of the distribution of the nanoparticles from a homogenous dispersion on the
nanoscale to self-assembled structures might be important. Such self-assembled
structures can be strings, sheets, or different cellular structures, in some cases inspired
by nature (for examples, see [53–57]). Nevertheless, such an advanced control of the
distribution of the nanofiller remains challenging.

To improve the interaction with the polymer matrix, the surface modification of
the nanoparticles is one technologically effective approach. Both methods, grafting-
from and grafting-to, have proven useful to attach polymer chains to the surface
of nanoparticles with different grafting density ranges [58–61]. Due to the steric
constraints limiting the diffusion of polymer chains to the surface of the nanoparti-
cles, the grafting-to approach is restricted to low grafting densities [62–64]. Higher
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chain grafting densities in the range from 0.01 to 0.8 chains/nm2 can be obtained by
grafting-from techniques.

These grafting-from approaches are based on a modification of the surface of a
nanoparticle by a so-called coupling agent [62] which has a certain chemical func-
tionality. For instance, silica surfaces can be modified by a silane as coupling agent
carrying −OH, −COOH, −HN2, or −CH=CH2 groups [61–66]. These groups can
then be further involved in different polymerization reactions, like atom-transfer
radical polymerization [67], reversible addition-fragmentation chain transfer [68],
or nitroxide-mediated polymerization [69]. These techniques allow to control many
properties like chain density, molar mass distribution, as well as molecular archi-
tecture. These parameters are important to tune the dispersion state of nanoparti-
cles and their interaction with the matrix, and therefore the final properties of the
nanocomposites. Besides for silica based nanofillers (see, for example, [65]), similar
approaches have been developed to modify other nanofillers like titanium nanopar-
ticles, barium titanate or CNTs, just to mention a few [26, 70–72]. In addition to
silane coupling agents, other approaches have been developed which are based on
phosphate/phosphonate, amines or carboxylic compounds [63]. Furthermore, Azo-
and Thiol-based strategies have been considered [73, 74] where the latter approach
is mainly used for gold nanoparticles.

Clay minerals as 2D nanofiller contain counterions in the intergalleries between
the clay layers. These small ions can be exchanged by bulky organic ions. Due to
this exchange, the distance between the clay layers is increased which will enable an
intercalation of polymer chains into the galleries or support the delamination of the
layers leading to an exfoliated structure of the nanocomposite. Examples for bulky
organic ions are, for instance, alkylammonium or alkylphosphonimum ions with
long alkyl chains employed for cationic minerals like montmorillonite, hectorite or
saponite [13] or sodium alkyl sulfonates for LDH [18]. An example for the widening
the interlayer distances by ion exchange is given in Fig. 4 for the modification of an
LDH material by sodium dodecylbenzensulfonate (for details see [75]).

Fig. 4 SAXS pattern of
unmodified (blue) and
organically modified
ZnAl-LDH (red). The inset
gives the chemical formular
of sodium dodecylbenzene
sulfonate. Adapted with
permissions from Ref. [75].
Copyright (2011) American
Chemical Society
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In some cases, the ions in the intergalleries are exchanged by ions carrying a
chemical functionality. Due to possible functional groups of the exchanged ion, it
can react with the polymeric matrix to improve the interaction of the nanofiller
with the polymer by covalent bonds. One example is discussed for an epoxy-based
nanocomposite filled with a taurine modified LDH [76]. Due to the amine groups of
taurine the nanofiller is chemically linked to the epoxy.

3 Characterization of the Dispersion of the Nanofiller

The dispersion of nanoparticles in a polymer matrix or melt is determined by both
entropic and enthalpic factors. In principle thermodynamic approaches can be used
to predict the morphology of the nanocomposites. Nevertheless, in practical cases
these approaches are limited by kinetic factors such as viscosity etc. In addition,
external forces like mechanical (shear) or electrical fields can be employed to reach
or tomodify the distribution of a nanofiller in a polymericmatrix. This point concerns
also the industrial processing of nanocomposites like extrusion (see, for example,
[77, 78] and references cited).

A classicalmethod employed to directly visualize the distribution of nanoparticles
in a polymeric matrix is transmission electron microscopy (TEM). Two examples
for TEM images of polymer-based nanocomposites are depicted in Fig. 5. As first
example Fig. 5a and b give TEM images of a nanocomposite based on polylactide and
NiAl-LDHat differentmagnifications [79]. TheTEMpictures show larger aggregates
but also smaller objects and exfoliated layers. The second example in Fig. 5c shows
silver and/or silver-ion particles in a layer of a copolymer of acrylic acid and CO2

[80], whereas Fig. 5d depicts the histogram of the Feret diameter of the nanoparticles.
The characterization of the distribution of nanoparticles by TEM is not accurate

enough because it is space-resolved in nature and might be subjectively biased. For
a detailed integral characterization scattering tools like X-ray or neutron scattering
are more appropriate. In the case of low concentrations of spherical nanoparticles,
the scattering pattern shows a strong increase with the scattering vector q. From
the structure factor a mean number of particles in clusters can be extracted when
the clusters are well dispersed in the nanocomposites. For higher concentrations
of nanoparticles, models of the structure factor like the Percus–Yevick model for
hard spheres has to be involved. Some examples for spherical nanoparticles can be
found in Refs. [81–83]. An empirical multi-scale fractal approach was developed by
Beaucage et al. to describe the interaction in the aggregates [84].

As one recent example for a more complex behavior, a detailed analysis of small-
and wide-angle X-ray scattering (SAXS and WAXS) data was carried out for an
epoxy thermoset nanofilled with boehmite [85]. From a linear combination of the
data of the pure components in the WAXS region the concentration of the nanofiller
in the composites was confirmed (see Fig. 6a). The concentration of the nanofiller
in the composites can be also estimated from the SAXS data using the scattering
length of both compounds and a Monte Carlo-based analysis (McSAS [86]) which
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Fig. 5 Characterization of nanocomposites by transmission electron microscopy (TEM). a TEM
image for nanocomposite based on PLA and NiAl-LDH with a concentration of 3 wt% of LDH at a
low magnification. b TEM image for nanocomposite based on PLA and NiAl-LDH with a concen-
tration of 3 wt% of LDH at a high magnification. Details of the nanocomposite system can be found
in Ref. [79]. c Silver and/or silver-ion particles in a in a layer of a copolymer of acrylic acid and
CO2. d Feret distribution of the size of the silver or silver-ion nanoparticles. Images c and d were
adapted with permission form Ref. [80]. Copyright (2020) American Chemical Society

provides comparable results to the linear combination of theWAXSdata (see Fig. 6a).
Employing a structure factor for the primary boehmite particles the mass fractions
of the primary particles (<30 nm) and of the particles in nanodomains (30 nm < d
< 1 μm) could be estimated (see Fig. 6b). Finally, the mass fraction of aggregates
(>1μm) could be extracted which is found to be low (see Fig. 6c). A related approach
was also applied to a different epoxy thermoset with LDH as nanofiller [76] and for
a thermoset filled with halloysite nanotubes [87].

Using a microfocus beamline, SAXS measurements can also be employed to
investigate the homogeneity of nanocomposites on a macroscopic length scale. For
that purpose, X-ray patterns are measured at different spatial positions of the sample
and overlaid. When different Bragg peaks of the nanofillers for the nanocomposite
overlap also in intensity, it can be concluded that the nanocomposites are homoge-
neous at a macroscopic length scale [75, 88]. An example is given in Fig. 7 for a
nanocomposite system based on polypropylene and LDH as nanofiller.



10 A. Schönhals et al.

Fig. 6 Analysis of X-ray measurements for epoxy-based nanocomposite with boehmite as
nanofiller. For details seeRef. [85]. aConcentration of the nanofiller in the nanocomposite versus the
formulated concentration.Blue–froman analysis ofWAXSdata, red–froman analysis of SAXS.The
line is the theoretical expectation. The inset gives the chemical structure of boehmite. b Mass frac-
tion of primary particles (red, smaller than 30 nm) and nanodomains (blue, 30 nm ≤ size < 1 μm
versus the concentration of the nanofiller. The Lines are guides for the eyes. c Mass fraction of
aggregates (size larger than 1 μm) versus the concentration of the nanofiller. The line is a guide for
the eyes. The figure is adapted fromRef. [85] with permission from The Royal Society of Chemistry

In some cases, the distribution of nanoparticles can be also evaluated by dielec-
tric spectroscopy. This approach is based on the Maxwell/Wagner/Sillars (MWS)
polarization. For a nanocomposite based on grafted polypropylene and clay, in addi-
tion to relaxation processes, a process related to a MWS polarization is observed
[89] (see Fig. 8a). For the discussed nanocomposite system, the MWS polariza-
tion is due to the blocking of charge carriers at the clay layers. For well-dispersed
nanoparticles, the distance between the clay layers is small and time constant for the
corresponding MWS process is shorter, compared to the case when the nanofiller is
poorly dispersed (see Fig. 8b). This behavior can be discussed in the framework of a
simplified model considering an electrical double layer. In that model the time scale
of the corresponding MWS process can be expressed as [89]
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Fig. 7 Overlay of five SAXS patterns for a nanocomposite based on polyethylene and organically
modified ZnAl-LDH (solid lines). Dashed line—organically modified ZnAl-LDH. Dashed-dotted
line—polyethylene. The curves are shifted along the y-scale for clarity. Adopted with permissions
from Ref. [75]. Copyright (2011) American Chemical Society

τMWS = εsε0

σDC

d

2LD
. (1)

ε0 is the permittivity of vacuum, εs is the static permittivity of the material, σDC is the
DC conductivity, LD is the thickness of the Debye layer, and d the average distance
between two clay layers (d >> LD). Assuming that the time constant τMWS is propor-
tional the average distance between separated clay layers in the nanocomposite, the
following relation holds:

τ1

τ2
= f2

f1
≈ d1

d2
(2)

The comparison of the rates of theMWS process for the nanocomposite with well
and poorly dispersed clay reveals that the rate is 1.5 orders of magnitude higher for
the former one (see Fig. 8b). This line of argumentation is supported also by the
concentration dependence of the rate of the MWS process for a polypropylene/clay
system (see Fig. 8c) with a good dispersion of the nanoparticles. If the concentration
of the exfoliated clay layers is increased by a factor of four, the rate also increases
by a factor of four.
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Fig. 8 aDielectric loss versus frequency and temperature for a nanocomposite of anhydride grafted
polypropylene nanofilled with well-dispersed 2.5 wt% clay. b Rate of the Maxwell/Wagner/Sillars
process fMWS versus inverse temperature: blue—poor dispersion, red—good dispersion. The insets
show the TEM images of the nanocomposites: Red framed—well-dispersed clay. Blue framed—
poorly dispersed clay. cConcentration dependence of the rate of theMaxwell/Wagner/Sillars process
normalized to that of 2.5 wt% measured at 373 K. The line is a guide for the eyes. Unpublished
results

4 Applications

As discussed above, nanocomposites can have a broad range of applications, for
instance, as materials with enhanced flame retardancy, as filled rubbers used in tires,
as construction materials, as filled plastics or thermosets, mixed matrix membranes
for separation and barriers, dielectric materials for capacitors and insulation and
active materials in sensors or solar cells, just to mention a few. Some of these
applications will be briefly discussed in this section.



(Nano)Composite Materials—An Introduction 13

4.1 Nanocomposites with Enhanced Flame Retardancy

In spite of the great importance, flame retardancy of nanocomposites is not in the
central scope of this chapter. Therefore, here only some examples for review literature
are given [90–97]. The mechanism to reduce the flammability by the incorporation
of nanoparticles is mainly to reduce the heat release rate due to a delay of the thermal
or thermo-oxidative decomposition. Moreover, the active sites at the nanofiller can
have a catalytic activity andmay influence the decomposition process. Also catalyzed
dehydrogenation and crosslinking will lead to a higher flame retardancy. Further-
more, the nanofiller will also stimulate the formation of a carbonaceous char which
will suppress the decomposition and reduce the dripping of flaming polymer also by
crosslinking with the nanoparticles.

4.2 Rubber Nanocomposites

Rubbers are crosslinked/network-forming polymeric materials having a glass tran-
sition temperature well below their application temperatures. Tires are probably the
most relevant application for nano-filled rubbers (see, for instance, [38–40, 98–102]
because the amount of literature is vast). The performance of tires is characterized by
the magic triangle of rolling resistance, wear (abrasion) resistance and wet traction.
The rolling resistance should be as low as possible to increase the fuel efficiency,
while the wear resistance and the wet traction should be high. All these factors must
be considered in the engineering of tires, keeping its performance high, while weight
as well as the production costs should be low. The first filler particles for rubbers
used in tire applications were colloidal silica and carbon black. It was found that an
improved dispersion of the filler particles but also a percolating network of more or
less aggregated filler particles is important to improve the properties of tires. More-
over, research showed that a decrease in the size of the aggregates of filler particles
during the processing is a key issue to further improve the mechanical properties of
filled rubbers [103, 104].

Furthermore, it was stressed that the formation of a bound layer is most relevant in
the mechanical reinforcement (see, for examples, [105–109]). It should be noted that
the formation of a bound layer can be due to adsorption and/or chemical bonds. From
the latter point silane coupling agents play an essential role. Moreover, the improve-
ment of the mechanical properties of filled rubbers is also due the nanoparticles by a
kind of secondary effect. The nanoparticles will modify the polymeric network and
the properties related to it, i.e., the Payne effect [101]. The Payne effect is found
to be critical for the nano-filled rubbers (see, for instance, [38–40, 110, 111]). In
conclusion, it must be noted that till now neither the effect of the bound layer nor
that of the nanoparticles is completely understood. This also concerns the scaling
up of procedures to control the dispersion developed at the lab scale to industrial
processes.
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4.3 Nanocomposites with Thermoplastics and Thermosets
as Matrix

In contrast to rubbers, the application temperatures of thermoplastics and thermosets
are below their glass transition temperatures. It should be noted that thefirst nanocom-
posite with a practical application as a belt cover developed by Toyota Central
Research was a thermoplastic polyamide (Nylon-6) nanofilled with a clay system
[112]. This application was further extended using such nanofillers in bumpers as
well as in fuel tanks. For these applications mainly the enhancement of the mechan-
ical properties and/or the thermal characteristics (deflection temperature, flame retar-
dancy) are in the focus of the practical interest. This point concerns also the applica-
tions of epoxies in high performance applications (see, for instance, [5, 113–120]).
Epoxy-based thermosets are characterized by glass transition temperatures much
higher than room temperature. They have a high hardness, good adhesion, and high
mechanical stability but they are relatively brittle materials. Due to their characteris-
tics, epoxy have applications in automotive, aerospace and shipbuilding industries,
but also as coatings, laminates, adhesives, and in electrical insulations [116, 121]. For
instance, as adhesive materials epoxy materials can be applied between a substrate
and electronic chip tominimizemechanical stress due to the differences in the thermal
expansion coefficients. The brittleness of epoxy thermosets can be reduced by the
incorporation of nanoparticles but by trade-off relationships the elongation to break
or the yield stress might decrease. For instance, it was shown for an epoxy filled with
copper oxide nanoparticles that mechanical properties have a maximum at 2.5 vol%
[122]. At higher concentrations the nanoparticles start to agglomerate leading to a
decrease in the material performance. A similar result was also found epoxy systems
nanofilled with boehmite [85].

Most of the industrial composite systems used today are based on thermoplas-
tics and thermosets having filler particles within the micrometer scale. Examples
for that are continuous fiber reinforced composites (CFRC). The idea for further
improvements in that field is not to replace the filler with sizes on the micrometer
scale completely but to add nanoparticles to enhance the properties of CFRC. This
approach is mainly realized using nanoparticles with a high aspect ratio to attain
compatibilization with the fibers, i.e. clay materials (see, for example, [123, 124])
or CNTs (see, for example, [27, 28, 125]). After the discovery of graphene also this
nanofiller was employed for that purpose [24]. By this concept an improvement of
the properties of CFRC by 10–35 % has been reached at low filler concentrations
up to 5 wt%. Nevertheless, the processing of these materials is found to be chal-
lenging due to the high viscosity, the agglomeration of the nanofiller and possible
void formation. A surface modification of both the micronized filler particles, as well
as the nanoparticles might be able to resolve these problems.

A further important area of the application of nano-filled thermoplastics is in pack-
aging and food industries [126]. These applications take advantage of two effects, the
extension of the diffusion pathways dw (tortuosity effect) of gas molecules or other
small molecules, and the interface between the nanoparticle and the polymer matrix.
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The transport of small molecules through dense polymers is usually described in
terms of the solution diffusion model [127]. This means that a gas molecule is solved
in the free volume of the polymer and then diffuses through themembrane. The diffu-
sion is characterized by the diffusion coefficient D which is mainly triggered by the
molecular mobility of the polymer matrix. The solubility S of the gas molecules is
determined by the chemical structure of the polymer and the amount and distribution
of free volume. The permeability P is then given by

P = D · S. (3)

For barrier applications platelet-like nanofillers with a high aspect ratio like clay
materials are preferred. For a nanocomposite with delaminated clay layers with a
thickness wClay and a length lClay the tortuosity τClay is given by

τClay = dw
dw,clay

= lClay
2wClay

fs. (4)

Here, fs is a factor related to the concentration of the nanoparticles, the degree of
delamination, and the orientation of the clay layers. The permeability PClay is then
given by

PClay = (1 − fs)

τClay
P. (5)

The effect of the tortuosity is shown in Fig. 9a where the permeability is depicted
for a well-dispersed nanocomposite of a modified polypropylene with montmoril-
lonite clay [128]. For details of the systems see [89]. For the three gasses, carbon
dioxide, oxygen, and nitrogen, the permeability is reduced by ca. 50 % by the
incorporation of only 5 wt% of the nanofiller.

Fig. 9 a Permeability P at 308 Kmeasured for different gasses as indicated for grafted polypropy-
lene and the corresponding nanocomposite. b Relative mass change versus pressure at 308 K for
the pure grafted polypropylene and the corresponding nanocomposite as indicated. Lines are linear
regression to the corresponding data. Unpublished results
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The presence of an interfacial layer between the nanofiller will mainly influence
the solubility of the small molecules in the nanocomposite. This effect is shown in
Fig. 9b. For the nanocomposite the amount of sorbed gas is increased by 27 % for
carbon dioxide and by 54 % for oxygen in comparison to the unfilled polymer. For
nitrogen the amount of sorbed gas is decreased by 30 %. The change in the sorption
process for the nanocomposite compared to the unfilled polymers is a consequence
of the interface between the nanoparticle and the polymer.

4.4 Nanocomposites for Membranes in Separation Processes

The separation and processing of mixtures of gasses or other small molecules are
integral parts of many processes in chemical industry. Examples are the purification
of natural gas, the upgrading of biogases, carbon capture, separation membranes in
fuel cells (see, for instance, [129]) as well as water treatment (see, for examples, [130,
131]). Membrane processes are considered as essential future technology because
they have a high potential in energy saving, compared to conventional materials in
separation operations. Membrane-based processes are usually more cost and energy
efficient, compared to other separation technologies.

In the following paragraph, the focus is on membranes for gas separation
processes. One decisive performance characteristic of membranes for gas separation
is the permeability P defined by Eq. (3). The second characteristic of gas separa-
tion membranes is the permselectivity α. The ideal permselectivity of a membrane
is defined as the ratio of the gas permeabilities P1 and P2 of a gas pair (product
purification). Generally, the permeability and the selectivity are subjected to a trade-
off relationship—easily discernible when the permselectivity of a gas pair is plotted
versus the permeability of themore permeable gas. The trade-off relationship implies
that the selectivity decreaseswith increasing permeability and vice versa as described
by the empirical Robeson upper bound [132]. The selectivity is basically controlled
by the difference in the diffusion coefficients and solubility coefficients of a pair of
gases.While the diffusion ismainly controlled by kinetic factors, such as themobility
of the polymer, the sorption is predominantly determined by thermodynamics. For
glassy polymers both, diffusivity and solubility are affected by the free volume,
i.e., its amount and its size distribution. Therefore, manipulating the free volume
is a useful way to improve the performance of gas separation membranes. The free
volume is either assigned to nanoscopic holes (voids) or to themolecular dynamics in
the polymers [133, 134]. Synthetic efforts have been undertaken to create polymers
with a high fractional free volume in the glassy state. Examples are polyimides (see,
for examples, [135–137]) or polyacetylenes [138, 139]. Some more recent devel-
opments in the field concern the new class of polymers of intrinsic microporosity
(PIMs) [140–143] and microporous polynorbornenes with bulky side groups [144,
145]. One common issue of all these (super) glassy polymers is that they undergo
a strong physical aging process, related to the molecular mobility, which decreases
their performance as active separation layers in gas separation membranes.
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It was shown by several researchers that nanoparticles can change the free volume
of the matrix and thus change the gas transport properties of the system in favorable
way [146]. Freeman and coworkers reported an increase of both the permeability and
the selectivity for the mixture n-butane/methane. This result obtained for the high
free volume polymer poly(4-methyl-1-pentene) [147] filled with silica nanoparticles
was quite unexpected because according to the simplified picture of macroscopic
tortuosity discussed above (see Eq. 5) the permeability should decrease (see Fig. 9a)
while the selectivity should remain unchanged. It can be discussed that the increase
of both the permeability and the selectivity results from the unfavorable interactions
between the polymer and the filler particles leading to an increase in free volume
[148]. Nowadays these membranes are known as mixed matrix membranes [149].

In Ref. [150], the gas transport properties of CO2 through polycarbonate
membranes filled with Phenethyl-POSS have been investigated (see Fig. 10a). It

Fig. 10 a Chemical structures of Phenethyl-POSS and polycarbonate. b Permeability versus POSS
concentration at 10 bar: Red circles—308K; blue–triangle—318K, green–asterisk—328K, yellow
squares—338 K. Lines are guide for the eyes. The figure was adopted from Ref. [150]. c Effective
diffusion coefficient versus POSS concentration at 10 bar. Red circles—308 K; blue–triangle—
318 K, green–asterisk—328 K, yellow squares—338 K. Lines are guides for the eyes. The figures
b and c were adopted with permissions from Ref. [150]. Copyright (2010) American Chemical
Society. d Activation energy for gas diffusion versus activation energy of the localized β-relaxation
measured by dielectric spectroscopy for the indicated gases. Lines are linear regressions to the
corresponding data. Data was taken from Ref. [152]
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was shown by dielectric investigations that the system is miscible on a molec-
ular scale up to a concentration of ca. 7 wt% Phenethyl-POSS [151]. For higher
concentrations of POSS, the membranes undergo a nanophase separation in POSS-
rich and polycarbonate-rich domains. Fig. 10b depicts the permeability of the
POSS/polycarbonate versus the concentration of Phenethyl-POSS for different
temperatures. Up to ca. 7 wt% the permeability decreases with increasing filler
concentration as expected from the macroscopic tortuosity arguments or a decrease
of the solubility. This behavior changes in the nanophase separated state where the
permeability increases with further increase of the concentration of POSS. From
time-lag measurements also an effective diffusion coefficient Def f is estimated (see
Fig. 10c). Def f is approximately constant up to 7 wt% of POSS but increase with the
POSS concentration in the nanophase separated state. As the solubility normalized
to the amount of polymer is independent of the POSS concentration in the nanophase
separated state [150] the increase of the permeability for POSS concentration higher
than 7 wt% can be solely related to the increase of the diffusion coefficient which can
be related to an increase of the free volume introduced by the nanophase separation.
Furthermore, gas sorption measurements (sorption isotherms) reveal also the impor-
tance of the interfacial layer evidenced by dielectric spectroscopy [151] for the gas
transport properties. Finally, from the temperature dependence of the diffusion coef-
ficient Def f an effective activation energy EA,Def f can be deduced. EA,Def f decreases
up to 10 wt% of POSS and remains constant in the nanophase separated state. It
could be shown that EA,Def f correlates to the activation energy of the β-relaxation
EA estimated by dielectric spectroscopy not only for CO2 but also for other gasses
like oxygen, nitrogen, or methane (see Fig. 10d) [152]. This correlation evidences
the importance of localized molecular fluctuations for the gas transport properties.
This picture is supported further as the slope of the regression lines correlates with
the kinetic diameter of the gas molecules. The discussed example underlines the
interplay of structure and molecular mobility of a polymer for its performance as gas
separation membranes.

Further progress in the development of mixed matrix membranes is made by
adding nanoparticles having a certain porosity like zeolites, metal–organic frame-
works (MOF), polymer-organic frameworks (POF), and/or Zeolitic-Imidazolate
Frameworks (ZIF). For a recent review see, for instance, [153]. While solid nanopar-
ticles are able to influence dynamics and free volume of a polymer matrix, nanopar-
ticles exhibiting a well-defined pore structure itself may additionally contribute to
selectivity due to the corresponding sieving properties. The chemical versatility of
these fillers allows to tailor the selectivity for specific applications.

It was shown that nanoparticles generally might be able to reduce the physical
aging in glassy polymers, i.e., the gradual decrease in free volume (see, for instance,
[154]). This approach can also be adapted to stabilize their gas transport properties.
A prominent example is the incorporation of nanoparticles to super-glassy polymers
and PIMs [155].
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4.5 Nanocomposites for Dielectric and Sensor Applications

Inorganic filler particles can be employed to tune the electric/dielectric properties
of polymers to optimize them for various applications in electrical engineering. An
overviewcanbe foundelsewhere [156]. The corresponding applications can comprise
transistors, high-voltage insulation, or capacitors in power electronics. These appli-
cations include the development of materials with a low or high permittivity (low
and high k-materials). Besides permittivity, the dielectric loss, the conductivity, or
the DC breakdown strength can be tuned by using polymer-based composites [157].
For instance, silicon carbide, boron nitride, silica, aluminium oxide, and titania oxide
have been employed as fillers for high-voltage applications [158]. These filler mate-
rials are particularly suited for applications which require higher temperatures and/or
electrical stress, like the cabling/insulation for transformers, generators or motors.
For high-voltage applications, the dielectric permittivity and the dielectric loss (for
engineering purpose characterized by dissipation factor tan δ) should be as low
as possible. It is further worth to note that inorganic filler particles can not only
improve the electric properties but also the thermal conductivity, flame retardancy
and mechanical characteristics of the nanocomposites employed for high-voltage
applications. Moreover, an appropriate selection and arrangement of the nanopar-
ticles might be also employed to tune the thermal expansion of insulation parts of
a device improving the matching with metallic conductors, like the metal wire and
the insulation coating of a cable. Especially for cables, but also for other applica-
tions (water) treeing is known to reduce the DC breakdown strength EBD . Plate-like
nanoparticles like mica platelets are used to improve the long-time performance and
reliability of the cables by preventing the propagation of the trees and the associ-
ated electrical breakdown (see, for instance, [159]). Another point to be mentioned
is that nanoparticles can be used to design anisotropic matrix/filler structures with
anisotropic electrical/dielectric properties. Such composites are important for devices
which require anisotropic resistivities, for instance, for ground insulation [160]. Due
to their low dielectric permittivity values polyolefins are widely used as matrix for
such composites (see, for instance, [161]). Besides polyolefins also epoxies are often
employed for these purposes (see, for example, [162, 163]).

For high-voltage applications such as in capacitors which are mainly thin film
based, other properties besides the permittivity become important, too. This concerns
first an ultrafast energy uptake and delivery at times cales in the range of 10–3–10–6 s,
required in various applications [157]. One might think about electrically driven
vehicles, power units of aircrafts and space vehicles, high frequency filtering or
power-conditioning devices. Besides the as high as possible permittivity, the energy
dissipation should be as low as possible to maximize the energy density U , related
in the linear case to

U ∼ ε0εs E
2
BD. (6)
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These applications are based on more or less conventional thermoplastics due to
the necessity of a defect free large area production. Presently, in most cases unfilled
thermoplastics are used but also materials with micron-sized fillers are employed.
It was shown that the incorporation of nanoparticles can enhance the polarization
dynamics and the charge decay rate as well as lower tan δ and space charge effects
[158, 164]. In addition to these property improvements, the breakdown strength
EBD is increased leading to an increased service time of the corresponding compo-
nents. It was discussed that these benefitable improvements are due to a refinement
of the morphology of the composites and the interfacial area leading to improved
filler/matrix interaction. Moreover, the size of the nanoparticles, and concentrations
are key issues [157, 165]. Also, a reduction of production-related defects has been
considered.

For all applications, the addition of nanofillers will change the distribution of
trapping sites within the dielectric material. This is mainly due to strongly increased
amount of the interfacial area between the nanoparticles and the polymeric matrix.
The change in the distribution of the trapping sites will strongly influence the charge
transport and its mechanism. For high-voltage applications, as it was shown, for
example, for a polyimide filled with 10 vol% modified silica, that the discharge
resistance increased four times [166]. This means that the time to failure is also
strongly increased. Nevertheless, this increase in the time to failure is limited to
low filler concentrations. For filler contents higher than 10 vol% EBD will decrease
[157]. This trade-off relationship is caused by a percolation of the nanoparticles
which changes the trapping process, the local polarization, and charge relaxation.
This is also observed for nanocomposites employed in applications for high voltages
capacitors, where a slightly increased energy density is found for low concentrations
of the nanoparticles accompanied with a decrease in the discharge efficiency.

To improve the properties of polymer nanocomposites for electrical applications
and to overcome the discussed trade-off relationships it was tried mainly to optimize
the interface between the nanoparticles and the matrix. The idea behind these works
is to tailor on the one hand the distribution of the electrical field in the nanocomposite
to avoid high local field strengths. On the other hand, an improvement of the interface
between the nanoparticles and the matrix can hinder the charge transport to increase
the discharge efficiency. As examples this concept is, for instance, employed in core–
shell structures (see, for instance, [167–169]), gradient interfaces [170], or surface
modifications [171, 172].

To optimize dielectric materials for a certain application, it might be useful to
predict the permittivity of composites by models. The simplest model is a linear
combination of the permittivity values of the filler particles and the matrix. What
is typically observed in cases when a filler with a high permittivity is dispersed in
polymeric matrix with a low permittivity is a measured εs lower than predicted by
this simplemixing rule. This behavior is due to local shielding effects of the electrical
field by the particles. Therefore, advanced theories have been developed to model
the permittivity of random heterogeneous materials. Generally, they are based on
effective medium approaches. The most well-known ones are the Maxwell–Garnett
and the Bruggeman model [173–175]. For applications see also [157, 176–178]. It



(Nano)Composite Materials—An Introduction 21

should be noted that these models are purely static which do not include charges and
their distribution which might contribute to the polarization. Furthermore, interfaces
including the relaxation dynamics are also not considered by these models.

The effective medium approaches have been extended by core/shell models [179–
181] to model and to understand the role of the interfaces. Also, the frequency depen-
dence of the complex permittivity has been considered in some cases. Nevertheless,
the quantitative comparison of the model predictions with the experimental data
remains poor. The weak predicting strength of the models requests an improvement
of the theoretical approaches including simulations.

For the applications of nanocomposites in sensors or devices for energy conver-
sion like solar cells, the nanoparticles must be electrically conductive [182]. The
charge transport in these systems might be related to the molecular mobility of the
matrix in these systems. Examples for conductive nanoparticles for these applica-
tions are graphene, graphene oxides, or reduced graphene oxides imbedded in a
conductive matrix like poly(3-hexylthiophene) or polyaniline. For a recent review
see, for instance, [183]. A second class of important fillers for these applications are
fullerenes [184]. Moreover, besides conductivity the nanoparticles can act as donors
or acceptors which are important for the function of these materials. Like for the
applications discussed above also here the interface between the polymer matrix and
the nanoparticles plays an important role to reach a homogeneous distribution of
the nanoparticles in the matrix. This is mainly due to the fact that a recombination
of charge carriers is taking place on a length scale of few nanometers. Therefore,
the modification of the surface of the nanoparticles is also a way to improve the
properties. One example is sulfonated graphene which can be copolymerized with
poly(3,4-ethyldioxythiophene) [185].

Besides photovoltaics conductive nanocomposites can be employed in organic
light emission or electrochromic devices.

5 Molecular Dynamics in Nanocomposites

For a variety of applications of nanocomposites their molecular mobility is of great
importance. This issuewas already addressed in the sections above like for nanocom-
posites employed in the field of separation membranes, in electrical shielding mate-
rials, where a formation of a percolated filler network is crucial, or for filled rubbers.
One can also think of applications where an electrical conductivity is required, e.g.,
in nanodielectrics or sensors. In general, a certain molecular mobility is required for
the processing of nanocomposites. Furthermore, molecular mobility can be used to
probe the structure of nanocomposites on a molecular scale.

There is a broader agreement between the researchers that the molecular mobility
is modified by the nanoparticles. Most polymers show two dielectrically active relax-
ation processes due to fluctuations of molecular dipoles [186]. At low temperatures
(higher frequencies) a so-called β-relaxation is observed, which is due to localized
fluctuations. For the most polymer-based nanocomposites the β-relaxation is only
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scarily affected by the nanofiller. This is due to the localized character of the relevant
fluctuations. This might not apply to thermosets, where the nanoparticles influence
the curing process and therefore the morphology of the matrix [187].

The second relevant process for polymers is the segmental dynamics (glassy
dynamics, dynamic glass transition), denoted as α-relaxation. In the literature, there
is a broad agreement that the segmental dynamics is related to the glass transition
observed by differential scanning calorimetry (DSC). This was proven, for instance,
by a comparison of the results obtained by broadband dielectric spectroscopy and
temperature modulated DSC. The question how the segmental dynamics is influ-
enced by the nanofiller depends on the interaction between the segments and the
nanoparticles. In some cases, in the literature the segmental dynamics of the matrix is
independent of nanofiller, whereas in others it is acerated or slowed down, compared
to that of the matrix. Examples are discussed in several chapters of this book.

As discussed in detail in the sections above, for almost all polymer-based
nanocomposite systems an interfacial, bound, or sometimes called adsorbed layer is
found. The dynamics in this interfacial layer is widely discussed in the literature. For
instance, for some nanocomposites the molecular dynamics in the adsorbed layer
is more or less similar to the segmental dynamics but with slower relaxation times
or rates. Example for that are composites of poly(vinyl acetate) filled with silica
nanoparticles (see, for instance, [188, 189]) and poly(2-vinylpyridine) also filled
with silica (see, for example, [190]). In other cases, no segmental dynamics, and no
devitrification is observed for the interfacial layer in the temperature range where
the polymer is stable. One example for such a composite is poly(methyl methacry-
late) nanofilled with silica [191]. Commonly this adsorbed or bound layer is called
rigid amorphous fraction (RAF). Here, the term “rigid” means that it is immobilized
with respect to the segmental dynamics (see, for instance, [191–194]). Currently, it is
intensively discussed whether the RAF could devitrify or not. Nevertheless, it should
be noted that localized fluctuation with length scales smaller than that responsible
for glassy dynamics are possible within RAF.

The chain dynamics of polymers can be only in seldom cases studied by
broadband dielectric spectroscopy. To investigate these processes is the domain of
mechanical spectroscopy. This is discussed in several chapters of this book (see
Chapter 3 Dynamics of polymer bridges in polymer nanocomposites through a
combination of dielectric spectroscopy and rheology).

6 Conclusions

Nanocomposites with a polymer or organic material as matrix have a wide variety of
applications ranging from filled rubber materials for tires, nanofilled thermosets or
thermoplastics as construction materials, barrier materials, as well as encapsulants,
separation membranes, nanodielectrics. But also, in high tech applications such as
sensors or solar cells they can be found. Only the application of nanofillers in rubbers
may be regarded mature and with large scale production. Despite their importance
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most of the other fields need further development which require a full understanding
of the structure properties relationship from the experimental, as well as from the
theoretical side. For all application areas, the interfacial area between the nanoparticle
and the matrix is crucial. This is due to the small size of the nanoparticles (one
spatial dimension <100 nm). The resulting high surface to volume ratio leads to a
high amount of interfacial area which determines the properties of a nanocomposite
to a great extent.

For a variety of applications, homogeneous distribution of the nanoparticles on a
molecular level is required. This applies for instance to applications in sensors, solar
cells, or separation membranes. For other applications, e.g., in tires or conductive
nanocomposites, a certain agglomeration of the nanoparticles is required to optimize
the properties the nanocomposites.

It is concluded that still more research efforts are needed to fully understand the
structure–property relationships of nanocomposites. This comprises fundamental
and applicative research, including an optimization of processing condition, as well
as theoretical approaches and simulations.
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Fundamentals of Dielectric Spectroscopy
in Polymer Nanocomposites

Ivan Popov and Alexei P. Sokolov

Abstract Properties of Polymer Nanocomposites (PNCs) are strongly modulated
by the properties of the interfacial polymer layer surrounding the nanofillers. This
interfacial region in PNCs experiences significant structural and dynamic changes in
comparison to the bulk polymer. In this chapter, we first discuss experimental data to
demonstrate how the presence of the interfacial layer can be detected in the dielectric
spectra of different PNCs. We emphasize the impact of nanoparticles on segmental
and chain dynamics in PNCs. Then, we present various theoretical approaches to
describe the dielectric spectra of the PNCs, explain the behavior of the dielectric
parameters, and describe how to extract the characteristics of the interfacial layer.
We emphasize that the dielectric signal in heterogeneous systems is not additive, and
the interfacial layer model provides the most accurate description of the dielectric
data in PNCs. We also emphasize the often overlooked experimental observation—a
strong decrease in the dielectric strength of segmental relaxation in the interfacial
layer.
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HN Havriliak−Negami
IL Interfacial Layer
ILM Interfacial Layer Model
MD Molecular Dynamic
MWS Maxwell–Wagner–Sillars
NMR Nuclear Magnetic Resonance
PNCs Polymer Nanocomposites
PI Polyisoprene
PPG Poly(propylene glycol)
PVAc Poly(vinyl acetate)
P2VP Poly(2vinyl pyridine)
SAXS Small Angle X-ray Scattering
SANS Small Angle Neutron Scattering
TMDSC Temperature-Modulated Differential Scanning Calorimetry
TPM Two Phase Model

1 Introduction

Polymer Nanocomposites (PNCs) are actively used in many technologies, thanks to
their light weight, particular mechanical properties and flexibility, and ability to tune
macroscopic properties in an extremely broad range [1–19]. PNCs properties depend
on fillers used, their dispersion, the loading and the interactions between polymer and
the fillers. Despite their wide use, the fundamental understanding ofmany underlying
phenomena controlling macroscopic properties of PNCs remains rather limited. In
recent years, it becomes clear that nanoparticles affect the structure and dynamics of
the polymer matrix around the nanoparticles strongly, forming the so-called Interfa-
cial Layer (IL) [17, 20–24]. It has been demonstrated that interfacial layer plays a
critical role in mechanical and viscoelastic properties of PNCs [6, 14, 25–27].

We want to emphasize that the interfacial layer is often confused in literature with
polymer bound layer. The latter is the layer formed by polymer chains adsorbed
to the nanoparticle surface, and its thickness is defined by the polymer radius of
gyration, Rg (unless polymer is confined by a other interface on a shorter distance),
i.e., it varies with molecular weight (Fig. 1) [27–36]. In contrast, the interfacial layer
is defined as the polymer region with properties (e.g., density, segmental dynamics,
mechanical modulus, etc.) significantly different from that of bulk polymer. Its thick-
ness is usually estimated in the range ~2–6 nm rather independent of molecular
weight (Fig. 1), and depends on polymer rigidity, nanoparticles size and in addition
it increases upon cooling [17, 20–24, 37]. Although the thickness of the interfacial
layer is relatively small, it usually occupies significant volume fraction of the polymer
matrix due to large number of nanoparticles. As a result, the interfacial layer plays
a critical role in many macroscopic properties of composites.
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Fig. 1 Schematic presentation of bound polymer layer and of the interfacial polymer layer [36].
[Reprinted with permission from [36]: Popov, I.; et al. Macromolecules 2020, 53, 4126–4135.
Copyright 2020 American Chemical Society]

The interfacial layer can be detected using Small Angle X-ray Scattering (SAXS)
and Small Angle Neutron Scattering (SANS) techniques due to change in density of
the polymer surrounding the nanoparticles. Surprisingly, several studies revealed a
decrease in density in the interfacial layer for high molecular weight polymers with
2Rg larger than the distance between nanoparticles surfaces [26, 38, 39]. These results
were ascribed to a frustration in the chain packing caused by chain confinements [38,
39]. Differential Scanning Calorimetry (DSC) measurements, and detailed Nuclear
MagneticResonance (NMR) studies all revealed presence of the interfacial layerwith
slower segmental dynamics (higher Tg) in PNCs [24, 39–42]. All these experimental
studies estimated the thickness of the interfacial layer to be just a few nm. Many
coarse-grained simulations of composite materials also revealed the interfacial layer
with a structure and segmental dynamics different from the bulk polymer, and its
thickness was just a few segments size [43–45]. These results are very similar to the
interfacial layer known for supported polymer films [46–63].

Among many experimental techniques used to study PNCs, Broadband Dielec-
tric Spectroscopy (BDS) plays very important role because it covers an enormous
frequency range, enabling studies of the polymer segmental and, in some cases, chain
dynamics in broad time and temperature ranges. BDS studies were instrumental in
developing a fundamental understanding of the parameters controlling interfacial
layer in PNCs, as the role of chain rigidity and temperature [37, 39, 42]. This chapter
considers fundamentals of the BDS data analysis in PNCs, presenting an overview of
many fundamental studies. Usually studies focus on the change of the time scale of
relaxation processes in the interfacial layer. We emphasize here another often over-
looked but important parameter—amplitude of segmental fluctuations. The presence
of the interface, the interaction with the nanoparticle surface, and the chain stretching
strongly restrict the amplitude of the segmental reorientation in the interfacial layer
on the time scale of segmental relaxation. This amplitude decreases regardless of
whether the dynamics is getting slower or faster than in the bulk material. In this
chapter, we consider major BDS experimental results and basic models proposed
for their interpretations. Then, we briefly summarize knowledge accumulated on the
interfacial layer in PNCs.
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2 Dielectric Properties of the Interfacial Layer.
Experimental Results

2.1 Dielectric Spectra for Segmental and Chain Dynamics
in PNCs

BDS is one of the best techniques to study the segmental dynamics in PNCs [20,
53, 55, 64–67]. Broad overlapped relaxation peaks might cover several decades in
frequency but vast operating frequency range of BDS allows to explore polymer
dynamic without involving time–temperature superposition approach.

Figure 2 presents typical spectra of PNCs [39, 68]. The valuable information
is usually extracted from imaginary part of the dielectric permittivity ε′′(ω) and
the derivative of the real part of the dielectric permittivity, ε′

der (ω) = −π/2 ×
∂ε′(ω)/∂ lnω [69]. Dielectric spectra of most of the polymers do not show chain
modes, and the segmental relaxation dominates the spectra. In such polymers,
e.g., poly(vinyl acetate) (PVAc) or poly(2vinyl pyridine) (P2VP), adding nanofillers
reduces the amplitude of the segmental peak (α-process), strongly broadens its low-
frequency side, and induces an additional process, the so-called Maxwell–Wagner–
Sillars (MWS) polarization process (Fig. 2) [70]. The latter is related to charge
accumulation and reorientation at interfaces between materials with different dielec-
tric properties. It is usually covered by conductivity tail in ε′′(ω), and appears clearly
only in ε′

der (ω)(see, e.g., Fig. 5d). The amplitude and position of the MWS process
depends on the amount of interfaces and the conductivity (e.g., impurities) in the
polymer matrix, the shape of nanofillers, and might provide some information on the
nanofiller-polymer interface [71].But to the best of our knowledge, it doesn’t interfere
much with the analysis of the IL. The decrease of the amplitude of segmental relax-
ation and its low-frequency broadening are directly related to the segmental dynamics
in the IL. The low frequency tail changes of the α-process are more clearly visible in
ε′
der (ω) (Fig. 2b). The dielectric loss spectra can be converted into a relaxation time
distribution spectra, �ε × g(ln τ), using he formal equation

ε∗(ω) = ε∞ + σDC

iωε0
+

∫
�ε × g(ln τ)

(1 + iωτ)
d ln τ, (1)

with applied normalization condition
∫
g(ln τ) d ln τ = 1. To evaluate �ε × g(ln τ)

a regularization method can be utilized [72]. In that case the interfacial segmental
process appears as a clear peak denoted as the α′-process (Fig. 2c).

The increase of nanofillers concentration (ϕ) leads to an intensity increase of the
α′-process and an intensity decrease of the α-process (Fig. 3a). This is related to a
decrease of bulk-like polymer fraction and an increase of the interfacial polymer layer
fraction. Surprisingly, similar apparent effect is observed with a decrease in polymer
molecular weight (Fig. 3b) [39]. However, the origin of this effect is different.
Detailed analysis revealed that density of the interfacial layer and its mechanical
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(a)

(c)

(b)

Fig. 2 a Imaginary part of the dielectric permittivity, b derivatives of the real part of dielectric
permittivity ε′der (ω), and c spectra of time distribution �ε× g(ln τ) for PVAc/SiO2 PNC with 20.5
vol% (blue squares) and neat PVAc (red circles). Black lines are the fit of the Havriliak-Negami
function plus dc-conductivity for the neat PVAc, and the ILM model for PVAc/SiO2-20.5 vol%.
Dashed lines in (a) and (b) show the contributions from bulk-like (α, red line) and interfacial (α’,
blue line) polymers. MWS marks tail of the Maxwell–Wagner–Sillars polarization [39]. [Figures
(a) and (c) were reprinted with permission from [39]: Cheng, S et al. Physical Review Letters 2016,
116: 038302. Copyright 2016 by the American Physical Society. Figure (b) were reprinted from
[68]: Cheng, S. et al. The Journal of Chemical Physics 2017, 146, 203,201, with the permission of
AIP Publishing]

properties vary strongly with the molecular weight at the same volume fraction of
nanofillers [26, 38, 39]. The density of the IL increases relative to the bulk polymer
density in lowmolecular weight PNCs due to attractive polymer–nanoparticles inter-
actions [39]. However, for longer chains, when 2Rg becomes larger than the distance
between nanoparticles surfaces, confinement of polymer chains between nanoparti-
cles leads to a frustration in the chain packing and a reduction in polymer density in
the interfacial layer [26, 39]. As a result, change in the segmental dynamics of the
interfacial layer decreases with the increase in molecular weight (Fig. 3b).

In several polymers, e.g., poly(propylene glycol) (PPG) and polyisoprene (PI),
also the chain relaxation (normal mode) appears in the dielectric spectra. In these
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(a) (b)

Fig. 3 a Imaginary part of the dielectric permittivity for the PVAc/SiO2 PNCs with different
nanoparticle volume concentrations: 0 vol% (red circles), 6 vol% (blue squares), 12 vol% (olive
diamonds), 20 vol% (black upper triangles), 23 vol% (pink down triangles), 32 vol% (purple left
triangles). Data are taken from [20] [Reprinted with permission from [20]: Carroll, B. et al. Macro-
molecules 2017, 50, 6149–6163.Copyright 2017AmericanChemical Society]bNormalized dielec-
tric loss spectra of PNCs with 3 selected molecular weights, MW, in comparison to the neat polymer
PVAc spectrum. The dashed red line is neat PVAc with MW = 85 kg/mol; the solid lines are PNCs
with 20 vol% of silica, and PVAc with MW = 12 kg/mol (blue line); PVAc with MW = 85 kg/mol
(green line); PVAc with MW = 253 kg/mol (black line) [39]. [Figure were reprinted with permis-
sion from [39]: Cheng, S. et al. Physical Review Letters 2016, 116, 038302. Copyright 2016 by the
American Physical Society]

polymers the dipole moment has a non-zero projection along the chain, which accu-
mulates, enabling measurements of the chain end-to-end relaxation [64]. Studies
of these polymers revealed that adding nanoparticles affects dielectric spectra of
segmental and chain relaxations (Fig. 4) [73]. Although the analysis of the low
frequency side of the segmental mode in this case is more difficult due to the overlap
with the normal mode, a decrease in the amplitude of segmental relaxation is clearly
observed. Furthermore, after removing the free none-adsorbed polymer chains, the
PNC spectra reveals an acceleration and a strong broadening of both the normal and
the segmental modes (Fig. 4). This effect increases with cooling [73].

BDS studies of glycerol/silica nanocomposite (GSNC) [74] present an interesting
model example of nanocomposite free from the influence of chain confinement and
entanglement effects, as well as the nonequilibrium chain adsorption phenomena.
Reduction of the amplitude and low-frequency broadening of the α-process in the
dielectric spectra is clearly observed also in this case (Fig. 5). Thus, adding nanopar-
ticles to a molecular liquid with attractive molecule–nanoparticle interactions also
leads to a formation of substantial ILwith a slowerα-dynamics.However, the detailed
analysis of theBDSdata revealed [39, 42, 68, 74–77] an important difference between
PNC and molecular nanocomposites, as will be discussed below.
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Fig. 4 Dielectric spectrum
of neat PPG (bottom);
PPG-22 % silica PNC
(middle) and PNC after
extraction of unattached
polymer (upper). The lines
represent fits of the
Kohlrausch function to each
of the two dispersions, along
with a power law at low
frequencies due to dc
conductivity. Data from [73].
[Reprinted with permission
from [73]: Casalini, R. et al.
Macromolecules 2016, 49,
3919–3924. Copyright 2016
American Chemical Society]

2.2 Segmental Relaxation Time in the Interfacial Layer
in PNCs

As mentioned above, the segmental process in the dielectric spectra of most PNCs
appears broadened at low frequency side of the peak (Figs. 2 and 3). This clearly indi-
cates slowing down of the segmental relaxation in the interfacial layer, as expected
for attractive polymer–nanoparticles interactions [20, 23, 24, 39, 68, 78]. The latter
is required for a good nanoparticles dispersion. Quantitative estimates of the slowing
down depend on model approach chosen for analysis of the BDS data [20], and we
will discuss several models below.

The quantitative analysis of BDS data for many regular PNCs and PNCs formed
by polymer Grafted Nanoparticles (GNPs) revealed that the segmental dynamics in
the IL is always slower than in the neat polymer, and thus τIL/τneat > 1 [23, 36]
(Fig. 6a). This ratio is often ~ 10–30 [36]. However, τIL is usually estimated from
the maximum of dielectric loss, and reflects some averaged relaxation time in the
interfacial layer. In reality, the interfacial layer has strong gradient in segmental
relaxation time [43–45]. The latter leads to the broad dielectric relaxation spectrum
that extends 4–5 orders below the maximum in dielectric loss (Fig. 2).

A different scenario, an existence of the interfacial layer without glass-like
dynamics was proposed in [79] based on the analysis of pol(methyl methacrylate)
(PMMA)/silicaDSCdata. The data revealed amuch smaller step in specific heat at Tg
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Fig. 5 Glycerol/silica nanocomposite dielectric spectra in different presentations for two silica
concentrations and pure glycerol: a Real part of the dielectric permittivity and b its derivative, c
Imaginary part of the dielectric permittivity and d Relaxation time distribution using Eq.(1). Data
from [74]. [Reprinted from [74]: Cheng, S. et al. The Journal of Chemical Physics 2015, 143,
194,704, with the permission of AIP Publishing]

than expected from the decrease of the polymer weight fraction, and no second step at
higher T. Similar effect in DSC has been also reported for polyamide, poly(dimethyl
siloxane) (PDMS) and polylactic acid based PNCs [80–82]. A direct comparison of
the results of DSC and BDS revealed a contradiction between these two techniques:
the interfacial fraction appears as immobile in DSC, while it appears retarded in BDS
[80]. Based on these results, the authors suggested that relaxation in the interfacial
layer might differ from glassy dynamics [79, 80]. In contrast, studies of PPG, P2VP,
and PVAc-based PNCs revealed a long tail in specific heat jump with the fraction of
the polymer in agreement with that estimated from BDS [42]. This controversy in
thermodynamic behavior of different PNCs remains unresolved.

An interesting result was observed when the free none-adsorbed chains are
removed from PNCs. These kinds of samples have no bulk-like polymer left, and the
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(a) (b)

Fig. 6 a Temperature dependence of the ratio of the segmental relaxation times in the interfa-
cial/adsorbed layer (IL), τIL, to that in the neat polymer, τneat [36]. [Reprinted with permission
from [36]: Popov, I. et al. Macromolecules 2020, 53, 4126–4135. Copyright 2020 American Chem-
ical Society]. b Segmental or local (dotted symbols) and normal or global mode (open symbols)
relaxation times for the neat PPG (triangles), a nanocomposite (circles), and the nanocomposite after
extraction of the unbound polymer (squares) [73]. [Reprinted with permission from [73]: Casalini,
R. et al. Macromolecules 2016, 49, 3919–3924. Copyright 2020 American Chemical Society]

entire polymer fraction is essentially the interfacial layer. The segmental relaxation
in these samples appears to be faster than in the neat polymer (Fig. 6) [36, 73]. It
is clearly observed in PPG/silica nanocomposites after extraction of the unbound
polymer (Fig. 6b) [73]. Moreover, faster dynamics in PPG occur for both normal and
segmental modes. Similar analysis of P2VP/silica PNCs with removed free chains
revealed extremely broad segmental relaxation spectra with the maximum shifted to
higher frequency, relative to the neat polymer (Fig. 7 a). This surprising result clearly
indicates a faster characteristic relaxation time in the interfacial layer with removed

(a) (b)

Fig. 7 a Dielectric loss spectra of neat P2VP (lines) and PNC with only Adsorbed Polymer Layer
(APL) (symbols) at T = 393 K (blue) and T = 433 K (red). For convenience, the spectra of
APL are multiplied by a factor of 8 [36]. b Master plot of the dielectric losses for segmental
relaxation in APL reveals no significant change in the peak shape with temperature [36]. [Reprinted
with permission from [36]: Popov, I. et al. Macromolecules 2020, 53, 4126–4135. Copyright 2020
American Chemical Society]
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free chains, and was ascribed to a frustration in the chain packing in this layer [36].
It was also noted that the broad shape of the loss peak reflects the broad distribution
of relaxation times, and shows no significant changes with temperature (Fig. 7b).

This acceleration of segmental dynamics in polymer adsorbed to an attractive
surface is unusual, but has been also reported in other systems such as PMMA/silica
PNCs [83], PMMA/Ag PNCs [84] and also in thin polymer films [48, 59, 60, 63]. In
PNCs with only adsorbed chains this effect is more pronounced for higher molec-
ular weight systems (Fig. 6a). These counter-intuitive results were ascribed to an
additional free volume in these systems created by frustration in the packing of
the adsorbed chains [36, 83–85]. The extremely broad relaxation spectrum (Fig. 7)
suggests an extremely strong gradient of the relaxation times in the adsorbed layer.

2.3 Dielectric Strength of Structural Relaxation
in the Interfacial Layer in PNCs

Another interesting experimental observation is the change in the dielectric strength
of the segmental relaxation and its temperature dependence. The dielectric strength,
�ε, of the segmental relaxation in a neat polymer decreases with temperature
increase, and can be approximately described as follows:�ε ∝ 1/T (Fig. 8) [64].
However, in the PNC the dielectric strength of the segmental relaxation not only
decreases with adding nanoparticles, but its temperature dependence may differ
strongly from that of the neat polymer (Fig. 8) [20]. For example, in PVAc with
23 vol% of silica nanoparticles, �ε is almost independent of temperature (Fig. 8).
This effect has been ascribed to a decrease in the volume fraction of the bulk-like
polymer due to an increase in the interfacial layer thickness upon cooling [20].

Fig. 8 Imaginary parts of
the permittivity spectra of
the neat PVAc (line) and
PVAc/silica-23 vol% PNC
(symbols) at two selected
temperatures; the amplitude
changing is shown by arrows
[20]. [Reprinted with
permission from [20]:
Carroll, B. et al.
Macromolecules 2017, 50,
6149–6163. Copyright 2017
American Chemical Society]
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This effect is even more pronounced in PNCs with removed free none-adsorbed
chains (Fig. 7a) [36]. The analysis of the dielectric spectra of the segmental relaxation
in these samples reveals two important results (Fig. 7a) [36]: (i) significant (~30 times)
drop in the dielectric strength of the segmental relaxation peak �ε, despite that the
weight fraction of the polymer is still ~40 % (i.e., normally one would expect only
~2.5 times drop in �ε); and (ii) surprising decrease of the dielectric strength upon
cooling. Thus, the dielectric strength of the segmental relaxation in the interfacial
polymer layer decreases much stronger than expected from the reduction of the
polymer content, and its temperature dependence also differs. This is an important
experimental result that is often overlooked in many experimental studies, because
researchers are usually focusing on changes of the characteristic relaxation time
without paying attention to a change in the dielectric strength. Similar effect, strong
reduction of the segmental dielectric strengthwas also reported for thin polymer films
[47–50, 52–63], and we will discuss below models proposed for the explanation of
this effect.

3 Theoretical Models for Description of the Dielectric Data
in PNCs

3.1 Additive Approach

Several model approaches have been used to analyze the measured dielectric spectra
in PNCs. The simplest approach assumes additive contributions of the bulk-like
polymer and of the interfacial region, and fits the spectra by two Havriliak− Negami
(HN) functions [24, 66, 80, 86]

ε∗(ω) = ε∞ + σ0

iωε0
+ �εI L[

1 + (iωτ I L
HN)αI L

]βI L
+ �εbulk[

1 + (iωτ bulk
HN)αbulk

]βbulk
, (2)

where �εbulk and �εI L are the dielectric strength associated with the bulk polymer
and the interfacial layer, respectively. τ bulk

HN bulk and τ I L
HN are the respective HN relax-

ation times, and the αbulk, βbulk and αI L , βI L are the corresponding HN broadening
parameters. To avoid fitting uncertainties and to limit the amount of the free fit param-
eters, the bulk polymer process spectral shape (broadening parameters αbulk and βbulk)
is usually assumed to be identical to the spectral shape of the neat polymer, and only
its dielectric strength and relaxation time are allowed to vary. Then, assuming that the
dielectric strength per volume is the same in the bulk and in the interfacial layer, the
two HN functions approach provides an estimate of the volume fraction of interfacial
layer as ϕI L = (1 − ϕNP)�εI L/(�εI L + �εbulk). Knowing the volume fraction and
radius of nanoparticles, RNP, the thickness of the interfacial layer can be calculated
to
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lI L = RNP

[(
ϕI L + ϕN P

ϕN P

)1/3

− 1

]
. (3)

This simple approach involves several assumptions that are not valid in general.
First, the dielectric responses in heterogeneous systems are not additive, and interfer-
ence terms should be explicitly taken into account. Second, the dielectric strength in
the interfacial region can differ significantly from that in the bulk (see the Sect. 2.3).

The Two Phase Model (TPM) and the Interfacial Layer Model (ILM) take
interference terms explicitly into account in analysis of the dielectric spectra of
PNCs.

3.2 Two Phase Model

The two phase model (Fig. 9a) considers only The polymer matrix and nanoparticle,
and for spherical nanoparticles it predicts [20, 39, 64, 74]

ε∗
PNC(ω) = (1 − ϕN P)ε∗

bulk(ω) + ϕN Pε∗
N P(ω) − (1 − ϕN P)ϕN Pε∗

cross(ω),

ε∗
cross(ω) =

[
ε∗
bulk(ω) − ε∗

N P(ω)
]2

(1 − ϕN P)ε∗
N P(ω) + (2 + ϕN P)ε∗

bulk(ω)
.

(4)

Here ε∗
bulk(ω) and ε∗

N P(ω) are the complex dielectric permittivities of the polymer
matrix and the nanoparticles, respectively; ϕN P is volume fraction of the nanopar-
ticles, and ε*cross(ω) presents the interference term. This term always reduces the
dielectric signal (Eq. 4). The TPM contains no free parameters and demonstrates the
inaccuracy of the simple additive approach in describing the dielectric response of
heterogeneous materials, because the interference term is not negligible and should
be explicitly taking into account for detailed quantitative analysis.

Fig. 9 Sketch for the geometry of a the Two Phase Model (TPM) and b Interfacial Layer Model
(ILM) [20] [Reprinted with permission from [20]: Carroll, B. et al. Macromolecules 2017, 50,
6149–6163. Copyright 2017 American Chemical Society]
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Fig. 10 Application of TPM to the dielectric spectra of PVAc/silica PNC (symbols) (black line) and
fitting by the ILM (blue line). a real part, b imaginary part Unlike the ILM, the TPM cannot describe
the broadening of segmental relaxation at low frequencies [20]. [Reprinted with permission from
[20]: Carroll, B. et al. Macromolecules 2017, 50, 6149–6163 Copyright 2017 American Chemical
Society]

It has been shown that the TPM cannot describe the spectra of PNCs (Fig. 10), and
an interfacial layer with dielectric properties different from that of the bulk polymer
should be taken explicitly into account [20]. However, the TPM analysis provides
an expected estimation of the total dielectric strength of the nanocomposite spectra,
because it does not have any freefit parameters. The analysis of PVAc/silica nanocom-
posites clearly revealed that �εPNC/(1−ϕN P) decreases significantly stronger than
predicted by the TPM (Fig. 11a) [20]. However, the same analysis of the dielectric
spectra of glycerol/silica nanocomposites demonstrated good agreement with the
TPM predictions (Fig. 11b) [20, 74]. It suggests that the dielectric strength of the
structural relaxation of the interfacial layer of GSNC is essentially the same as in the
bulk glycerol, while the dielectric strength in the polymer interfacial layer is strongly

Fig. 11 Dielectric strength as a function of NP loading for the PVAc/SiO2 (a) and glycerol/SiO2
(b) nanocomposites. The experimental data (red circles) and the data normalized to the polymer
volume fraction (1− ϕN P ) (blue squares) and the two-phase model predictions (lines) [20, 74] are
presented. Data were replotted from [20]. [Reprinted with permission from [20]: Carroll, B. et al.
Macromolecules 2017, 50, 6149–6163. Copyright 2017 American Chemical Society]
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reduced. This reduction was obvious without model data analysis for the adsorbed
polymer layer (Fig. 7a). Thus, the ratio of the dielectric signals from the interfacial
polymer and from the bulk-like polymer,�εIL/�εbulk, cannot be used for an accurate
estimates of the interfacial volume fraction.

3.3 Interfacial Layer Model

The Interfacial Layer Model (ILM) assumes the existence of an additional layer
around nanoparticle with different dielectric properties than in remaining bulk-like
polymer (Fig. 9b). This model introduces the volume fraction of the IL, ϕI L , and
predicts [20, 87]:

ε∗PNC (ω) = ϕN P ε∗N P (ω) + ϕI L ε∗I L (ω)R∗ + ϕbulkε
∗
bulk (ω)S∗

ϕN P + ϕI L R∗ + ϕbulk S∗ ,

S∗ =
(
ε∗I L (ω) + 2ε∗bulk (ω)

)(
ε∗N P (ω) + 2ε∗I L (ω)

) + 2d
(
ε∗I L (ω) − ε∗bulk (ω)

)(
ε∗N P (ω) − ε∗I L (ω)

)
9ε∗I L (ω)ε∗bulk (ω)

,

R∗ = 2ε∗I L (ω) + ε∗N P (ω)

3ε∗I L (ω)
, d = ϕN P

ϕN P + ϕI L
, ϕN P + ϕI L + ϕbulk = 1.

(5)

Here, ε∗
I L(ω) is the complex permittivity of the IL, which can be approximated

by HN function. Thus, this model has additional fit parameters to describe function
ε∗
I L(ω) and parameter ϕbulk, while the shape parameters for the bulk-like polymer
spectra are assumed to be the same as in the neat polymer. The demonstrates that
ILM provides good description of the PNCs dielectric spectra (Fig. 10). Moreover,
the amplitude of the bulk-like polymer contribution to the dielectric spectra provides
estimates of the bulk-like polymer fraction, and correspondingly the interfacial layer
fraction ϕI L = 1-ϕNP–ϕbulk [20]. Using this approach, the IL thicknesses was esti-
mated to be lIL ~2–6 nm, depending on type of the polymer (Fig. 12a) and the
temperature (Fig. 12b) [42]. These values are comparable to results obtained by
other methods, such as SAXS and Temperature-Modulated Differential Scanning
Calorimetry (TMDSC) [42].

Furthermore, ILM provides a direct estimates of the segmental relaxation time in
the interfacial layerIL. Aswe discussed in the Sect. 2.2, τIL is slower than τbulk inmost
cases, although it appears faster in the PNCs with removed free chains (Fig. 6). In
addition, the ILM approach also enables to estimate the dielectric strength of the IL
process. The temperature dependence of the dielectric strength of the segmental
relaxation in the IL for the regular PNCs, GNPs, and PNCs with removed free
none-bound polymers, i.e., Adsorbed Polymer Layer (APL), in comparison with
that of the neat polymer are presented in Fig. 13. Assuming APL consists of the
interfacial polymer only, a single HN function was used to estimate the dielectric
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Fig. 12 aThickness of the IL estimated using three differentmethods versus characteristic ratioC∞
(rigidity of the polymer chain) for several polymers and glycerol [42]. bTemperature dependence of
the IL thickness estimated fromdielectric spectra [42] [Reprintedwith permission from [42]: Cheng,
S. et al. Macromolecules 2017, 50, 2397–2406. Copyright 2017 American Chemical Society]

strength. The detailed analysis revealed strong suppression of the dielectric strength
of the segmental relaxation in the PNC’s interfacial layer, in comparison to expected
reduction of dielectric strength due to decreases of polymer content (Fig. 13) [36].
This is consistent with the earlier results (Figs. 7a, 10, and 11). This effect is more
pronounced in regular PNCs with short chains and in APLs. Moreover, the temper-
ature dependence of the �ε in IL clearly differs from that of the neat polymers
(Fig. 13). In some PNCs and APLs the temperature behavior of �ε(T ) becomes the
opposite to that of bulk polymer (Figs. 7a, 13). A strong suppression of the dielec-
tric strength of segmental relaxation has been observed also in thin polymer films

Fig. 13 Temperature dependence of the dielectric strength of the neat polymer, �εneat (closed
symbols), and of the interfacial/adsorbed layer in regular PNCs, Grafted Nanoparticles (GNP)
and Adsorbed Polymer Layer (APL), �εIL (open symbols). Data are taken from [36]. [Reprinted
with permission from [36]: Popov, I. et al. Macromolecules 2020, 53, 4126–4135. Copyright 2020
American Chemical Society.]
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[54–58]. However, glycerol/silica nanocomposites do not show a decrease in the
dielectric strength of structural relaxation in the interfacial layer (see, e.g., Fig. 11b)
[20, 74]. Thus this reduction appears to be a polymer specific property. A possible
mechanism of this unexpected observation will be discussed in the next section.

3.4 Reduction of the Dielectric Strength in the Interfacial
Layer

In the previous section, it was demonstrated that regardless of whether the segmental
dynamics in thin films is getting faster or slower than in a bulk polymer (e.g., Tg

decreases or increases), dielectric strength of segmental relaxation always decreases
[47–50, 52–63]. The same appears in the interfacial layer in PNCs:while the averaged
segmental relaxation in IL can be slower (PNC and GNP) or faster (APL) than that
in the bulk polymer (Fig. 7a), the dielectric strength of segmental relaxation in IL is
always lower than in the bulk polymer (Fig. 13).

The idea of “dead layer” was proposed to describe this effect in thin polymer films
[58, 62, 88]. In a simple approximation, the dielectric strength of a polymer can be
described as [89]:

�εneat = N μ

V E
= gNμ2

3kBT V
(6)

where N is a number of dipoles in a volume V, μ is a segmental dipole moment
and g is the Kirkwood–Fröhlich factor that accounts for dipole–dipole correlations.
The dead layer approach assumes that a significant number of segmental dipoles
is frozen, and this leads to a strong suppression of the dielectric response in the
interfacial layer. The idea of “dead” (or glassy) layer has been widely used to explain
various experimental results in PNCs and thin polymer films [46, 58, 79, 88, 90, 91].
However, many experimental and simulations data contradict the idea of a “dead”
layer and emphasize that the dynamics in the interfacial layer is not frozen, although
it can be much slower than in the bulk [20, 24, 39, 42]. The significant suppression of
the dielectric signal is most clearly observed in the APL PNCs (Fig. 7a). However, no
significant change in the spectral shape of theAPL’s segmental peakwith temperature
was detected (Fig. 7b). This contradicts the idea of a “dead” (frozen) layer, because
a significant additional broadening would be expected on the low-frequency side of
the segmental peak with “unfreezing” dipoles from the dead layer. However, no such
low frequency broadening has been observed. Moreover, the averaged segmental
dynamics in APL appears to be faster than in the bulk (Fig. 6a). That is completely
inconsistent with the idea a of “dead” layer. The same inconsistency is observed in
thin polymer films where segmental dynamics can be faster (Tg is lower) than in the
bulk polymer, while �ε strongly decreases [47–50, 52–63].
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An alternative explanation of the decreased dielectric signal in IL is based on the
assumption of a restricted amplitude of the segmental fluctuations on the average
time scale of segmental dynamics [36]. To perform the quantitative analysis, we may
consider the segmental dipole moment of a polymer chain in IL or adsorbed layer to
be restricted in the conic potential well, with well height equal to U (Fig. 14). The
parameter 2δ define the conic angle at the top of the conic potential well, where the
segment can fluctuate without restriction. The potential characterizes restrictions on
segmental reorientation caused by the presence of the interface, chain crowding and
stretching in the interfacial layer.

In this case the Eq. (6) can be written as follows

�εAds = (
1 − φm

N P

)N μAds

V E
= (

1 − φm
N P

) gN
V E

〈μcos θ〉N P (7)

where 〈...〉N P defines an averaging of the potential wells around nanoparticle; g is
the Kirkwood-Fröhlich factor without potential well and cosθ is an average of the
angle between the dipole moment and the electrical field inside the potential well

cos θ =
∫

cos(Eμ) e
(Eμ)−U
kB T d/

∫
e

(Eμ)−U
kB T d. (8)

In this approach the temperature dependence is introduced for the effective Kirk-
wood–Fröhlich factor gef f = g(T ) 〈cos θ〉N P , instead of number of mobile dipoles,
N, as it was assumed in the “dead” layer approach. The calculation of Eq. 7 and Eq. 8
[36] provides a simple relationship in the case of μE/kBT << 1

�εIL = �εAds(
1 − φm

N P

) = �εNeat
(
1 − f 2

)
, f = sin2δ

2(coth(U/2kBT ) − cosδ)
(9)

Fig. 14 Model for a polymer chain in the conic potential well in the interfacial layer around
nanoparticle. Sketch is replotted from [36] [Reprinted with permission from [36]: Popov, I. et al.
Macromolecules 2020, 53, 4126–4135. Copyright 2020 American Chemical Society]
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The model predictions for �εIL (Eq. 9) are presented in the Fig. 15 at different
values of the potential. Themodel predicts a change of the slope in�εIL(T ) (Fig. 15),
and at high potential energy barrier predicts increasing of the dielectric strength with
temperature increase, in agreement with observed experimental results (Fig. 13).
Furthermore, this model predicts a significant suppression of the dielectric signal in
IL that depends on the amplitude of the free segmental fluctuations angle δ (Fig. 14),
see the Eq. 9.

A high potential of the well restricts the fluctuation of the segmental dipole
moments leading to a suppression of the dielectric response and, as a result, to a
low value of the dielectric strength. Unlike the neat polymer, where temperature is a
disordering factor, in the systems where dipole reorientation is restricted, the temper-
ature helps to overcome the potential barrier leading to higher dielectric response at
higher temperature. It explains the different temperature behavior of �ε(T ) in the
neat polymer and the IL. In turn, the average rate of relaxation dynamics depends on
packing density. In the APL, where IL consists of strongly adsorbed polymer chains,
the potential barrier is high, but density might be low, leading to a low �ε and a
faster averaged dynamics in comparison to the neat polymer. However, in regular
PNCs there are strongly and weakly adsorbed chains and even free chains, resulting
in higher density of the IL. This density increase leads to slower averaged segmental
dynamics in the IL, while presence of the interface and chain stretching still strongly
suppress the amplitude of segmental fluctuations and�ε. Thus, there is a decoupling
between �ε and the averaged relaxation time in PNCs. We emphasize that in both
cases, whether the averaged segmental relaxation time in the IL is slower or faster
than in the bulk polymer, �ε in the IL always decreases. This result is inconsistent
with the “dead” layer approach, because faster dynamics is incompatible with the
idea of “glassy” layer with frozen segmental dynamics.

A similar qualitative explanation was proposed in [80]. The authors speculated
that trains of polymer segments formed on the surface of nanoparticles which do not
contribute to the dielectric spectrum because of their strong adsorption, while tails
and loops have a reduced dielectric response, and this leads to the decrease of �ε

[80].

Fig. 15 Model predictions
provided by the Eq. (9) for
different value of the
potential from 0 kJ/mol to
15 kJ/mol with the step
3 kJ/mol. The case U =
0 kJ/mol corresponds to
bulk-like behavior
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3.5 Dielectric Strength of the Interfacial Layer in PNCs
Where the Polymer Has Normal Mode.

Themodel of confined polymer chains in potential well might help to explain another
interesting effect observed for the normal mode in PNCs. A detailed analysis of the
PPG/silica PNC (see Fig. 4) revealed that the dielectric strength of the segmental
relaxation decreases with increasing silica concentration. However, this decrease
significantly exceeds the one expected due to the reduction in the polymer content
(Fig. 16) [73]. This is the same effect discussed in the section above.

However, the dielectric strength of the normal mode appears to be essentially
independent of nanoparticle loading (Fig. 15), although the polymer fraction
decreases [73].

To explain this effect we speculate that polymer chains in the IL are stretched. For
the segmental mode, this effect does not play a significant role, but when polymer
chain is stretched, its end-to-end distance increases resulting in an increased end-to-
end dipole moment. Thus, there are two competitive effects for the normal mode:
(1) reduction of the dielectric strength because of restricted fluctuation the of dipole
moment, and (2) an increase of the mean dipole moment due to the chain stretching
effect. Apparently in the case of PPG/silica PNCs presented in [73], the second effect
is stronger and even compensates for the decrease expected due to the decrease of
the polymer volume fraction.

Fig. 16 Dielectric strength
of the segmental mode
(triangles) and normal mode
(inverted triangles),
normalized by the respective
values for the neat PPG, as
function of the polymer
volume fraction. The
dashed-dotted line represents
the change expected due to
the reduced polymer fraction
in the PNCs. Data from [73].
[Reprinted with permission
from [73]: Casalini, R. et al.
Macromolecules 2016, 49,
3919–3924. Copyright 2016
American Chemical Society]
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4 Parameters Controlling Thickness and Properties
of the Interfacial Layer

BDS was critical in experimental studies of IL in PNCs, and in identifying structural
and chemical parameters controlling thickness and properties of the IL [37, 39,
42, 68, 80, 84]. It has been demonstrated that the interfacial layer thickness, lIL,
decreases with decreasing of the nanoparticle size, and this effect was ascribed to the
surface curvature (Fig. 17) [37]. Comparison of BDS data for PNCs with different
polymers revealed that chain flexibility plays significant role, and the thickness of
the lIL increases with the increase of the polymer characteristic ratio C∞ (rigidity of
the polymer chain) (Fig. 12a) [42]. This result was confirmed also by calorimetric
and SAXSmeasurements [42]. Detailed BDS studies also revealed that the thickness
of the lIL increases upon cooling (Fig. 12b) [42, 76]. Change of molecular weight
has a rather weak effect on thickness of the interfacial layer, but affects strongly its
properties when chain is strongly confined between nanoparticles, i.e., when 2Rg is
larger than interparticle surface distance [26, 38, 39]. Apparently, this confinement
leads to a frustration in chain packing, reducing the density in the interfacial layer.
This reduction in density leads to weaker slowing down of the averaged segmental
relaxation and smaller enhancement of the mechanical modulus in the interfacial
layer [38, 39].

All these results are in agreement with many Molecular Dynamic (MD) simu-
lations of PNCs [43–45]. However, simulations helped to unravel and disentangle
more microscopic details of the interfacial layer. In particular, coarse-grained MD
simulations allowed to vary independently nanoparticle–polymer interactions and
polymer chain rigidity. These studies revealed that lIL depends on the chain rigidity,
but is rather insensitive to the nanoparticle–polymer interactions [43]. The latter
strongly affect changes in segmental dynamics at the interface [43, 45]. Simulations
also demonstrated that surface roughness of the nanoparticles plays an important
role in the segmental dynamics [44].

We want to emphasize that in all these cases the thickness of the interfacial layer
was estimated in the range of a few nm, i.e., ~1.5–6 nm [17, 20–24, 68], or a few

Fig. 17 Dependence of the
interfacial layer thickness in
PNCs on the radius of
nanoparticles. Data from [37]
[Reprinted with permission
from [37]: Gong, S. et al.
ACS Macro Letters 2014, 3,
773–777. Copyright 2014
American Chemical Society]
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Fig. 18 Relationship
between segmental
relaxation time in a bulk
system and the interfacial
layer thickness, τ0 is a
relaxation time at infinitely
high temperature Dashed
line present model prediction
from [45]. Data from [76].
[Reprinted from [76]: Cheng,
S. et al. The Journal of
Chemical Physics 2020, 152,
094,904, with the permission
of AIP Publishing]

segment size in the case of coarse-grained simulations [43–45]. This length scale
is comparable to the so-called dynamic heterogeneity length scale characteristic for
liquids and polymers [68]. Although the specific microscopic details controlling the
thickness of the interfacial layer remain unclear, some interesting suggestions relating
them to the temperature dependence of segmental relaxation in bulk materials were
discussed in (Fig. 18) [45, 76]. However, this discussion is out of scope of the current
chapter.

5 Conclusions

The extremely broad frequency range covered by the dielectric spectroscopy makes
this technique very efficient in studies of the dynamics in polymer nanocomposites.
In particular, it enables detailed studies of segmental and chain dynamics in the
interfacial polymer layer formed around nanofillers. In this chapter, we overviewed
various approaches to analyze the dynamics in the interfacial layer, and stressed
several important details of this analysis:

1. The dielectric signal in heterogeneous systems is not additive, and interference
terms should be explicitly taken into account for accurate quantitative analysis.

2. Maxwell–Wagner–Sillar polarization will appear as an additional dielectric
process and should not be confused with molecular relaxations.

3. The strength of the dielectric signal in the interfacial layer differs from that in
the bulk. Thus, one cannot use the ratio of the interfacial and bulk dielectric
signal to estimate the interfacial and the bulk-like volume fractions.

4. One can estimate the bulk-like volume fraction in PNCs from the amplitude
of the bulk-like segmental dynamics. However, the interference terms in the
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dielectric response should be accounted for, and the best approximation would
be the Interfacial Layer Model.

5. Although the ratio of characteristic segmental relaxation time in the interfacial
layer to that in the bulk is ~ 10–30,much stronger slowingdown is expected at the
interface. τIL estimated from the BDS data presents some averaged segmental
time in the interfacial region. Dielectric spectra of the interfacial layer is usually
very broad reflecting strong gradient in segmental dynamics.

The BDS data, as well as many other experimental and simulations results clearly
demonstrate that the interfacial layer is not a dead or glassy layer. Segments are
fluctuating in the interfacial layer. However, the amplitude of these fluctuations is
strongly suppressed, most probably due to restrictions on segments reorientation in
the vicinity of the interface.Detailedmicroscopic understandingof this effect remains
unclear, although apparently this is a polymer specific effect, because it was not
observed in glycerol/silica nanocomposites. Properties of the interfacial layer define
many macroscopic properties of PNCs, especially when they form a percolating
network at high nanoparticle loadings. In this sense, BDS might provide detailed
information on volume fraction, segmental, and chain dynamics in the interfacial
layer.
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Dynamics of Polymer Bridges in Polymer
Nanocomposites Through a Combination
of Dielectric Spectroscopy and Rheology

Shiwang Cheng

Abstract An important characteristic of the inclusion of nanoparticles (NPs) into
soft polymer matrices, forming polymer nanocomposites (PNCs), is their strong
modification to the dynamics of the matrix polymers, including the glassy dynamics
and slowdynamics. This chapter focuses on one of themost prominent slowdynamics
in PNCs with well-dispersed NPs, i.e. dynamics of polymer bridges, which is the
key for thermomechanical properties of PNCs. Current theoretical and experimental
understandings of the structure and dynamics of the adsorbed polymers and the
polymer bridging network are summarized. The rheological way of quantifying the
lifetime of the adsorbed polymers, the conformational rearrangement, and the desorp-
tion dynamics, is introduced. A recent proposed theoretical rationale for explaining
the various dynamic features of polymer bridging networks is discussed. In addition,
outlooks including the existent challenges and future directions on the slow dynamics
of polymer nanocomposites are also presented.

Keywords Adsorbed polymers · Polymer bridges · Shift factors · Polymer
nanocomposites · Broadband dielectric spectroscopy · Rheology

Symbols and Abbreviations

aR
T The shift factor from rheological measurements

a
Rp−OS

T The shift factor from rheological measurements after pre-deformation
aB
T The shift factor from dielectric measurements

BDS Broadband dielectric spectroscopy
d f The fractal dimension of nanoparticle clusters
dI PS The average interparticle surface-to-surface distance
G ′

bulk The storage modulus of pristine polymer
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Glp Elastic modulus of polymer nanocomposites at low-frequency
Gp Plateau modulus of a polymer
G ′

PN Storage modulus of the nanoparticle cluster
G ′

polymer Storage modulus of the polymer matrix in polymer nanocomposites
H-NMR Proton nuclear magnetic resonance
J (t) Creep compliance
lad Thickness of the adsorbed polymer
Mb Average molecular weight of a polymer bridge
Mw Weight average molecular weight of a polymer
Nb Average number of Kuhn segments in a polymer bridge
nchar Average number of nanoparticles in a cluster
NP(s) Nanoparticle(s)
SAOS Small amplitude oscillatory shear
PNC(s) Polymer nanocomposite(s)
PVAc Poly(vinyl acetate)
Rg The radius of gyration of a polymer chain
RNP The radius of a nanoparticle
SAOS Small amplitude oscillatory shear
SCFT Self-consistent field theory
ta Annealing time
Tg Glass transition temperature
TTSP Time-temperature superposition principle
τα Segmental relaxation time
τchar Relaxation time of the nanoparticle cluster
τd Terminal relaxation time of polymers
τint Segmental relaxation time of the interfacial polymer
ωchar Angular frequency of the longest relaxation time of a nanoparticle cluster
ωd Angular frequency of the terminal relaxation of a polymer chain
ϕc Critical volume fraction of nanoparticles at the gel point
�Ea Activation energy for polymer detachment

1 Introduction

The incorporation of inorganic nanoparticles (NPs) into a soft polymer matrix can
significantly improve the mechanical, thermal, optical, and barrier properties of the
formed polymer nanocomposites (PNCs) [1–6] compared to the polymer. The high
performance along with lightweight makes PNCs attractive for various applications
in energy, environment, healthcare, and infrastructure. For instance, in aerospace and
automotive, high-strength PNCs are used as structural materials to reduce the total
mass of vehicles and aircraft and increase fuel efficiency [7, 8]. In the energy sector,
PNCs have been used as interface connectors, such as separators, O-rings, gaskets,
and seals [9–11]. The modern healthcare system also requires the development of



Dynamics of Polymer Bridges in Polymer Nanocomposites … 65

advanced PNCs for flexible electronics and sensors interfacingwith intelligence [12–
14]. In all these applications, the dynamical and mechanical properties of PNCs are
among the first to consider.

Intensive work has been done in the past on understanding the dynamics and the
mechanical properties of PNCs [2–4, 15–24]. An interfacial polymer layer with a
thickness of 1–5 nmhas been identified between thematrix polymer and the surface of
NPs [4, 25–42]. Depending on the polymer-NP interactions, interfacial polymer layer
with disturbed chain packing can experience a slower or a faster structural relaxation
time than the bulk matrix polymer [4, 43, 44]. Recent measurements from broadband
dielectric spectroscopy (BDS), H-NMR spectroscopy, and neutron scattering have
witnessed significant progress in understanding the segmental dynamics of the inter-
facial layer, which have been summarized in recent review articles [4, 20]. Beyond
the segmental dynamics, strong modifications to the sub-chain and chain dynamics
of the adsorbed polymer were observed, leading to complex slow dynamics and
intriguing linear and nonlinear viscoelastic properties of PNCs [45–47]. In terms of
the viscoelastic properties of PNCs, the slow dynamics of the adsorbed or polymer
bridges are the most relevant [47]. However, the complex geometry along with the
multi-scale polymer-NP andNP-NP interactionsmakes it very challenging to investi-
gate the structure and dynamics of the adsorbed polymer in PNCs [2]. The challenges
are multifold: (i) the adsorbed polymers usually require an exceedingly large activa-
tion barrier to detach. (ii) The strong nano-confinement in PNCs promotes polymer
bridges or polymer bridging networks. (iii) The dynamics and mechanical properties
of PNCs are regulated strongly by the dispersion state of NPs. Due to these compli-
cations and their synergistic effects, our understanding of the structure and dynamics
of polymer bridges in PNCs remains very limited. This chapter focuses on the highly
challenging yet practically important subject of the dynamics of polymer bridges in
PNCs. Salient features of the structure and dynamics of the polymer bridging network
and their connections to the viscoelastic properties of PNCs will be reviewed and
summarized. To avoid the complication from the physically connected nanoparti-
cles (the NP network), we limited our discussions in PNCs with well-dispersed NPs
where extensive NP networks and large NP clusters do not exist.

The chapter is organized as follows: Sect. 2 describes the theory and experiments
on the structure of adsorbed polymers and polymer bridges. Section 3 introduces a
recently proposed model on the structure of polymer bridging networks in PNCs.
In Sect. 4, the dynamics of the polymer bridges will be discussed, including the
segmental dynamics, the network dynamics, and the conformational rearrangement
of the adsorbed polymers. A recently proposed rationale for the network dynamics
will be discussed in Sect. 4. Section 5 will present the summary and outlook. Dielec-
tric measurements were performed on Novocontrol Concept 80 or Concept 40 with
an Alpha-A impedance analyzer and a Quatro Cryosystem temperature controller.
The PNCs were all prepared through solution casting followed by vacuum drying.
For dielectric measurements presented in this chapter, thin polymer film disks with
14mm in diameter and 0.14mm in thicknesswere sandwiched between two 20mm in
diameter gold electrodes. A Teflon spacer with a thickness of 0.14mmwas employed
between two gold electrodes to avoid direct contact. The details of sample preparation
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and dielectric measurements were described in previous publications [27, 30]. The
rheological measurements in Sect. 4 were carried out on an Anton Paar MCR302
on a pair of parallel plates with 4 mm or 8 mm in diameter. The creep compli-
ance was obtained at a constant stress σ = 1000 Pa. The details of the rheological
measurements were presented in Ref. [45].

2 The Formation of Polymer Bridges

2.1 Theoretical Predictions

Apolymer bridge formswhen a polymer chain attaches simultaneously to two neigh-
boring nanoparticles. The competition of enthalpy and entropy at the interface gives
birth to complex chain conformations of the adsorbed polymer, including trains,
loops, and tails (Fig. 1) [48–53]. Trains are the segments consecutively adsorbed onto
the surface. Loops are strands with two ends anchoring on the same surface. Tails are
strands with only one end anchoring on the surface and the other free. Despite the
wide acknowledgment of their existence, the current understanding of the adsorbed
chain conformations is mostly based on theory and computer simulations as well
as their comparison with experimental accessible macroscopic properties [54–60].
Two different theoretical approaches have been proposed on the structure of adsorbed
polymers: (i) the self-consistent field theory (SCFT) approach pioneered by Scheut-
jens and Fleer; and (ii) the scaling theory (ST) approach by de Gennes. Details of
these theories can be found in several review articles [50, 54–57, 61, 62].

According to de Gennes [50], the adsorbed polymer follows a self-similar grid
structure (Fig. 2a). At any distance, z, from a planar plate, the local mesh size, ξ , of
the adsorbed chain is proportional to z:

ξ(φ(z)) ∼ z (1)

where φ(z) is the polymer concentration at a distance z from the plate. Since ξ(φ) ∼
φ−3/4 in a good solvent,

Fig. 1 The conformations of
an adsorbed polymer chain

Substrate

Tails

Loops

Trains
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Fig. 2 a A sketch of the self-similar grid for adsorbed polymers. a is the size of a monomer and
z is the distance away from the plate. b A sketch of the self-similar grid for polymer bridges at
distance h < zmax . Reprinted from Ref. [50]. Copyright (1987), with permission from Elsevier

φ(z) ∼ z−4/3 (2)

The lower limit of the adsorbed layer thickness is, zmin = a, and the upper
limit of the diffusive layer is zmax = aN 0.6 in a good solvent with a being the
monomer size and N the degree of polymerization. When two parallel plates with
adsorbed polymers are approaching each other at a distance h, a � h � aN 0.6 =
zmax , polymer bridges start to form (Fig. 2b). The structure and the number density
of the polymer bridges can be worked out through the self-similar grid approach.
Specifically, themesh size of the adsorbed polymer at themiddle point is proportional
to ξ = h/2. The force per unit area is then F ∼ kBT

ξ 3 ∼ kBT
h3 and the interaction energy,

U , per unit area scales withU ∼ kBT
h2 [50]. From these results, one can tell the number

density of bridges of two parallel plates at distance h (a � h � zmax ) is nb ∼ 1
h2 .

2.2 The Structure of Polymer Bridges

In PNCs, polymer bridges form through a polymer chain simultaneously attaching
onto two nanoparticles and can be divided into an interfacial portion and a non-
interfacial portion (Fig. 3). In the interfacial portion, the structure and dynamics
of the segments are strongly affected by NPs. A 3-dimensional polymer bridging
network forms when polymer bridges percolate through NPs. This section focuses
on the structure of the interfacial portion of polymer bridges.

Experimental efforts of quantifying the structure of adsorbed polymers have been
performed in thin-film geometries, whose characteristic thickness were found to
be comparable to the radius of gyration of the polymer, Rg [63]. Recent dynamic
light scattering measurements demonstrated that the hydrodynamic size, Rh , of the
physically adsorbed polymer at the surface of nanoparticles in dilute solution follows
Rh ∼ N 1/2 over an exceptionally wide range of molecular weight from M � Me
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Fig. 3 A sketch of a polymer chain with multiple polymer bridge strands in polymer nanocompos-
ites (PNCs), where an interfacial portion on the surface of nanoparticles (NPs) and a non-interfacial
portion between adjacent NPs can be envisioned. τde is the detachment time of one adsorption site

to M = 35Me where Me is the entanglement molecular weight of the polymer
[64]. Although these experimental observations are not in perfect agreement with
the scaling theory, a characteristic size of the adsorbed polymer comparable to the
radius of gyration of the polymer, Rg , is generally accepted.

For PNCs, the structure of adsorbed polymer remains unknown.A two-layer struc-
ture of the adsorbed polymer was proposed by Koga and co-workers with a densely
packed inner layer and a loosely packed outer layer [65, 66]. Recent measurements
on the structures and dynamics of the interfacial polymer layer pointed to a slightly
different perspective in bulk PNCs [30]. Specifically, a strong molecular weight
dependence had been observed for the dynamics of the interfacial layer. As shown
in Fig. 4, the dielectric broadening in segmental dynamics varies for PNCs with
different molecular weights. The polymer matrix is poly (vinyl acetate) (PVAc) and
the NP is SiO2 with a radius ofRNP = 12.5 nm. The volume fraction of the NP was
fixed at ϕN P = 20% in these measurements. As discussed in Sect. 2.1, the thickness
of the adsorbed polymer, lad , should be proportional to Rg , lad ∼ Rg . One would
anticipate a larger dielectric broadening in PNCs with a higher molecular weight.
However, the strongest dielectric broadening was from the PNC with the shortest
matrix chain length, signifying an unexpected molecular weight effect in PNCs.
Similar molecular weight effects of PNCs have been found for other measurements,
such as the glass transition temperatures [30].

A frustrated chain packing mechanism (Fig. 5) was proposed to account for
the unexpected molecular weight effects [30]. When 2Rg < dI PS with dI PS =((

16
πϕN P

)1/3 − 2

)
where RNP being the average interparticle surface-to-surface

distance, adsorbed polymers of neighboring NPs did not interfere with each other. As
a result, a dense polymer packing at the interface is formed and the dynamics of the
interfacial polymer sloweddowndue to the strongpolymer-NPattractive interactions.
When 2Rg > dI PS , the adsorbed polymers of neighboring NPs overlapp with each
other. A strong repulsive interaction existed between the adsorbed polymers, leading
to frustrated chain packing. Thus, the segmental dynamics of the adsorbed polymer



Dynamics of Polymer Bridges in Polymer Nanocomposites … 69

10-5 10-4 10-3 10-2 10-1 100 101 102

10-1

100

� "
/� "

pe
ak

�/�peak

T = 353 K

�

MW
 increases

PVAc12K-20%
PVAc85K-20%
PVAc253K-20%
PVAc85K Neat

Fig. 4 Dielectric loss spectra of polymer nanocomposites with different molecular weights. The
larger the molecular weight of the polymer matrix, the less the dielectric broadening for segmental
relaxation (α-relaxation) peak. Reprinted with permission from Ref. [30] Copyright (2016) by the
American Physical Society
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Fig. 5 A sketch for the interfacial polymer (the dashed dark-yellow line) and the bound polymer
(the dashed black lines) for PNCs with different molecular weights. The red, blue, and green beads
represent polymer segments with the same chemistry. The colors are used to better illustrate their
adsorption state with the red chains mainly adsorbed onto the bottomNP and the blue chains mainly
adsorbed onto the top NP. The green chains are non-adsorbed. A dense packing in the interfacial
layer (left panel) was proposed for PNCs with dI PS > 2Rg and a frustrated chain packing (right
panel) for PNCs with dI PS < 2Rg . Reprinted with permission from Ref. [30]. Copyright (2016)
by the American Physical Society

was affected simultaneously by the polymer-NP interaction that slows down the
dynamics, and the frustrated interfacial chain packing that speeds up the dynamics.
The two effects worked against each other and led to the unexpected molecular
weight effect. The frustrated chain packing was further supported by small-angle
scattering experiments and mass density measurements [30, 67–69]. Recent studies
on the secondary dynamics of PNCs also supported the frustrated chain packing
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mechanism at the interface [26, 28]. X-ray photoelectron spectroscopy and sum-
frequency generation found much less H-bonding at the polymer/NP interface with
higher molecular weights, favoring the frustrated chain packing mechanism [70]. All
these recent efforts highlight the emerging of frustrated chain packing at the polymer-
nanoparticle interface that is regulated strongly by the detailed conformations of the
adsorbed polymer.

As a separate note, the frustrated chain packing mechanism is valid only if large-
scale conformational rearrangements of adsorbed polymers are forbidden. Indeed,
long-time annealing experiments, ta ∼ 1015τα , showed no sign of changes in the
chain packing at the interface [30]. These observations were in agreement with the
viewpoint of irreversible polymer adsorption for long-chain polymers and the long
relaxation time for the conformational rearrangement of adsorbed polymers [71–73].
The extremely long lifetime of adsorbed polymers also pointed to the important role
of the sample preparation on the structure and properties of PNCs.

3 The Structure of Polymer Bridging Network in Polymer
Nanocomposites

The most prominent evidence for the polymer bridging network is the gel-like
response, whose critical roles on the macroscopic properties of PNCs have been
elaborated in the past [47, 74–76]. However, an explicit description of the structure
of the polymer bridging network in PNCs is still missing.

For PNCs with well-dispersed NPs, Colby and co-workers [77] recently proposed
that the polymer bridging network follows critical percolation. Specifically, polymer
bridges and the connected NPs form clusters. The number density of a cluster of n
NPs, P(n), and the corresponding cluster size, R(n), follow the static and dynamic
scaling of critical percolation with

P(n) ∼ n−τ for 1 ≤ n ≤ nchar (3)

and

R(n) ∼ n1/d f (4)

where the exponent τ = 2.2 is for critical percolation, nchar ∼ |ϕ − ϕc|−1/0.45 is
the characteristic size of the NP clusters with ϕc the volume fraction of NPs at the
gel point, and the fractal dimension of the NP cluster is d f = 2.5. The gel point,
ϕc, can be defined through rheological measurements at G

′ ∼ G
′ ′ ∼ ω2/3. With

these assumptions, the authors were able to calculate the linear viscoelastic spectra
of polymer bridging networks. Figure 6a presents the model predictions and their
comparisonwith experiments, where the τd = 1/ωd is the terminal relaxation time of
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Fig. 6 a The prediction of the Colby-Kumar model on the viscoelastic properties of polymer

bridges and polymer bridging network. τd = 1/ωd and τchar = 1/ωchar = τdn
−(2+d f )/d f
char are the

terminal relaxation time of the polymer and the relaxation time of an NP cluster of nchar particles.
b The comparison between model predictions (the lines) and experiments (the symbols) for PNCs.
The solid red line at each sub-panel in (b) dictates the viscoelastic response of PNCs at the gel
point. Reprinted with permission from Ref. [77]. Copyright (2015) American Chemical Society

the polymer, G
′
bulk the storage modulus of the pristine polymer, G

′
polymer the storage

modulus of the polymer matrix, G
′
PN the storage modulus of the NP clusters with

polymer bridges. Figure 6b presents the comparison between experiments andmodel
predictions for PNCs with different NP sizes and NP loadings, where the symbols
are experiments and lines are model predictions. The solid red line at each sub-panel
in Fig. 6b dictates the viscoelastic response of the polymer bridging network at the
gel point.

4 Dynamics of the Polymer Bridging Network

4.1 Segmental Dynamics

The dynamics of a polymer bridge should be composed of two parts (Fig. 3): one is
the interfacial portion, the other is the non-interfacial portion. The interfacial portion
adopts dynamic features of the interfacial polymer that has been actively researched
[4, 25, 27, 28, 32, 39, 78–83].

Figure 7a showed a comparison of the dielectric loss spectra, ε′′(ω), of the pris-
tine PVAc, the PVAc/SiO2 nanocomposites with ϕN P = 32 vol%, and the polymer
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Fig. 7 a Dielectric loss spectra of the neat PVAc, the PVAc/SiO2 nanocomposites with ϕN P =
32%, and the polymer bridging network. The dashed green line is the dielectric loss function of
the interfacial polymer of the PVAc/SiO2 nanocomposite. b The dielectric shift factors of the neat
PVAc, the matrix of the PVAc/SiO2 nanocomposites, τα , the interfacial layer of the PVAc/SiO2
nanocomposites, τint , and the relaxation time of the bridging network. The inset of b presents the
normalized dielectric loss spectra of the polymer bridging network, where negligible shape changes
with temperature were observed. Figure 7a is reprinted with permission from Ref. [28]. Copyright
(2017) American Chemical Society

bridging network fromPVAc/SiO2 (ϕN P = 32 vol%). The polymer bridging network
was prepared by separating the gel part of the PNC through solvent extraction
[28]. Compared with the pristine polymer, a clear dielectric broadening in the low-
frequency side of the segmental peak was identified in the PVAc/SiO2 nanocom-
posites and the polymer bridging network. The low-frequency broadening of the
segmental relaxation peak is more pronounced in the polymer bridging network than
the PNC, suggesting a stronger contribution from the interfacial portion. A clear
dielectric structural relaxation peak was also observed in the dielectric measurement,
representing the non-interfacial portion of the polymer bridging network. Detailed
analyses of the dielectric spectra have been published elsewhere [27, 28, 31].

Interestingly, the temperature dependence of the polymer bridging network is
almost identical to that of the pristine polymer (Fig. 7b). Since the shape of the
dielectric spectra of the polymer bridging network remains almost the same with
temperature (inset of Fig. 7b), the conclusion of an identical temperature dependence
between the polymer bridging network and the pristine polymer is well-supported.
These results are also consistent with previous analyses of the dielectric spectra of
bulk PNCs where the dynamics of the interfacial polymer and the bulk matrix are
strongly correlated and follow almost the same temperature dependence [27, 28].

Therefore, the segmental dynamics of polymer bridges are composed of two
different parts: one from the interfacial polymer, and theother from thenon-interfacial
portion. The segmental dynamics of polymer bridges follow an identical temperature
dependence than neat polymer.
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4.2 Network Dynamics

4.2.1 General Characteristics

Rheology has been actively employed to investigate the slow dynamics and
viscoelastic properties of polymer bridging networks. Figure 8 presents master
curves of the dynamic mechanical spectra of PNCs with well-dispersed NPs, where a
strong mechanical reinforcement was observed. The master curves were constructed
through the time–temperature superposition principle (TTSP). In Fig. 8 and all
figures below, the same set of model PNCs will be frequently cited in the discussion.
However, we want to emphasize that the revealed physics is general. The model
PNCs are PVAc/SiO2 nanocomposites with a polymer molecular weight (Mw) of
40 kg/mol (Rg = 5.7 nm), ϕN P = 7.5% − 35%, and RNP = 7 ± 2 nm. The
dispersion state of NPs was characterized by small-angle scattering and transmis-
sion electron microscopy [45, 84]. The mechanical reinforcement of PNCs at the
rubbery plateau region remains a topic of active debate [85]. Recent studies demon-
strate a strain redistribution surrounding the NPs, i.e. the classical hydrodynamic
effect of particles, instead of the prevailing molecular overstaining as the molecular
origin of the nano-reinforcement in PNCs [85]. For highly-filled PNCs with well-
dispersed NPs, polymer bridging network dominates the rheological response at the
long-time limit, resulting in the emergence of a low-frequency modulus plateau,Glp,
as shown in Fig. 8.

Linear rheological measurements provide the dynamic shift factors, aR
T , repre-

senting the dynamic changes of PNCs. Figure 9 presents the comparison of dynamic
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Fig. 8 Linear viscoelastic master curves of PNCs with different NP loadings at Tre f = 313K . The
purple lines present the Kramers-Kronig calculation of the storage modulus, G ′(ω), from the loss
spectra, G ′′(ω). Reprinted with permission from Ref. [45]. Copyright (2020) American Chemical
Society
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shift factors from rheology, aR
T , and from dielectric measurements, aB

T = τα(T )

τα(Tr )
with

τα being the segmental relaxation time of PNCs and Tr the reference temperature.
Several important features are worth noting: (i) At T ∼ Tg , the aB

T and the aR
T show

very similar temperature dependence for the neat polymer and the PNCs of different
loadings, indicating a similar fragility index of the neat polymer and PNCs. (ii) At
T � Tg , strong deviations between the aR

T and the aB
T were observed for PNCs at

ϕN P ≥ 17% (dI PS < 2Rg). Almost identical aR
T and aB

T were observed (data not
shown in Fig. 9) for the neat PVAc and PNCs at ϕN P < 17%. Similar observations
have been found in poly(propylene glycol) (PPG)/SiO2 nanocomposites [45] and
P2VP/SiO2 nanocomposites [86]. Given the almost identical values of aR

T and aB
T for

neat PVAc, the large separation between them in PNCs at ϕN P ≥ 17% is most likely
not due to the decoupling between the segmental dynamics and the chain dynamics
of polymers [87].

4.2.2 The Origin of the Separation Between the aR
T and the aB

T in PNCs

Pre-deformation, which could destruct the polymer bridging network, was applied
to investigate the origin of the separation between the aR

T and the aB
T in PNCs. As

shown in Fig. 10, the creep compliance, J (t), of PNCs exhibited a strong softening
upon pre-deformation, confirming the network destruction by pre-deformation [45].
The inset of Fig. 10 presents the protocol of pre-deformation where oscillatory shear
(OS) with medium or large strain amplitude, γ1, was utilized. Detailed descriptions
of the experiments were presented in a recent publication [45]. Interestingly, linear
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Fig. 10 Creep compliance, J (t), of a PVAc/SiO2 nanocomposite (RN P = 7 ±
2nm, and ϕN P = 35%) after pre-deformation (p-OS) with different strain amplitudes, γ1 =
1%, 5%, 10%, 20%, and 30%. The reference is J (t) of the PNC before pre-deformation. Clear
softening was observed for PNCs after p-OS. The inset showed the experimental protocol, where
a creep stress σ = 1000Pa was employed. Reprinted with permission from Ref. [45]. Copyright
(2020) American Chemical Society

viscoelastic measurement after pre-deformation yielded a completely different set
of dynamic mechanical spectra (Fig. 11a). A master curve can be obtained from the
linear viscoelastic spectra (Fig. 11b). Remarkably, the shift factors from the linear

Fig. 11 a The storage modulus of the PNC before (empty symbols) and after (filled symbols) the
pre-deformation with γ1 = 20%. The strain amplitude γ2 = 0.1%was fixed in the small-amplitude
oscillatory shear (SAOS). The PNC is PVAc/SiO2 (RN P = 7± 2 nm, andϕN P = 35%). The inset
of (a) showed the experimental protocol. b Linear viscoelastic master curves of the PVAc/SiO2
(RN P = 7±2 nm, andϕN P = 35%) before (lines) and after (symbols) pre-deformation. The inset
shows the comparison of the aB

T of the PNC (the black line) and the aR
T of the neat PVAc (the

orange stars), the PNC before deformation (the pink pentagons), and PNC after deformation (the
purple hexagons). Reprinted with permission from Ref. [45]. Copyright (2020) American Chemical
Society
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Fig. 12 Creep compliance, J (t), of the PVAc/SiO2 PNC (RN P = 7 ± 2nm, andϕN P = 35%)
after pre-deformation (p-OS) at γ1 = 20% at different annealing times, tw . The stress applied for
creep was σ = 1000Pa. The inset presents a sketch of the experimental protocol. Reprinted with
permission from Ref. [45]. Copyright (2020) American Chemical Society

viscoelastic spectra after pre-deformation, a
Rp−OS

T , were identical with the aB
T . Hence,

the pre-deformation experiments revealed conclusively the emergence of the polymer
bridging network as the origin of the separation between the aR

T and the aB
T .

Moreover, the pre-deformation test also enables monitoring of the kinetics of the
reconstruction of polymer bridging networks. As shown in Fig. 12, J (t) of the pre-
deformed PNC was measured after different waiting times. A waiting time of ta =
30,000 s (~1010τα) was required to achieve complete healing of the pre-deformed
PNC[45]. The reconstruction of the polymer bridgingnetwork should involve confor-
mational rearrangement of the adsorbed polymer that experiences a high activation
energy barrier. Recent experiments on thin polymer film demonstrated an annealing
time of 1010–1012 τα is required to reach an equilibrium state for polymers at the inter-
face [72]. The coincidence of the waiting time for healing of the polymer bridging
network and the annealing time for conformational rearrangement in thin polymer
films encourages further investigation.

4.2.3 The Influence of Network Dynamics on the Time–Temperature
Superposition in PNCs

The strong separation between the aR
T and the aB

T imposes the question of the valida-
tion of the TTSP in PNCs that has been largely overlooked previously [45]. Experi-
mentally, the linear viscoelastic spectra of PNCs often exhibit rheological simplicity
and the constructed master curves followed the Kramer-Kronig relationship (solid
purple lines in Fig. 8) [45]. The limited frequency window of conventional small
amplitude oscillatory shear (SAOS) measurement also imposes a technical chal-
lenge to test the validation of the TTSP. Alternatively, creep was employed that
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Fig. 13 a Creep compliance, J (t), of neat PVAc and PVAc/SiO2 PNC (RN P = 7 ±
2nm, and ϕN P = 7.5%). Master curves can be constructed for J (t) where the shift factors were
identical to the SAOS measurements (inset of (a)). b Long-time creep measurements (~105 s) of a
PVAc/SiO2 PNC (RN P = 7± 2 nm, andϕN P = 35%). Master curves could not be constructed as
shown in the inset. The purple line in the inset of b is a master curve for truncated creep compliance
at t < 100 s. Reprinted with permission from Ref. [45]. Copyright (2020) American Chemical
Society

allowed direct access to a wide dynamic range. Figure 13a, b show the long-time
creep of PNCs from 10−2 to 105 s, where the solid lines in Fig. 13a represent a single
creep test each. The inset of Fig. 13a summarized the shift factors of neat PVAc
and PVAc/SiO2 (ϕN P = 7.5 vol%, dI PS > 2Rg) from J (t) as well as their compar-
ison with the SAOS measurements. The excellent agreement between the creep and
SAOS suggests the validation of TTSP for PNCs in the absence of polymer bridging
networks. On the other hand, strong deviations in J (t) were observed for PNCs with
polymer bridging networks (Fig. 13b). No master curves could be constructed for
PVAc/SiO2 (ϕN P = 35 vol%, dI PS ∼ 0.5Rg) as shown in the inset of Fig. 13b.
An interesting observation was that if one truncated the time scale of the creep to
t < 100 s, which corresponds to an angular frequency range of ω > 10−2 rad/s in
SAOS measurements, a master curve (the solid purple line in the inset of Fig. 13b)
could be constructed. The shift factors were identical with aR

T , exhibiting an “appar-
ent” validation of the TTSP. Therefore, the TTSP is valid for PNCs in the absence
of a polymer bridging network and breaks down when a strong polymer bridging
network presents.

4.3 A Proposed Rationale

Polymer desorption at each anchoring site is an activated process with an energy
barrier, �Ea . Thus, the lifetime of an adsorbed polymer site can be written as:

τde(T ) = τ int
α (T)exp(

�Ea

RT
) (5)
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with τ int
α the segmental relaxation time of the interfacial polymer layer. The dynamics

of the polymer bridging network should then follow the characteristics of the sticky-
Rouse model (Fig. 3) [88]. In the long-time limit with t < τde, the dynamics of a
polymer chain with Ns anchoring sites follow

τ(T ) = τde(T )N 2
s = τ int

α (T)exp

(
�Ea

RT

)
N 2
s . (6)

Note that aR
T = τ(T )

τ (Tr )
and aB

T = τα(T )

τα(Tr )
= τ int

α (T )

τ int
α (Tr )

, where the second equate sign of

aB
T is from the observation that the bulk polymer and the interfacial polymer have

identical shift factors (Fig. 7b) [25, 27, 28, 32]. Rewriting Eq. 2, one has

aR
T = τ(T )

τ (Tr )
= τ ad

α (T )exp(�Ea
RT )N 2

s

τ ad
α (Tr )exp(

�Ea
RTr

)N 2
s

= aB
T exp

(
�Ea

RT
− �Ea

RTr

)
. (7)

Equation 7 explains the observed much stronger temperature dependence of the
aR
T than the aB

T for PNCs with polymer bridging network.
More importantly, the above analyses offer a unique way to identify the activation

energy,�Ea , for polymer desorption [45]. According to Eq. 7,

log

(
aR
T

aB
T

)
=

(
�Ea

RT
− �Ea

RTr

)
loge (8)

with e = 2.71828… being the Euler‘s number. Thus, a linear plot between log
(
aR
T

aB
T

)
and 1000/T should be anticipated, whose slope, loge × �Ea/(1000R), gives the

activation energy. Figure 14 shows the log
(
aR
T

aB
T

)
vs1000/T and the inset of Fig. 14

presents the�Ea vs dI PS/Rg . The stronger the nano-confinement, the higher the
activation barrier for the polymer desorption.

For the PVAc/SiO2 PNC (ϕN P = 35%), an activation energy �Ea = 56

kJ/mol was observed. According to τde(T ) ∼ τ int
α (T)exp

(
�Ea
RT

)
and τ int

α (T)

τα(T )
∼ 35

for PVAc/SiO2 nanocomposites [27, 28], a desorption time of τde ∼ 109 − 1010τα

is predicted at T = 373K that is very close to the annealing time (1010τα)
for the polymer bridge reconstruction (Fig. 12). A pseudo-permanent polymer
bridging network can then be assumed. Assuming the conformation of the polymer
bridge follows Gaussian distribution, the end-to-end distance of a polymer bridge
strand with number of Kuhn segments, Nb, should be comparable to the dI PS ,
Ree ∼ N 1/2

b ∼ dI PS . The average molecular weight of polymer bridge strand is
Mb ∼ Nb ∼ d2

I PS . According to de Gennes [50], the number density of the polymer
bridge under confinement dI PS is nb ∼ d−2

I PS (See Sect. 2.1). The modulus of the
polymer bridge network thus follows G ∼ Glp ∼ nbkBT

Mb
∼ d−4

I PS . Thus, the sticky-

Rouse approach predicts the following scaling, Glp ∼ d−4
I PS , for highly-filled PNCs.

Figure 15 summarizes the available data in the literature, where excellent agreement
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is found between experiments and the model prediction. Future experiments should
be designed to examine the validity of the scaling.

5 Summary and Outlook

In summary, the chapter presented the current understanding of the structure and
dynamics of polymer bridges in PNCs with well-dispersed NPs. Specifically, the
average thickness of the adsorbed polymers and the critical condition for the polymer
bridge formation were reviewed. Theoretical work suggested the percolation of the
polymer bridges followed the critical percolation, leading to semi-quantitative predic-
tions of linear viscoelastic spectra of PNCs [77]. Dynamic measurements of the
polymer bridging network showed dominant contributions from the interfacial layer
as well as distinct dynamics from the non-interfacial portion of the polymer bridge
[28]. An important outcome was that the segmental dynamics of polymer bridges
exhibited identical temperature dependence with the pristine polymer. Moreover, the
emergence of the polymer bridging network was the molecular origin of the strong
deviation in the aR

T and the aB
T . A sticky-Rouse dynamic model was proposed to

understand the dynamics of polymer bridges, which enabled estimating the acti-
vation energy for polymer detachment and predicting a scaling between Glp and
dI PS .

Despite the significant progress, our understanding of the structure and dynamics
of polymer bridges is still at its very early stage. On the structure part, the Colby-
Kumar model made strong assumptions that require future experimental validation.
Experimental determination of the fractal dimension of NP clusters is limited. Future
studies through small-angle scattering, advanced microscopy, and computer simu-
lations should be able to provide helpful insights. On the dynamics side, a detailed
analysis of the dielectric spectra of polymer bridges should be performed, which
might offer crucial information on the dynamics of the interfacial portion and the
non-interfacial portion of polymer bridges. Recent efforts demonstrated the powerful
combination of rheology and dielectric measurements on the slow dynamics of
polymer bridges, including desorption dynamics and the conformational rearrange-
ment of the adsorbed polymers [45]. Given the technological importance of polymer
adsorption and desorption and the lack of understanding of this topic [89–91], more
effort should be put into the slow dynamics of adsorbed polymers.
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Molecular Mobility in Nanocomposites
Based on Renewable Semicrystalline
Polyesters

Panagiotis A. Klonos, Dimitrios N. Bikiaris, and Apostolos Kyritsis

Abstract Broadband dielectric spectroscopy is employed as the basic tool to study
molecular mobility (local, segmental) in various polyesters in the bulk and in
the form of nanocomposites. In particular, the investigation involves three cate-
gories of renewable/ecofriendly polyesters, the traditional polylactides, poly(ε-
caprolactone) and, the more advanced, poly(alkylene furanoate)s. The polymers are
reinforced byvarious inorganic nanoparticles (NP), differing in geometry (nanotubes,
nanoplatelets, spherical nanoparticles) and surface chemistry, including modifica-
tions. The polymer nanocomposites (PNCs) are investigated in two states, amor-
phous, to assess the direct filler effects on molecular mobility, and semicrystalline,
for the indirect effects on molecular mobility due to modifications in the crystalline
domains. Depending on the degree of interfacial interactions, the filler aspect ratio
and the surface area, the segmental mobility (α relaxation) is either accelerated or
decelerated, while at the same time the number of mobile polymer segments mainly
drops. However, the most dominant effects on mobility are the indirect ones, arising
from the formation of crystals which generally slow down dynamics and suppress
the mobile chain segment fraction, or from lowering of molar mass. In the case of
weak polymer-NP interactions, the inclusions offer new nucleation sites enhancing
the crystallization process. Models involving localized changes in the free volume
seem to apply well within the overall effects. In the cases of stronger interactions, the
crystallization kinetics is severely hindered, whereas additional filler-related relax-
ations are recorded. Regarding local relaxation processes (β, γ ), the fillers have no
direct impact on their dynamics. However, the nano-inclusions affect indirectly the
local mobility, since for most polyesters, β relaxation seems to sense the early stages
of the overall matrix changes (glass transition, cold crystallization).
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Abbreviations

AR Aspect Ratio
BDS Broadband dielectric spectroscopy
CF Crystalline fraction
CNT Carbon nanotube
DMFD 2,5-dimethylfuran dicarboxylate
DSC Differential scanning calorimetry
FTIR Fourier transform infrared spectroscopy
GO Graphene oxide
HN Havriliak-Negami
HNT Halloysite nanotube
MAF Mobile amorphous fraction
MMT Montmorillonite
MW Molecular weight
MWCNT Multi-walled carbon nanotube
NM Normal Mode
NP Nanoparticle
PAF Poly(alkylene furanoate)
PBF Poly(butylene furanoate)
PCL Poly(ε-caprolactone)
PHF Poly(hexylene furanoate)
PLM Polarized light microscopy
PPF Poly(propylene furanoate)
PDLA Poly(D-lactic acid)
PDLLA Poly(L,D-lactic acid)
PLA Poly(lactic acid)
PLLA Poly(L-lactic acid)
PNC Polymer nanocomposite
RAF Rigid amorphous fraction
RAFcrystal RAF due to (around) the crystals
RAFNP RAF due to (around) the NPs
SAXS Small angle X-ray scattering
VFT Vogel-Fulcher-Tammann
WAXS Wide angle X-ray scattering
α (ref. to mobility) Main segmental relaxation
α or α′ (ref. to crystallinity) PLA crystal polymorph type
α* or af (ref. to mobility) filler induced/related relaxation
aHN Width shape parameter of HN equation
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an Alternative for the Normal Mode relaxation
as Alternative for α segmental relaxation
β Secondary (local) relaxation
βHN Asymmetry shape parameter of HN equation
γ Secondary (local) relaxation
cp Specific heat capacity
�ε Dielectric strength
�cp Change in specific heat capacity
�H Enthalpy change
ε or ε* Dielectric permittivity
ε′ Real part of ε

ε′′ Imaginary part of ε

Eact Activation energy
f Frequency
Mn Molar mass
Rg Radius of gyration
σ Conductivity or conductivity relaxation
T c Crystallization temperature
tc Crystallization time
T cc Cold crystallization temperature
T g Glass transition temperature
T g,cal Calorimetric T g

T g,diel Dielectric T g

Tm Melting temperature
Xc Degree of crystallinity. Alternative for CF

1 Introduction

Polymer nanocomposites (PNCs) have been intensively investigated during the last
decades because they offer the possibility of developing materials with enhanced, or
even newproperties due to the presence of the nanoparticles (NPs) or themodification
of the polymer matrix [1–3]. Usually, the good dispersion of the nano-inclusions is
a prerequisite for the achievement of these goals, and several strategies have been
developed for that purpose. Among them, the establishment of favorable interactions
between polymer segments and the embedded NPs seems to be the best choice.
The existence of such interactions results in the appearance of a polymer fraction
around the NPs with different structural and dynamic properties than the bulk [4].
It is recognized that this particular polymer fraction, usually called ‘bound layer’, is
responsible for the unique properties of the PNCs and, therefore, it is in the focus
of many research efforts for many years [4] (and references therein). This research
aims to improve our understanding of various characteristics of this interfacial layer,
such as its thickness and its temperature dependence [5], the spatial variation of the
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mobility across the layer [6, 7], its dependence on both, the size of the NP and of the
polymeric chain (e.g., the radius of gyration, Rg) and on the dimensionality of the
NP [8, 9], on the rigidity of the matrix polymer [10] or on the surface modification
of the NP, e.g., by grafting polymer chains [11, 12].

Despite the different conceptual approaches regarding this layer, it is well appreci-
ated that the polymeric chains at the interface adopt train, loop or tail conformations
[13, 14] and that the relative portion of each conformation dictates the specific prop-
erties of this interfacial layer [15–17]. Overall, it is accepted now that the properties
of this interfacial layer are controlled not only by the strength of the polymer-NP
interaction but also on the ‘degree’ of these interactions [4, 8, 18], i.e., the number
of polymer-NP contact points [15, 16], the strength of each individual bond [19–21]
and the chain topology at the interfaces [12, 22]. On the other hand, there have been
also prepared PNCs wherein the polymer-NP interactions are weak (or even of repul-
sive character). In this case, entropic depletion interactions may dominate leading to
dissociation between polymer chains and NPs [23], while the size of the NPs seems
to play a critical role [24].

With respect to the contribution of this interfacial layer to molecular fluctuations
corresponding to the calorimetric glass transition of the polymer, the concept of a
Rigid Amorphous Fraction (RAF) of polymers associated with the NPs, RAFNP (it
can be also found as RAFfiller in the literature), and not contributing to the corre-
sponding heat capacity endothermic step at the glass transition, has been introduced
[25, 26]. It is well established now that this RAFNP, which is considered as immo-
bile in calorimetric experiments, may exhibit reduced molecular mobility (compared
to the bulk) as has been revealed by experimental techniques that probe molecular
mobility at the adequate length and time scale [24, 27–29]. Broadband dielectric
spectroscopy (BDS) [30] has been proved to be one of the most powerful tools with
regard to such effects.

The detection of new molecular relaxation processes in PNCs with different time
scales than the segmental process of bulk polymer matrix has been considered as
an additional indication for the existence of this particular interfacial polymer layer
[7, 27, 29]. Furthermore, for high NP loadings or for very small NPs, where the
surface-to-surface distance is very small and polymer segments may be spatially
confined between the NPs, confinement effects on the dynamics of polymer chains
have also been reported [31]. NP effects on the matrix mobility are also reflected in
changes of molecular mobility at both, longer length scales, e.g., the global chain
mobility and the diffusion of theNPs in themelt [1, 18], and shorter length scales than
the segmental fluctuations, e.g., in perturbations of the non-diffusive local mobility
[32, 33].

In the PNCs based on a semicrystalline polymer matrix, the impact of the
embedded NPs on the properties of the matrix becomes more complex due to the
fact that in most cases the NPs affect also the crystallinity of the matrix (‘direct’
and ‘indirect’ effects being involved). Therefore, the final properties of the PNCs are
controlled by both the NPs and the crystalline domains, with the latter being proved
severe. More specifically, NPs may affect the heterogeneous nucleation process in
the PNCs, by offering new nucleation sites leading, usually, to acceleration of the
crystallization process and to an increase of the crystalline fraction. In the case where
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they are not acting as nucleation agents and, therefore, the crystals are formed away
from the NPs, they may also affect the crystallization process, now by hindering the
process of crystal growth due to polymer-nanoparticle interaction or by imposing
topological steric hindrance. It is worth to notice here that in this case it has been
suggested that the dispersion and ordering of the NPs may be controlled by the
crystallization process [34, 35]. On the other hand, it has been shown that modified
segmental dynamics in PNCs may also have an impact on the crystallization process
[36, 37]. It is, thus, anticipated that the properties of the aforementioned interfacial
layer in the PNCs affect significantly the role of the NPs in the crystallization process
[38] and especially in the early stage of crystallization [39]. We may assume in this
context that the crystallization behavior of the PNCs may be another source of infor-
mation with respect to the distribution of the NPs and their specific interactions with
the polymer matrix.

For semicrystalline polymers, the concept of another rigid amorphous polymer
fraction has been introduced, i.e., the RAF due to the crystals that are connected
with the crystalline domains (RAFcryst) [26, 40]. This fraction consists of polymer
chains that are connectedwith the crystallites and are located in the amorphous region
among the crystallites, most probably, they are chains semi-immersed at the outer
layers of the crystals.However, due to the strong coupling to the crystal, these polymer
segments are not contributing to the supercooled liquid-likemolecularmobility above
the glass transition temperature, T g. Due to the location of RAFcryst at the interface
between the crystals and the amorphous regions, this fraction depends strongly on
the characteristics of the crystal surface area.Worth noting at this point is that the two
RAFs mentioned so far (RAFNP and RAFcryst) are formed by different mechanisms
and they are anticipated to exhibit distinct properties. Therefore, in semicrystalline
PNCs the molecular mobility is controlled by the relative fractions of the amorphous
part (mobile amorphous polymer fraction, MAF), the two RAF(s) and the crystalline
domains.

With respect to segmental mobility in the amorphous polymer part, its manifes-
tation in BDS is the so-called segmental α relaxation process [30, 41], which is the
dielectric analogue of the calorimetric glass transition. The individual dynamics of
NP-interfacial chains, whenever recorded, is usually denoted as α′, α* or αint [16,
27, 29]. Usually in semicrystalline homopolymers, the presence of crystals tends to
decelerate the chain mobility [41] acting as an obstacle for chain diffusion, whereas
in some cases an additional process may be recorded, either together with α relax-
ation [20, 42] or not [43]. This is the so-called, αc process. In extreme cases of tight
semicrystalline morphologies, there can be recorded either elimination of mobile
amorphous segment mobility [44], or even acceleration of mobility, for example,
due to spatial confinement [36, 45]. When coming to PNCs based on semicrystalline
polymers, the molecular mobility is affected by the interfacial filler-polymer interac-
tions (retardation of dynamics, direct filler effect) and, more severely, by the imposed
changes in crystalline fraction, CF and semicrystalline morphology (number, size,
distribution of the crystals) [26, 46–48]. All the cases described above are visualized
in Scheme 1, which was created considering recordings by various works from the
literature.
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Scheme 1 Schematic view of the various polymer fractions (phases, MAF, CF, RAF) and NP
filler distributions in neat semicrystalline matrices and nanocomposites at the (top) amorphous and
(bottom) semicrystalline state and in the cases of fillers either serving or not as crystallization
agents. RAFfiller and RAFamorph refer to RAFNP. The scheme has been created considering changes
in the semicrystalline morphology upon filler addition [49, 50], probable filler rearrangements
upon crystallization [35], differences in the interfacial polymer adsorption (interaction strength)
on nucleation [51] (and references therein) and the severe differences in the structure between
interfacial polymer around the fillers and the crystals [52–56]. (Reproduced with permission from
Ref. [57]. Copyright 2021 Elsevier.)

Nowadays, there has been a serious concern for environmentally friendly mate-
rials, also in the modern frame of circular and green economy. These concerns have
driven the scientific and industrial communities toward the research, development
and application of renewable and non-toxic polymers, in particular, for large-scale
and everyday uses. PNCs based on such polymers, belonging specifically in the class
of semicrystalline polyesters, are discussed in this chapter with the focus being on the
molecular mobility. The well-known polylactide or poly(lactic acid) (PLA) [58–60]
and poly(ε-caprolactone) PCL [61] are firstly discussed. Last but not least, we study
a quite new class of polyesters that are based on 2,5-furandicarboxylic acid [62–64]
and called thempoly(alkylene furanoate)s (PAF)s. The employment of such polymers
in a wide range of applications arises not only from their renewable and non-toxic
character but also from the wide potential to tune their performance (mechanical,
permeability, etc.) by employing different thermal treatments and, more effectively,



Molecular Mobility in Nanocomposites … 93

by the addition of properly chosen NPs. Within the latter, the employment of NPs
as direct and indirect improving/reinforcing agents has been extensively explored
[58, 64–66].

2 Experimental

2.1 Materials

With the exception of PAFs, the other two studied polymers, i.e. PLA and PCL, were
commercial and of high purity. Details are given in previous publications [37, 47,
57, 67, 68]. The molecular structures of the polymers can be seen in Scheme 2.

The PLAs under investigation are employed in a variety of PNC series, wherein
PLA differs mainly in the amount of D/L-isomers, namely 98/2, 4/96 and 0/100,
and in the molecular weight Mn between ~30 and 700 kg/mol. Results on PCL-
based PNCs are shown by one representative series, with the matrix PCL being of
Mn~65 kg/mol. PAFs, being quite new in the field of polymer science, were synthe-
sized by the two-stage polycondensation method [51, 69], within the Laboratory of
Chemistry and Technology of Polymers and Dyes, Department of Chemistry, Aris-
totle University of Thessaloniki, Greece [62, 69–71]. Due to the method of synthesis,
used also for the in situ PNC synthesis, PAFs are of relatively lowerMn, namely 10–
20 kg/mol. The corresponding effects are demonstrated via many series of PNCs and
basically three types of PAF, differing in the n-alkylene length (Scheme 2c) as n =
3, 4 or 6.

Regarding the used NPs, these consist of a variety of particles (Scheme 3), such
as multi-walled carbon nanotubes (MWCNT or, simply, CNT), graphene (Gr) and
graphene oxide (GO) shapes, montmorillonite (MMT) nanoclays, spherical fumed
or mesoporous silicas (SiO2), titania (TiO2), silver (Ag), zinc oxide (ZnO) and
Halloysite nanotubes (HNT).

(a)                                            (b)                                         (c) 

Scheme 2 Chemical structurs of the materials under investigation: a PLA, b PCL and c PAF
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Scheme 3 Examples of nanofillers employed as reinforcing means for the PNCs under investiga-
tion: a CNTs and GO, initial and modified, b spherical silica NPs and cmontmorillonite nanoclays,
initial and modified (functionalized)

For selected cases of NPs and polymers, and in order to increase the polymer-NPs
adhesion, for example, by manipulating the surface chemistry or the specific area of
the NPs, the NPs were either surface-modified (Scheme 3a, c) [51, 70] or combined
with each other, in the form of hybrid particles or mixtures [37, 47, 71].

More details are given in the following sections, along with the corresponding
experimental results and discussions.

2.2 Techniques

2.2.1 Differential Scanning Calorimetry (DSC)

DSC is one of the most known and widely employed thermal analysis tools, for
studying the thermal transitions of materials [72]. In the case of polymer-based
systems, DSC enables the determination of the glass transition, crystallization,
melting and mesomorphic transitions, in terms of characteristic temperatures (T g,
T c, Tm and TMT, respectively), specific heat capacity, cp, changes (�cp), changes in
enthalpy (�H) and entropy (�S).

In Fig. 1a shown below, we show typical DSC curves during cooling and heating
of semicrystalline polymeric systems (such as those studied here).

From the estimation of the abovementioned physical properties, we may further
evaluate the various fractions existing in the semicrystalline polymers and PNCs.
Firstly, the crystalline fraction, CF, or else degree of crystallinity, Xc, is obtained by
the following equation:

CF = Xc = �Hc,n/�H100% (1)

where �Hc,n is the measured enthalpy of crystallization, �Hc, normalized to the
polymer fraction,wpolym, and�H100% is the enthalpy of fusion of the fully crystallized
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Fig. 1 a Typical DSC curves of a semicrystalline polymer during cooling and heating, with the
main thermal transitions being indicated. The inset shows details of the glass transition region. b
Typical isothermal BDS spectra of the imaginary part of dielectric permittivity (dielectric loss),
ε′′, versus frequency, at a low and a high temperature, indicating local and segmental relaxations,
respectively. Along with the experimental data, examples of the analysis in terms of individual
Havriliak-Negami (HN) and the Cole-Cole model function are shown

polymer which is mainly taken from the literature. Then from the measured change
in the heat capacity, �cp, during glass transition, which is the measure of the mobile
polymer fraction that contributes to the glass transition, we may estimate the mobile
amorphous fraction, MAF, and, furthermore, upon assumptions, the rigid amorphous
fraction(s), RAF(s) [25, 26] by the following equations [16, 51, 73]:

�cp,n = �cp/
[
wpolym(1 − CF)

]
(2)

MAF = �cp,n(1 − CF)/�camorphous
p,matri x (3)

1 = CF + MAF + RAF = 1 + CF + MAF + (
RAFNP + RAFcrystal

)
(4)

where�camorphous
p,matri x is the heat capacity change at the glass transition of the amorphous

unfilled polymer matrix, while RAFNP and RAFcrystal are the RAFs produced by and
located around the filler NPs and the crystals, respectively. Equation 4 describes the
so-called ‘3 phase model’ (RAF, MAF, CF) of polymer systems [25, 26].

It should be noted, from themethodological point of view, that for a more accurate
determination of cp, and�cp,more specializedDSCmodes should be employed (e.g.,
temperature modulated or step-scan DSC) [26, 50, 74]. Also, to disentangle RAFNP
and RAFcrystal from the total RAF (Eq. 4), certain and serious assumptions must be
made [22, 26, 50] Moreover, we have proposed that for special cases of PNCs such
disentanglement should not be attempted (Scheme 1) [46, 67, 73].
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2.2.2 Broadband Dielectric Spectroscopy (BDS)

Isothermal measurements in the frequency domain are the most common mode
of dielectric measurements and various terms, such as broadband dielectric spec-
troscopy (BDS) and impedance spectroscopy, are used for that. The latter is of
particular interest here. The samples, in the form of thin disks or films, are usually
placed between finely polished disk electrodes and form a sandwich-like capacitor.
In some cases, the samples are melted and quenched inside the capacitor, with the
use of thin silica spacers (~50 μm in thickness) to keep the distance between the
electrodes fixed (~50 μm in thickness) and preclude the electrodes’ contact. This
capacitor is inserted between the parallel electrodes of a Novocontrol BDS-1200
sample cell and an alternate voltage is applied. The complex dielectric permittivity
ε*= ε′– iε′′ is recorded using a Novocontrol Alpha analyzer, isothermally as a func-
tion of frequency, f , in the broad range from 10−1 to 106 Hz, at temperatures from
–150 to 130 °C in nitrogen atmosphere, on heating in steps of 2.5–10 K. The latter
depends on the process under investigation.

Regarding molecular mobility, the most exploitable studied parameter is the
imaginary part of dielectric permittivity, ε′′, which represents the dielectric losses.
Figure 1b shows a characteristic example for the recorded frequency dependence
of ε′′ and the corresponding method of analysis. To extract the wanted information
for a relaxation process (i), i.e., the time scale (τmax,i or f max,i), strength (�εi) and
relaxation time distribution, proper mathematical models are used to analyse the
ε′′(f ,T ) spectra. The model that usually is adopted for the data referring to relaxation
processes is the Havriliak-Negami (HN) equation [30, 75],

ε∗( f ) = ε∞ + �ε
[
1 + (i f/ f0)

αHN
]βHN

(5)

where ε∞ describes the value of the real part of dielectric permittivity, ε′, for f >>
f 0, f 0 is a characteristic frequency related to the frequency of maximum dielectric
loss (ε′′) and αHN and βHN are the shape parameters of the relaxation function,
determining the width and symmetry/asymmetry, respectively. A sum of HN terms,
one for each of the relaxations present in the frequency window at the temperature of
measurement (e.g., β and α, in Fig. 1b), is fitted to the experimental data and the HN
parameters for each relaxation process are determined. The data by this analysis are
generally shown in the form of the so-called ‘Arrhenius plots’ or ‘dielectric maps’
in terms of the reciprocal temperature (1000/T ) dependence of the frequency of the
ε′′ peak maximum, f max.

For local (secondary) relaxations, the time scale of the response is analyzed in
terms of the Arrhenius equation [30, 76],

f (T ) = f0,Arrh · e− Eact
kT (6)
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whereas, the co-operative segmental (primary) α relaxation is analyzed in terms of
the Vogel-Fulcher-Tammann (VFT) equation [77]:

f (T ) = f0,V FT · e− B
T−T0 (7)

In Eq. (6), f 0, Arrh is a frequency constant (usually in the order of 1013 Hz, i.e.,
the inverse of quasi-lattice vibration time) and Eact is the activation energy of the
relaxation. f 0,VFT inEq. (7) is a frequency constant (in the range from1012 to 1014 Hz),
B is a material constant (=DT 0, whereD is the so-called fragility strength parameter)
[78], and T 0 is the Vogel temperature, all these parameters beingmaterial-dependent.
After fitting Eq. (7) to the experimental data and fixing f 0,VFT to the phonon value
1013 Hz [16, 27, 30], we obtained values for T 0 and D. Then, the fragility index, m,
is estimated according to Eq. (8):

m = 16 + 590/D (8)

3 Results and Discussion

3.1 Polylactide-Based Systems

PLA is a biodegradable aliphatic polyester (Scheme 2), which can be derived from
renewable resources, for example, corn starch. The PLA polymers synthesized from
L-lactic acid or D-lactic acid are called poly(L-lactic acid) (PLLA) or poly(D-lactic
acid) (PDLA), respectively. Commercial PLA for large-scale applications mainly
contain predominant the L-monomer and small amounts of the D-monomer, i.e.,
poly(D-/L-lactic acid) (PDLLA) [79]. PLLA is crystallizable, whereas PDLA does
not crystallize.

Prior to the discussion of the properties of PLA-based PNCs, we present the
current knowledge with respect to PLA chain structure effects on the properties of
neat PLA, namely on the glass transition of the amorphous part, the crystallization
behavior and in the molecular mobility (in wide range of length and time scales).
On the other hand, with the term chain structure, it means the chain length and in
the presence of small amounts of D-isomer co-units in the PDLLA chain.

3.1.1 Amorphous PLA

Fully amorphous PLAs are the PDLA and PDLLAmacromolecules with the content
of D-isomer higher than about 10%. In addition, crystallizable PDLLA chains with
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low D-isomer content (<10%) and PLLA chains remain fully amorphous at tempera-
tures below T g by fast cooling from the melt (cooling rate higher than about 0.5 K/s)
[80]. Therefore, the features of the glass transition and the relatedmolecular mobility
of fully amorphous PLA can be investigated by studying either non-crystallizable
PDLA or crystallizable PLA chains that bypassed crystallization via fast cooling
from the melt. The later systems exhibit usually cold crystallization during heating
above T g.

Table 1 gives the calorimetric T gs, heat capacity increment at T g, �cp, for amor-
phous PLAwith variousmolarmasses,Mn, andD-isomer contents. It can be observed
that T g values of PLLA with no or very low D-isomer content exhibit noMn depen-
dence (in the Mn range of Table 1). It is interesting to note that PDLA exhibits a
lower T g as compared to the amorphous PLLA and that PDLLA exhibits T gs that
vary in between 55 and 69 °C.

In Table 1, the T g, diel values, as estimated by dielectric measurements, are also
included (T g,diel is defined as the temperature at which the time scale of the segmental
α relaxation becomes 100–1000 s). We would like to mention here that there is a

Table 1 Calorimetric glass transition temperature, Tg, heat capacity change (strength), �cp and
dielectric glass transition temperature, Tg,diel, L-/D content and molar mass Mn for various
amorphous PLA samples

L-lactide (%) D-lactide (%) Mn (g/mol) Tg,cal (oC) �cp (J/gK) Tg,diel (oC)

PLLA [81] 100 0 34 k 57 N/A 58

PDLLA
[82]

1.5 98.5 38 k 43 0.53 41

PDLLA
[57]

96 4 42 k 59 0.52 48

PLLA [47] 100 0 42 k 58 0.55 53

PDLLA
[83]

98 2 47 k 57 0.54 53

PDLLA
[37]

96 4 50 k 58 0.53 48

PDLLA
[84]

98 2 73 k 55 0.50 53

PLLA [85] 100 0 80 k 60 N/A N/A

PLLA [50] 100 0 86 k 57 0.49 57

PLLA [86] 100 0 100 k 59 0.56 N/A

PDLLA
[87]

96 4 116 k 49 0.48 N/A

PLLA [43] 100 0 269 k 69 N/A N/A

PLLA [67,
73, 88]

100 0 700 k 60 0.56 58
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discrepancy between the calorimetric and dielectric T g values obtained for crystal-
lizable PLLA (up to 3–4 K). However, this discrepancy does not exist for the non-
crystallizable PDLA, while it is maximized for PDLLA with 4% D-isomer content
(by ~10 K).

Regarding the molecular mobility in PLLA, we consider firstly the segmental
mobility and then the mobility at shorter and longer time and length scales. For
amorphous PLA, in general theα relaxation is an asymmetric relaxation peak (βHN<1
in Eq. 5) of remarkable strength (Fig. 2a). Its dynamics follows the VFT behavior
(Eq. 7), as expected for segmental processes, whereas its time scale (Fig. 2b) and
fragility index (m from ~130 to ~190) are affected by the L/D ratio and (slightly)
by Mn [89, 90]. The representative data in Fig. 2 indicate that the time scale of the
α relaxation depends remarkably on the D-isomer content in the PLLA: α becomes
faster with increasing D-isomer content in amorphous PLLA.

At temperatures below T g, the local β relaxation of PLA is obsserved. β has been
suggested to arise from localized fluctuations [89, 92] or local twisting motions [93]
in the PLA chain. As a secondary (local) process, it obeys the Arrhenius law (Eq. 6)
characterized by an average activation energy, Eact, varying in the narrow range
from 39 to 48 kJ/mol (Fig. 2). No effects worthy of noting have been observed in its
relaxation time width, with αHN ~0.3–0.4 and βHN = 1 (symmetric process, Eq. 5).
Regarding its time scale, β does not seem to follow systematically Mn (Fig. 2a, b),
however, within many works in the literature it seems that β ‘senses’ the early stages
of glass transition, as recorded by a disturbance in the Arrhenius plots at the higher
temperatures (e.g., Figure 2b) [43, 91, 94]. Bras et al. [94] have reported up to three
processes contributing to the local dynamics range, depending on the amount and
the method of the polymer crystallization.

Fig. 2 BDS data for the segmental α relaxation for various amorphous PLA samples differing in
Mn and the D-/L- contents, described on the plots, in the forms of a frequency dependence of ε′′
at 70 °C along with analysis results in terms of Havriliak-Negami model and b activation diagram
(Arrhenius plots). Source-literature description: up-pointing triangles [81], open squares [82] and
solid spheres [57]. Down-pointing triangles [91] and solid squares [67]
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(a)                           (b) (c)

Fig. 3 a Isochronal ε′′ curves at 1 kHz for (solid symbols, L-87) PLLA of Mn = 87 kg/mol and
(open symbols) PDLLA of Mn = 74 kg/mol. (Reproduced with permission from from Ref. [89].
Copyright 2021ACS.).bArrhenius plot for local (β), segmental (αS orα) and global chain dynamics
(αn or NM) dynamics in a series of amorphous PLAswith L:D ratio of 80:20 andMn values from ~4
to 47 kg/mol (Reproduced with permission from Ref. [90]. Copyright 2021 Elsevier.). c Arrhenius
plot for (open symbols) segmental α and (crossed symbols) Normal Mode relaxation in PDLLA
samples of moderate [89] and high [82] D-lactide contents. (Adapted from Refs. [82, 89].)

Finally, in the literature [89, 90] the detection of a Normal Mode (NM)-like
relaxation process in PLLA has been reported, i.e., a relaxation process that is related
to the global chain mobility (Fig. 3). In a PDLA sample (fully amorphous, with
Mn~38 kg/mol) [82], we have detected a relaxation process that resembles the NM
relaxation (Fig. 3c). According to the published data, it seems that this relaxation
process, of longer time and length scales than that of the segmental one, is more
pronounced for low Mn.

3.1.2 Semicrystalline PLLA

PLLA is a crystallizable polymer which exhibits crystal polymorphism [95, 96].
Isothermal crystallization from the melt at temperatures higher than about 120 °C
typically leads to orthorhombic α-type crystals with an equilibriummelting tempera-
ture of around 220 °C. Isothermal crystallization from the melt at temperatures lower
than 120 °C or isothermal annealing at temperatures higher than T g leads mainly to
the formation of less ordered α′-crystals, in whichmolecule segments exhibit confor-
mational disorder (Fig. 4a, b). It has been proposed that α′-crystals are larger than
α-crystals. (Fig. 4c). Thus, the melting temperature of α′-crystals is lower than that
of α-crystals, and the same trend follows also the bulk enthalpy of melting and the
crystal density of α′-crystals. Slow heating of α′-crystals leads to a transformation
into more stable α-crystals at around 150 °C, which then melt at 170–180 °C.

The kinetics of PLLA crystal nucleation under non-isothermal conditions has
been reported in the literature [96–98]. It was found that the cooling rates required
for suppressing crystallization and crystal nucleation were quite different. For PLLA
with a molar mass of ~100 kg/mol, cooling the melt at rates higher than 0.5 K/s could
avoid the occurrence of crystallization, while the rate for suppressing crystal nuclei
formationwas higher than 50K/s [79]. Therefore, PLLAhas very slow crystallization
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(a) (b) (c)

Fig. 4 a, b Monitoring of PLLA of Mn = 100 kg/mol crystallization by Wide Angle X-ray Scat-
tering (WAXS) upon annealing at two distinct temperatures [100]. (Reproduced with permission
from Refs. [86, 100]. Copyrights 2021 Elsevier.) c Monitoring of semicrystalline morphology for
PLLA ofMn = 180 kg/mol by combining Small Angle X-ray Scattering (SAXS), WAXS and DSC,
demonstrating the effects on the crystals’ long period, L, by the crystallization temperature, T c.
(Reproduced with permission from Ref. [103]. Copyright 2021 Wiley.)

rate and a low degree of crystallinity in traditional processing such as injection
molding. Furthermore, the dependence of the crystallization behavior of PLLA (ratio
of α/α′ forms [99], degree of crystallinity, size of spherulites) on the annealing
temperature/time, the heating rate and the D-isomer content has been systematically
investigated [87, 97, 98, 100, 101]. The manipulation of PLLA crystallization is
usually achieved by adding nucleating agents and facilitating, thus, heterogeneous
crystallization at low supercooling [102].

The impact of the crystallization process and crystal morphology on the prop-
erties of the MAF are also reported in the literature. Usually, confinement effects
on the mobile chains induced by the crystals that overwhelm the polymer volume
lead to a modification of the segmental relaxation process (αc process) as in many
semicrystalline polymers [41, 42, 104]. Additionally, different MAF mobility in
different semicrystalline PLLA samples has been suggested to arise from different
semicrystalline morphologies, and consequently different MAF region size [105]
(and references 12, 26 and 27 therein). BDS is a powerful tool for the investiga-
tion of the impact of PLA crystallization on the mobility of the polymeric chains
in the amorphous part. On the other hand, by probing the molecular mobility in the
amorphous part, BDS may indirectly provide insight into the crystallization process.
Indeed, BDS has been used for the monitoring of PLA cold crystallization. In Fig. 5,
dielectric spectra recorded at various times during the cold crystallization process are
shown [43, 47, 67]. For comparison, dielectric spectra recorded on PLA undergoing
melt crystallization are also shown in Fig. 5c. It is demonstrated that the α process
gradually transforms to a αc process, either upon cold crystallization (almost all our
data) or hot crystallization (fewer data), independently from D-isomer content (0,
2 or 4%). During the formation of crystals, only the αc process is recorded which
is symmetric with respect the distribution of relaxation times. Interestingly, reports
that appeared in the literature regarding other semicrystalline polymers indicate that
the α and αc process may coexist (e.g., in polydimethylsiloxane [20, 42], polyether
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(a)

(b) (c)
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�Fig. 5 Indirectmonitoring of PLLAcrystallization via versus themolecularmobility byBroadband
Dielectric Spectroscopy in terms of ε′′ against frequency, f . a,b In PLLAofMn = 269 kg/mol during
(a—top) cold and (a—bottom) melt crystallization at 80 °C. b Shows the corresponding results of
a in terms of time evolution of dielectric strength for (b—top) the segmental α relaxation and (b—
bottom) the local β relaxation, during cold (squares) and melt (circles) crystallization. Included in b
are data for a PLLA of lowerMn = 86 kg/mol during cold crystallization (solid line). (Reproduced
with permission from Ref. [43]. Copyright 2021 ACS.) (c—top) PLLA of Mn~700 kg/mol cold
crystallized isothermally at 75 °C (Adapted fromRef. [67]) and (c—bottom)PLLAofMn~43kg/mol
shown at 70 °C comparatively for an amorphous sample and upon cold and melt crystallization.
(Adapted from Ref. [47].) In addition, a, b show two different routes for analyzing the ε′′(f ) data
in terms of fitting models

ether ketone [104], polyvinylidene fluoride [106]). For PLA, it seems that the case
is different with only one exception, where the recorded process has been analyzed
by two coexisting contributions (α and αc) [43]. Finally, it is worth noting also that
whenever we record it, αc relaxation in the cold crystallized sample is, interestingly,
faster (slightly or moderately) as compared to melt-crystallized sample, as can be
seen in Fig. 5a, c [43, 47, 67].

Moreover, comparing with DSC, BDS (by probing the dynamics of the α relax-
ation) seems to be more sensitive to the evolution of crystallization at its earlier
stages, e.g., via the rapid reduction of �ε [67, 73], responding faster than DSC in
the crystallization of PLLA (Fig. 6). This feature of BDS has been observed also for
other polymers [41, 107, 108].

(a)                  (b)
Amorphous polymer fraction (wt)Annealing time (min)

 Δ
ε α ε

Δ
α

Fig. 6 a Comparative data for the amorphous polymer fraction, ‘1−CF’ (=MAF + RAF), the
dielectric strength of he α relaxation, �εα , and the frequency maximum of α relaxation, logf max,α ,
versus the annealing time, for initially amorphous PLLAduring isothermal crystallization annealing
at 75 °C. b �εα versus the amorphous polymer fraction, ‘1−CF’. (Reproduced with permission
from Ref. [67]. Copyright 2021 Elsevier.)
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3.1.3 PNCs Based on PLA

In the case of the PLA,with a low crystallization rate, the correspondingPNCs exhibit
a remarkably different crystallization behavior, mainly because the nano-inclusions
promote the heterogeneous nucleation and the corresponding crystallization process.
Thus, these effects of the NPs dominate the other modifications that may appear, e.g.,
changes in molecular mobility of polymer segments or the formation of RAFNP and,
consequently, the investigation of all effects independently becomes a very difficult
task. Surely, remarkable changes in the crystallinity of a polymer affect in general
the morphological and dynamical characteristics of the matrix. For this reason, we
will discuss firstly the crystallization behavior of PLA-based PNCs and, then, its
impact on the morphology and dynamics of the polymer.

Rate of crystallization, degree of crystallinity and morphology of crystals in
PNCs

Regarding thenon-isothermal crystallization from themelt of thePNCs, experimental
DSC results are shown in Fig. 7a. Therein, the impact of NPs is severely additive
on crystallization, in both the rate (elevation of crystallization temperatures) and in
fraction (increase in CF). Exceptions to these behaviors are the cases where the NPs
are aggregated/agglomerated (here in Ag and silica at high loadings). Since the non-
isothermal crystallization involves an initially melted sample, the acceleration and
enhancement of crystallinity are the first indications of theNPs, respectively, offering
additional crystallization sites (nucleation, a ‘direct’ effect) and most probably favor
easier and better (thicker) lamellae packings (an ‘indirect’ effect).

Results obtained during isothermal crystallization of PNCs with PLLA by
employing DSC technique are shown in Fig. 7b, c. The acceleration of crystallization
is confirmed by melt crystallization annealing via the suppression of crystallization

(a)                               (b) (c)

Fig. 7 DSC curves for a non-isothermal and b isothermal melt (hot) crystallization of PLLA of
Mn~700 kg/mol in bulk and PNC form (descriptions on the plots). c Isothermal hot crystallization
of PDLLA (4%-D) of Mn~42 kg/mol in bulk and PNC form [57] (NPs used: CNT, mixtures and
hybrids of CNT and MMT, and 2 types of nanosilica, MCF and SBA). The latter PDLLA does not
crystallize non-isothermally (i.e., during cooling) from the melt in any form, bulky or in PNCs. (a,b
Adapted from Refs. [67, 73, 88] and c Reproduced with permission from Ref. [57]. Copyright 2021
Elsevier.)
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(a)                                                                                               (b)   

Fig. 8 Results by Polarized Light Microscopy on the effects of various filler nanoparticles on the
crystallization of PLA, i.e., upon hot (melt) crystallization (direct filler effects) and cold crystal-
lization. The polymers and fillers are described on the figures. (a Partially adapted from Ref. [47]
and b partially reproduced with permission from Ref. [37] Copyright 2021 Elsevier, respectively.)

completion time. Interestingly, the maximum of CF achieved by melt crystallization
is quite similar (~40–44 wt%) for the unfilled matrix and the PNCs, the same is not
found for non-isothermal crystallization. Qualitatively similar data with respect to
crystallization time, although from the opposite direction, are recorded in the case of
isothermal cold crystallization at temperatures slightly aboveT g (not shown) [67, 73].
When increasing the size of the filler particles (e.g., by aggregations), there seems
to be the tendency for decelerating crystallization, moreover, in the amorphous state
this has been accompanied by an increase in the T g. These effects indicate different
semicrystalline morphologies between the PLA matrices and the PNCs.

The isothermal and non-isothermal crystallization processes can be monitored,
in terms of semicrystalline morphology, by employing Polarized Light Microcopy
(PLM). Figure 8 shows representative images on the two distinct crystal morpholo-
gies, corresponding to the two roles of the inclusions in the crystallization process,
namely in the cases of NPs (Fig. 8a) offering or (Fig. 8b) not-offering sites for crys-
tallization of PLA. In Fig. 8a additionally, the impact of the crystallization initiating
condition, namely hot crystallization from the melt and cold crystallization of a
melt-quenched (~nucleated) sample is shown.

Based on the overall findings, we have concluded that in the cases when large
D-lactide content exists and, additionally, when the interfacial interactions are
extensive in terms of strength and of numbers of NPs-polymer contact points, the
NPs do not act as nucleation agents. This is the case of silica and other metal oxide
particles, especially when the filler surface is quite large [37, 73, 82] or very small
particles (e.g., fumed silica) are aggregated [73].
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3.1.4 Features of the Amorphous Part (Glass Transition, RAF
and Molecular Mobility) in the PNCs

Changes in T g, Δcp and RAF

In the case where fillers are not acting as nucleation agents, which occurs for large
D-lactide content and when the interfacial interactions are quite strong, T g increases
(Fig. 9a). This may happen due to the enhanced constraints in the segmental mobility
[37, 73, 82]. In the cases of weaker (or absent) interactions in combination with non-
aggregated fillers, there seems to be either an unchanged or accelerated segmental
mobility, reflected by a constant or suppressed T g by a few K (Fig. 9a) [47, 57,
67, 88]. In all the latter cases of finely dispersed fillers, which happens for low NP
loadings (0.5–3 wt%), there seems to be a strong nucleating effect. The results of
acceleration/retardation of segmental mobility, so far, have been rationalized in terms
of an increase/decrease of the free volume hole diffusion as previously proposed for
amorphous PNC [109]. Herein, there should to be a driving force for the free volume
holes to redistribute closely or away from the NPs, and this should depend on the
degree NP-interfacial chain interaction [37, 57] (co-represented by RAF, Fig. 9b).
The discussed redistribution could be also the origins of the nucleating role of NPs
for PLA (and other polymers) [46, 51, 110], this being again an indirect filler effect.

Regarding the strength of calorimetric glass transition, in all cases and without
exception, in the amorphous samples, �cp (upon proper normalizations) [25, 26]
is suppressed as compared to the unfilled amorphous PLLA (Fig. 9b). While this
suppression is in general rationalized in terms of the formation of RAFNP, this is true
in the case for fillers not acting as additional nuclei, and the polymer-filler attraction
is not severe. On the other hand, in the filler-nuclei case, the estimated amount of
RAF seems not to have the meaning of ‘bound RAF’, but that of the initial polymer
structuring/ordering at the early stages of crystallization. This has been reported for
PNCs in [67, 88] for the first time and this scenario has been successfully checked for
other PLA-based [47, 57] and other polymer-based systems [46, 51, 68, 110, 111].

Obviously, the shape and surface characteristics of NPs, either contributing or
not in crystallization, should be related to the amount of RAFNP. Figure 10a, b
shows by complementary techniques that the specific surface area and the aspect
ratio (AR) are the NP properties which represent well their facilitating role on RAF
and crystallization/nucleation.

Changes in the features of α relaxation

The α process exhibits in general similar trends as the calorimetric glass transition
(Table 1, Fig. 9), with, however, more pronounced changes in the time scale and
strength. The α process may accelerate or decelerate (Fig. 11a) and this depends on
the strength of NP-PLA interaction.

The changes in its shape as well as fragility (cooperativity) are moderate or
weak, while the fragility index (m) tends to increase when the relaxation is acceler-
ated. Models involving alternation in free volume and probably distributions of the
free volume holes [109] seem to fit the amorphous bulk-like dynamics [37]. As in
calorimetry, the �ε of α process drops upon the filler addition, and this suppres-
sion is evaluated and discussed in terms of RAF (i.e., RAFNP, Fig. 12, for CF =
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(a)

(b)

Fig. 9 Comparison between BDS and DSC in terms of recording a Tg and b RAF = RAFNP in
various amorphous PLA-based nanocomposites against the filler loading, samples being described
on the plots. The data have been adapted from previous work from the literature [37, 57, 73, 82,
88]. The insets show the same data categorized with respect to the % D-content

0). Qualitatively, the results estimated for the RAF are similar to those obtained by
calorimetry and other techniques, e.g., FTIR [29, 47] (Fig. 10). However, the data
shown in Figs. 11b, 12 indicate that the most severe effects on the α relaxation arise
from the strong force of crystallization.
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(a)                                         (b)

BDS

S F

Fig. 10 a Interfacial fraction, RAFfiller (=RAFNP), in amorphous PLLA filled with 1 wt% silica
(PSi), graphene oxide (PGO), mixture and hybrid of the latter two (PmixGSi and PhybrGSi, respec-
tively), as estimated by dielectric relaxation spectroscopy (BDS, DSC and Fourier transform infra-
red spectroscopy (FTIR). b Amorphous/semicrystalline RAF and CF of PLLA and its nanocom-
posites, filled with 1 wt% silica, Ag, graphene oxide (GO) and carbon nanotubes (CNT). a, b have
been reproduced with permission from Refs. [47, 67], respectively. Copyright 2021 Elsevier.)

(a)                                                            (b)                                 (c)

Fig. 11 a, b The α relaxation at fixed temperatures for two series of samples comparing between
neat PLLA matrices and corresponding nanocomposites in the amorphous state and in b also in the
semicrystalline state upon melt (hot) crystallization annealing. c Shows the data for β relaxation
for the samples described in (b). (a–c have been reproduced with permission from Refs. (47, 67],
respectively. Copyright 2021 Elsevier.)

Changes in the features of local fluctuations

The β process seems to change in time scale (Fig. 11c) only for small Mns in the
PNCs. It does not follow the changes in T g. (Figure 13a, b). The effects of the
fillers are indirect, as in some cases [43, 91] there seems to be a disturbance in
its mobility at the early stages of the glass transition or of the cold crystallization,
and both processes can change at filler presence (Fig. 13b). The filler-effects on the
strength of β are again indirect, as β is slightly suppressed when the crystallinity is
enhanced (Fig. 11c and 13b) [43, 47]. There are weak indications that β relaxation
weakens in the PNCs due to interfacial interactions, however, clearing this point
further is precluded as in many cases the fillers increase ε′ to different extents (e.g.,
by filler-induced internal fields) [88].
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(a)                       (b)

Fig. 12 a Monitoring the amorphous polymer fractions, (AF = MAF + RAF = 1−CF) in PLLA
and PLLA nanocomposites via the corresponding evolution (suppression) of the dielectric strength
of the α relaxation, �εα. (Adapted from the free accessed Supplementary Material of Ref. [67].) In
b, the data of a are shown as normalizations of �εα to the same sample amorphous �εα. Included
in b are the various calculated polymer fractions (MAF, RAF, CF)

(a)                                                              (b)                                       (c)

Fig. 13 Arrhenius plots of various PLA-based samples, described in the plots [37, 57, 73], showing
in to the known α and β relaxations the additional processes a α* [57], b α′ [73] and c process I
[37], which are most probably filler-related. (a, b, c have been reproduced with permission from
Refs. [57, 73] and [37], respectively. Copyright 2021 Elsevier.)

Filler-related relaxation processes

Additional processes that are observedwithin nanocomposites are included inFig. 13,
namely denoted as α′, α* process or process I, exhibiting a different tempera-
ture dependence, i.e., an Arrhenius- or VFT-like dependence. The intensities of the
processes enhance with the filler addition and they are present in the case of the
expected strong interfacial interactions, i.e., for silicas [37, 73], other metal oxides
[37] and clays [47]. These processes are well fitted by the Cole-Cole equation and
exhibit relatively wide ranges in their relaxation times. The relaxations do not exhibit
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noteworthydependence on crystallization. Therefore, a possible scenario is their orig-
ination from interfacial polymer mobility, which is however a quite strong argument.
Wu et al. [112] studied PNCs where PLLA chains were grafted on nanosilicas and
recorded additional relaxations that were assigned to the interfacial PLLA mobility.
More clear data on interfacial polymer relaxation in PNCs have been proved for other
polymers, e.g., in rubbers [16, 27, 28, 113].

3.2 Poly(ε-Caprolactone)-Based Systems

We proceed with recordings on PCL-based systems [68]. The chemical structure of
PCL is shown in Scheme 2. PCL is crystallizable, thus, qualitatively similar effects
to those of PLA (Sect. 3.1) in its dynamics are expected. PCL was filled with low
amounts (i.e., 0.5–2.5 wt%) of NPs with varied dimensionality in the nano-metric
scale, i.e., silica and Ag NPs (spheres, 3D), CNTs (2D) and GO (nanosheets, 1D).

The filler NPs were found well dispersed in the PCL matrix, with the excep-
tion of Ag, where a significant aggregation was observed. The strong crystallization
tendency of PCL could not be bypassed by conventional cooling, therefore, we could
not separate the individual (direct) NPs’ effects. Non-noteworthy effects of NPs on
CF (0.47–0.56 wt) [68] were recorded (Fig. 14a). However, T c was found to signif-
icantly increase for the PNCs. The order of increasing T c (raw data in Fig. 14a and
in terms of nucleation efficiency in Fig. 14b) [114] was GO>CNT>Ag>silica. This
order is found again similar to the filler aspect ratio increasing and, thus, these results
were explained by the model of nucleating action of the NPs (Scheme 1). Surpris-
ingly, as in for PLA [67], scanning electronmicroscopy provided almost direct proofs
that the NPs were embedded within the PCL crystals [68].

(a)                                                              (b)                                                         (c)

Fig. 14 a Crystallization of PCL and PCL-based PNCs during cooling. b Comparative column
diagram for the nucleation efficiency in PCL-based PNCs. c DSC heating curves in the region of
the glass transition for PCL-based samples in the semicrystalline state, included for comparison
being a heating curve for initially amorphous neat PCL. (Reproduced with permission from Ref.
[68]. Copyright 2021 Elsevier.)
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(a)                                (b)                                                 (c)

Fig. 15 a, b Comparative isothermal spectra of ε′′(f ) for the PCL-based systems at the selected
temperatures of a –80 °C for local dynamics and b –20 °C for segmental relaxation. c Dielectric
map (Arrhenius plots) for neat PCL and PCL-based PNCs. The lines connecting the experimental
points are fittings of the Arrhenius and the VFT equations. (Reproduced with permission from Ref.
[68]. Copyright 2021 Elsevier.)

As expected, and similar to PLAs, T g was found to correlate well with the crys-
talline fraction CF in neat PCL matrix and the PNCs (Fig. 14c). The overall results
in combination with each other, and reports in the literature, indicate the effects of
NPs on the semicrystalline morphology. BDS (Fig. 15) revealed a single α relaxation
in the PNCs, similar to neat PCL, namely with time scale and fragility being unaf-
fected by NP addition. The same was found true for the local dynamics (localized γ

crankshaft motions and β relaxations) [115, 116].

3.3 Poly(N-Alkylene Furanoate)-Based Systems

The attention is now turned to the modern class of PAF-based PNCs. PAFs were
synthesized by a known two-stage polycondensation method, whereas the PNCs
were prepared in situ by the same polymerization method. The latter results in an
excellent dispersion of the NPs. Moreover, in principle this method results in low
Mn values for the neat PAFs [e.g., ~20 kg/mol for PPF (n = 3) and PBF (n = 4)],
moreover and even lower in PNCs (from 19 down to 10 kg/mol) [48, 70, 71].

Neat PPF and PBF in the amorphous state exhibit a glass transition at 54 and 31
°C, respectively. These PAFs exhibit a difficulty to crystallize due to structural limita-
tions, such as the quite rigid chain backbone [62, 69], originating from the existence
of the ‘heavy’ furan ring and the relatively small chain lengths (lowMn values). The
crystallinity is enhanced, in general, by increasing the n-alkylene sequence length,
for example, when changing from n = 2 and 3 (PEF, PPF) to n = 4 and further to
6 (PBF and PHF, respectively) [62, 69, 71]. These properties depend, as expected,
on the thermal-crystallization treatment. For almost all cases of PAFs where they do
not crystallize during cooling from the melt, strong cold crystallization takes place
during heating. Therefore, for the crystallization of PAFs, a strong supercooling is
necessary [72]. This suggests that the main obstacle for the PAF crystallization arises
from nucleation disability. A solution to that problem comes, expectedly, from the
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(a)                     (b) (c)

Fig. 16 a, b Isothermal DSC curves for initially amorphous PPF-based systems during cold crys-
tallization annealing at 100 °C (i.e., >Tg). In general, the unmodified NPs, i.e., CNT, graphene,
MMT (Cloisite Na+) and GO accelerate crystallization, whereas NPs with surface modification,
applied for enhancing polymer-NP adhesion, i.e., MMT modified (Cloiste-20A), CNT modified
and GO modified show retardations in crystallization. c Non-isothermal crystallization of PBF and
PBF + 1 wt% MMT of three types, initial and upon two modifications (MMT-DD and MMT-
DBe), enhancing crystallization/nucleation. (a, b, c have been adapted from Refs. [48, 51, 117],
respectively.)

introduction of NPs. The CF of PPF and PBF can be maximized upon isothermal
annealing processes up to ~25–30 wt%, whereas by the NP introduction, CF may
increase up to ~40 wt%.

PHF (n = 6) crystallizes more easily, furthermore, it cannot be kept amorphous
by conventional cooling (10–100 K/min) from the melt [71]. PHF with a CF ~45
wt%, exhibits a T g of 7 °C, while at the presence of NPs, CF increases, in general,
up to ~50 wt%. It is interesting to report, from the methodological point of view, that
the CF measured by DSC is systematically lower with a relatively small uncertainty,
whereas the CF as estimated byWAXS is slightly larger, accompanied, nevertheless,
by a larger uncertainty.

Besides the increase in CF by the NPs, more important is the facilitation of a
faster crystallization, either this being developed isothermally (Fig. 16 a, b) or non-
isothermally (Fig. 16c). It becomes undoubtable that, as in the previously discussed
polyesters, in PAFs the NPs introduce a nucleating action. Again, the surface char-
acteristics of the NPs seem to reflect their nucleating role (Fig. 17a) [48, 117]. To
definitely check whether the interfacial interactions play a nucleation promoting role
or not in PNCs, as discussed for PLA in the previous and in other polymers (e.g.,
rubbers [20, 46]), we have selected two of the most effective NPs, CNT and GO, and
modified them (Scheme 3a) in order to enhance the NP-polymer adhesion. The latter
enhancement was confirmed byDSC (RAFNP) and checked by FTIR [51]. Strikingly,
the modification and, subsequently, the enhanced interfacial interaction resulted
in a retardation of crystallization (Fig. 16b).

Expectedly, depending on the thermal treatment and the amount and distribution
of nucleating-acting NPs, semicrystalline morphology (number/size/distribution of
crystals) differs in PNCs as compared to the unfilled matrices. This is confirmed also
in PAFs by the direct technique PLM, an example being shown in Fig. 17b [48].
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(a)                            (b)                                     

Fig. 17 a, left axis shows in the form of column diagrams the nucleating action/activity of MMT
NPs of three modifications, leading to increased interlayer distances of MMT, thus, surface area, on
PBF, in addition to imposing indirect mechanical reinforcement (right axis). b PLM micrographs
of PBF-based PNCs upon melt crystallization at (top) 147 °C and (bottom) 127 °C. (Reproduced
with permission from Ref. [48]. Copyright 2021 ACS.)

Coming to themolecularmobility, the PAFs-based systems have been investigated
by BDS [118–121], thus, corresponding PNCs were studied by the same technique
[48, 51, 71, 111, 117]. Selected and representative data are shown in the following,
in the form of raw ε′′ (f ,T ) results (Fig. 18) and upon analysis in terms of time scale
[log f max versus (1000/T )] and �ε versus (1000/T ) (Figs. 19 and 20).

As far as local dynamics is concerned, the β relaxation (αHN~0.3–0.4, βHN =
1) has been proposed to originate from crankshaft motions of the molecular group
of PAF related to the chemical link between the ester carbon and the aromatic ring
(inset to Fig. 18a) [118]. Moreover, it has been suggested that this process is active in
the amorphous polymer regions [117, 122]. Similar to the previous polymers (PLA,
PCL), this mobility seems to sense large-scale structure changes of the matrix, as
revealed from the disturbance (Figs. 19c and 20) in its time scale and the sharp
dielectric strength Increase (please compare�ε betweenFig. 18a andb and inFig. 20)

(a)                (b)                                                             (c)

Fig. 18 Comparative ε′′(f ) curves for PPF and PPF/graphene PNCs at selected temperatures for
the (a, b) local and c segmental mobility. In (c), the data for amorphous samples (solid symbols)
are compared with those for the semicrystalline ones (open symbols). Included are representative
results for the performed analysis. (Reproduced with permission from Ref. [111]. Copyright 2021
Elsevier.)
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(a)                                                             (b)                                                          (c)

Fig. 19 Arrhenius plots for (a, b) PPF and PPF-based PNCs and c PHF and PHF-based PNCs
filled with low amounts of silica (S), graphene (Gr) and mixtures of the latter. The added schemes
to b demonstrate the origins of recorded dynamics. In (a), the Eact values have been added for the
Arrhenius obeying processes, namely 0.5 and 0.6 eV, or else, 48 and 58 kJ/mol, respectively. (a,
b and c have been reproduced with permission from Refs. [71, 117], Copyright 2021 Elsevier and
MDPI, respectively.)

Fig. 20 (Top) Dielectric-calorimetric map (activation diagrams) and (bottom) �ε, for PBF-based
systems, in the temperature ranges of (left) both the local and segmental dynamics and (right)
focusing on the segmental α and the filler-related α* relaxations. Results from the recent literature
for similar polymer structures, namely poly(propylene 2,5-furan-dicarboxylate) (PPF) [117] and
poly(neopentyl 2,5-furanoate) (PNF) [118] have been added for comparison. (Reproduced with
permission from Ref. [48]. Copyright 2021 ACS.)



Molecular Mobility in Nanocomposites … 115

as T approaches T g or T cc [48, 71]. Considering the proposed origins of the β

relaxation process, being related to units of PAF backbone, it was rather expected
that β process would exhibit such disturbance, as its time scale is quite close to that
of the α process. This seems to be a common characteristic of the polyesters studied
here. This dielectric behavior may originate from the fact that the dipolar units that
contribute to β process are parts of the chain backbone of the polymers.

Coming to the segmental mobility, the dielectric α relaxation process of PAFs
is clearly a strong and asymmetric process in the amorphous state (Fig. 18c), while
upon crystallization the same relaxation changes to slower, weaker and symmetric
one (Fig. 18c). The direct effects of the NPs on the time scale of α are systematically
similar, as α tends to accelerate in all cases of the PNCs (Figs. 18, 19, 21). On the
other hand, in PNCs occurs a remarkable suppression of the Mn values and this
effect might be the main reason for the recorded acceleration of segmental mobility.
Strong support to that is provided by the systematic suppression of the fragility
index, m. Again, as in most semicrystalline polymers, the features of α relaxation
process depend strongly on the developed crystallites, therefore, in the PNCs the NP
effects on segmental dynamics are mainly indirect, since the NPs affect strongly the
nucleation process and consequently the morphology of the crystallites. Strikingly,
in the case of PAFs with both enhanced nucleation (filler-induced) and large CF, i.e.,
PHF filled with silicas (sample P10S in Fig. 19c), spatial confinement effects were
recorded based the fast and non-cooperative dynamics of the α process [71]. The
confinement therein was proposed to arise from the quite high crystallinity degree
and the specific crystalline morphology.

Around the temperature/frequency region of α process, namely additional filler
induced mobility has been recorded at slowr and faster time scales. We refer to
αf processes in PPF PNCs (Figs. 18c and 19a, b) [111, 117] and α* process in
PBF PNCs (Fig. 20) [48]. The �ε of these processes increases with the filler load-
ings, whereas their time scale and strength are changed by crystallization. For both
processes, the time scale shows a non-cooperative character (Arrhenius behavior).
These facts make o that the disccussed dynamics arises from the modified mobility
of PAF chains located at the interfaces with NPs. Another interesting point refers to
the PPF-based PNCs: αf process exhibits both fast (lower temperatures) and slower
(higher temperatures) modes as compared to bulk α process (Fig. 19a, b). A similar
molecular behavior has been recorded before for other PNCs [31, 37, 110], however,
also in neat polymers in bulk [123] and, in the form of supported thin films [124]. The
additional processes have been proposed to originate either from confined polymer
chains between nanoplatelets [31] or from the interfacial polymer [37, 110]. There-
fore, in our opinion and to the best of our knowledge, the origins of the additional
processes is a still open issue.

Last but not the least, in Fig. 21, in the PPF-based systems at temperatures above
T g,diel, the global chain dynamics was recorded (mainly resolved upon the critical
analysis, inset to Fig. 21b), via the so-called Normal Mode (NM) relaxation [89, 90].
NM was fitted with relatively narrow (αHN ~0.8–0.9) and symmetric (βHN = 1) HN
term, as expected. For our case of the low Mn values, NM was found to accelerate
when Mn decreases in the PNCs (from 20 to 10 kg/mol, Fig. 21c).
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Fig. 21 Comparative ε′′(f ) curves by BDS for unfilled PPF and PNCs containing 1 wt% CNTs
and GO, initial and surface modified, at temperatures a slightly and b further above Tg, focusing
on segmental (α process) and additional dynamics (NM and σ processes). The inset of b shows
examples of the analysis by fitting models (HN). (Reproduced with permission from Ref. [51].
Copyright 2021 Elsevier.) c Arrhenius plots for the results on α, NM and σ processes for the data
from a, b [Adapted from Ref. [51].)

4 Concluding Remarks

The results presented here and many reports that appeared in the literature suggest
that for the PNCs based on semicrystalline polyesters, the crystallinity controls the
molecular mobility, mainly in terms of crystalline fraction and crystal morphology.
In this context, the NP effects on polymer mobility seem to be indirect, namely via
altering crystallization. However, taking into account the overall picture, it is clear
that the formation of a polymer fraction around theNPswith a different dynamics than
the bulk, e.g., RAF or amorphous chains with modified mobility, affect significantly
the crystallization behavior of the chains revealing, thus, the crucial role of the NPs
in the dynamics and the morphology of the semicrystalline PNCs.

Below, a categorization of the NP effects on the molecular mobility depending on
the extent of interfacial interactions is proposed.

For weak or absent interfacial interactions, the crystals grow onto the NPs
(additional nucleation sites) and the meaning of RAFNP in the semicrystalline PNCs
is not any more that of the ‘bound/rigid polymer’ [46, 51, 67]. It correlates with the
initial stage of crystallization and finally is merged within the crystals. The crys-
tallization becomes faster during hot crystallization annealing and non-isothermal
crystallization. During cold crystallization and besides the implemented large super-
cooling, PNCs exhibit slower crystallization rate, as T g of the amorphous chains has
been increased and, thus, the polymer chain diffusion (at temperatures close to T g for
cold crystallization) is severely reduced. When interfacial interactions are moder-
ately stronger, i.e., increased number of polymer-NP contact points and enhanced
strength of each individual bond, then the formation of RAFNP (small amount) leads
to less crystals (less filler-nucleation sites) than in the previous case via retarded
or even absent non-isothermal crystallization. However, the presence of NPs may
increase the amorphous free volume, and acceleration of hot isothermal crystalliza-
tion is observed. The enhancedmobility of the amorphous chains can be explained by
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models such as that of diffusion of free volume holes (defects) [109, 125] (and refer-
ences therein). Furthermore, findings on the formation of thicker lamellae by XRD
and experiments on PNCs with fillers of different types and/or varying concentra-
tions [37] support this scenario. Finally, in the case of strong interfacial interactions
(either ab initio or uponNPmodification), the amount of RAF is quite high and the
rigidity of interfacial polymer quite high. Then, the isothermal hot crystallization and
non-isothermal crystallizations are severely hindered or completely precluded (loss
of NPs nucleating action) [51, 57, 73]. In terms of free volume rearrangements, this
may suggest that the diffusion of defects toward the interfaces is limited, contrary to
the previous situation [16, 20, 26] (and references therein). This is the main case of
PNCs studied in the literature via the concepts of RAF and interfacial dynamics.

Coming to segmental mobility, in the amorphous state, chain dynamics of the
polymer matrix at the presence of NPs may be decelerated (strong interactions) or
accelerated. The latter occurs when interfacial interactions are weak or/andMn is in
general low and drops in PNCs (case of PAFs). Within all studied semicrystalline
polyesters, single α relaxations are observed. Upon crystallization and due to the
simultaneous reduction of MAF, the strength of the α relaxation drops, while the
relaxation transforms from a fast/asymmetric/strong (amorphous α process) to a
slower/symmetric/weaker process (can be called crystalline α or αc process). The
cooperativity of α process exhibits a moderate suppression. As mentioned above,
in the semicrystalline state, the effects of NPs seem to be mostly indirect, via the
resulting semicrystalline morphology, namely for high CF and sparsely distributed
large or smaller crystals theα process ismoderately slower, respectively, as compared
to amorphous α relaxation. For extreme cases of quite high crystalline fractions and
particular crystal morphology the semicrystalline α process may become faster with
a non-cooperative character (case of PHF) [71], suggesting crystal-induced spatial
nano-confinement [71].

Regarding local dynamics, the overall results provide enough indications that
local β relaxation in the PNCs is segmental mobility-dependent in terms of time scale
and �ε. These relaxations are most probably activated at the amorphous polymer
regions. It seems that these characteristics are common for polyesters, most probably
because β relaxation process originates from dipole moments of large molecular
groups at the polymer backbone.

Finally, we have recorded in PLA and PAFs, additional relaxations (named α′,
α* process or process I process) that seem to be filler-related/induced. The time scale
of these processes is in similar range than that of α, whereas they exhibit either very
weak or no changes by crystallization. For the time being, the adopted scenario for the
origins of the additional processes is that they reflect themobility of polymer chains in
the NP-polymer interfacial layer. However, we cannot exclude previously proposed
scenarios suggesting additional relaxation arising from the bulk-like polymer, for
example, involving special chain conformations (helices) [123].
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Abstract The functionalization of nanoparticles has been broached as a possible
means to ensuring their dispersion in polymer nanocomposites. We seek to draw a
dynamic distinction between composites with “bare” nanoparticles and those with
polymer-grafted nanoparticles. For clarity, the former and latter systems are referred
to simply as polymer nanocomposites (PNCs) and polymer-grafted nanocomposites
(PGNCs), respectively. Further, we explore dynamics in self-suspended nanoparticle
organic hybrid materials (NOHMs) which retain liquid-like character.
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Abbreviations

BDS Broadband dielectric spectroscopy
BPP Bloembergen–Purcell–Pound model
DLS Dynamic light scattering
DSC Differential scanning calorimetry
GPC Gel permeation chromatography
HN Havriliak–Negami
MEA Monoethanol amine
NMR Nuclear magnetic resonance spectroscopy
NOHMs Nanoparticleorganic hybrid materials
NOHM-I-PEI PEI ionically bonded to the core
NPs Nanoparticles
PDI Polydispersity index
PEI Polyethylenimine
PGNCs Polymer-grafted nanocomposites
PMMA Poly(methyl methacrylate)
PNCs Polymer nanocomposites
PVAc Polyvinyl acetate
SAXS Small-angle X-ray scattering
THF Tetrahydrofuran
VFT Vogel–Fulcher–Tammann
WAXS Wide-angle X-ray scattering

1 Introduction

1.1 Conventional Nanocomposites

The addition of very small amounts of nanoparticles into a polymermatrix is known to
drastically alter the macroscopic optical, electrical, or mechanical properties, hence
providing a route to synthesizing hybrid materials with desired superior attributes.
Properties such as refractive index, tensile strength, and hardness can be tuned by
the superposition of hard and soft materials into one composite [1–14]. While most
applications of nanocomposites hinge on the increased mechanical strength in the
hybrid materials, there are other uses in electrochemical energy storage, optics,
photovoltaics, and electronics. Necessarily, one focus of many studies is centered
around understanding the molecular origin of the drastic changes that occur in a
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polymer matrix upon introduction of nanoparticles. A key finding of this effort is the
determination of the fact that interactions at the polymer/nanoparticle interface play
an important role in influencing the macroscopic physical properties of the hybrid
material [2, 13–35]. It is now evident that the microscopic details of the interfacial
region—and ultimately the macroscopic properties of the nanocomposite—can be
altered by tuning certain aspects such as rigidity [24, 31] and chain length [23, 25,
36] of the matrix, the nature of polymer/nanoparticle interactions [31, 37], and the
shape [35] and size [22, 25, 38] of the nanoparticles. Although it has been suggested
by some studies that dynamicswithin the interfacial region are completely frozen [36,
39–41], quite a number of other investigations have demonstrated that the segmental
dynamics only get relatively slower than the corresponding relaxation in the bulk host
matrix [31, 33, 34, 42]. For instance, in a study of poly(vinyl acetate) (PVAc)/silica
nanocomposites, Füllbrandt et al. observed a slower relaxation, in addition to the
structural process corresponding to the glass transition in bulk PVAc [34]. This slow
process is attributed to segments in the interfacial zone that are slowed down due to
favorable interactions with the surfaces of the nanoparticles. Similar findings have
been made for other systems [30, 43].

We will differentiate between polymer nanocomposites having “bare” nanopar-
ticles from those bearing functionalized (i.e., polymer-grafted) nanoparticles. For
clarity, we refer to these systems, respectively, as polymer nanocomposites (PNCs)
and polymer-grafted nanocomposites (PGNCs). The former systems have received
the most attention in investigations of their dynamics than the latter [4, 12]. In order
to avoid aggregation, surface modification of the nanoparticles is necessary; grafted
chains, for instance, mitigate against the strong van derWaals forces that drive aggre-
gation. In symmetric PGNCs where the matrix and the graft have the same chemical
identity, the tethered chains convey a steric barrier thereby hindering the aggregation
of the nanoparticles [44–47]. Accompanying these alterations that show up in terms
of the organization of the nanoparticles, arising from changes to the range and nature
of polymer/nanoparticle interactions, are changes in dynamics that demand in-depth
understanding.

Using silica nanoparticles in poly(methyl methacrylate) (PMMA)-based PNCs
and PGNCs, we probe molecular and interfacial dynamics, and draw a distinction
between the two systems. While syndiotactic PMMA is not the go-to polymer for
dielectric studies because of the prominent β-relaxation that largely overshadows the
α-process, the fact that PMMA-based nanocomposites find wide industrial applica-
tionmeans that further dynamic studies of the system are inevitable. Detailed analysis
of the shape of the structural relaxation reveals that while slower dynamic modes are
present in both PNCs and PGNCs because of an interphase comprising segments in
the vicinity of the nanoparticles, faster modes too arise—in dependence onmolecular
weight and loading rate of the nanoparticles. A consistent and unifying view account-
ing for interactions and nanoscale organization in the interfacial zones is presented
to explain both the slower and faster modes present in the investigated systems.
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Fig. 1 A schematic representation of the structure of the hybrid material, NOHM-I-PEI. Core:
silica nanoparticles; canopy: branched polyethylenimine with a molecular weight 2 of kg/mol

1.2 Self-suspended Nanocomposites

Self-suspended nanoparticle organic hybrid materials (NOHMs)—composites in
which each particle carries its own suspending liquid of grafted organic species—are
an emerging class of materials that hold great promise for a wide variety of applica-
tions (e.g., as conductive lubricants [48–52], electrolytes, magnetic fluids [53, 54],
thermal control materials [55–61], novel reaction solvents [62–67], and nanocom-
posite materials [68, 69]) because of bearing useful properties such as enhanced
thermal stability, negligible vapor pressure, and appreciable solvating ability [70–
73]. NOHMs are made by either covalently or ionically grafting organic polymers
or oligomers onto surface-modified inorganic nanoparticles. Because some NOHMs
retain liquid-like properties at room temperature, they can be synthesized to combine
the high mechanical modulus of the core nanoparticles with desired characteristics
of liquids such as photoluminescence. One of the specific areas of application for
which NOHMs are being investigated is carbon dioxide capture [74–80]. The devel-
opment of efficient CO2-capture techniques is now an urgent global issue given the
fact that the atmospheric concentration of CO2 is estimated to be growing at a rate
of about 2 ppm per annum. To date, the most advanced methods for CO2-capture are
hinged on amine-based solvents like aqueous monoethanol amine (MEA) [81–84].
While MEA has a high CO2-capture capacity and fast kinetics, its use demands an
energy-intensive solvent regeneration process due to its high water content. In addi-
tion, MEA is highly volatile making its corrosive fume a concern when considering
large-scale process design and operation [85, 86]. Consequently, novel approaches
are being sought and liquid-like NOHMs stand a good chance of being the materials
of choice for CO2-capture in the near future.

The hybrid nature of NOHMs (see Fig. 1) has the implication that the structural
parameter space that can be tweaked to obtain desirable materials is wide because
it encompasses permutations of chemistry, composition, and structure details. One
may, for example, tune the composition and molecular weight of the canopy, length,
and chemistry of the corona, size, and shape of the core, among other properties.
Therefore, the success of current engineering efforts to use NOHMs for specific
applications depends on the availability of in-depth understanding of the role played
by the hybrids’ constituent components in determining overall properties. Among the
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major properties that need concise characterization are the molecular and interfacial
dynamics since they dictate the temperature and size ranges in which desired inno-
vations can be realized. Using nuclear magnetic resonance (NMR) spectroscopy,
Jespersen et al. sought to probe the dynamics of the canopy in hybrids compris-
ing silica nanoparticles (modified by an alkylsilane monolayer with sulfonic acid
functionality) and a canopy of amine-terminated block (ethylene oxide/propylene
oxide) copolymers [70]. Their work shows that the diffusion of the canopy is slowed
down when compared to that of the neat polymer, but not to the degree predicted
by theory for the diffusion of hard spherical nanoparticles. In their quest to under-
stand the role played by constituent components, Bourlinos and co-workers studied
ionically modified silica nanoparticles with large sulfonate or isostearate counteran-
ions [87]. They showed that the glass transition in these systems is governed by the
large counteranions while spatial correlation between the nanoparticles determines
flow properties. In the present work, the dynamics in neat polyethylenimine (PEI)
(used for the canopy) are compared to those of an NOHM material, comprising PEI
oligomers ionically bonded to silica nanoparticles. The interplay between the struc-
ture and the local as well as collective (primary and secondary) dynamics in the two
systems is probed, thereby availing fundamental understanding that is imperative for
the advancement of this fast-emerging field of NOHMs.

2 Experimental Details

Most of the synthesis and experimental details in Sects. 2.1 and 2.2 are reproduced
with permission from Ref. [95] Copyright (2020) American Chemical Society, and
Ref. [123] Copyright (2021) American Chemical Society.

2.1 Materials Synthesis

2.1.1 Materials and Reagents

Methyl methacrylate (MMA, 99%, Aldrich) was passed through basic alumina
for purposes of removing the inhibitor. Azobis (isobutyronitrile) (AIBN, 98%,
Aldrich) was recrystallized from methanol and dried overnight in vacuum. The
following materials were used as received: poly(methyl methacrylate) (PMMA)
with reported average molecular weights of 15 and 120kg/mol (Aldrich), (3-
aminopropyl)dimethyethoxysilane (Gelest), 4-cyano-4- (phenylcarbonothioylthio)
pentanoic acid (Aldrich), anhydrous tetrahydrofuran (THF, 99.9%, Fisher), anhy-
drous benzene (99.8%, Aldrich), and hexanes (95%, Fisher). Unfunctionalized (also
referred to in this work as “bare”) silica nanoparticles (spherical, diameter 14± 4nm)
(received as a gift from Nissan Chemical Inc.) were isolated, collected, and dried
prior to use as detailed in Ref. [88].
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2.1.2 Synthesis of Amine-functionalized Silica Nanoparticles

Silica NPs were functionalized with (3-aminopropyl)dimethylethoxy silane as
described in Ref. [89]. To accomplish this, 16mL of Si NPs dispersed in MEK
were added to a 100mL round bottom flask containing 50mL of THF and 0.5mL (3-
aminopropyl)dimethylethoxy silane. The mixture was then heated to reflux at 75 oC
for 24h. The reaction was then quenched by precipitating the amine-functionalized
NPs into 400mL of hexanes. The suspended amine-functionalized NPs were trans-
ferred to a centrifuge vial and centrifuged for 10min at 4000 rpm. After decanting
the supernatant, the amine-modified NPs amassed at the bottom of the tube were re-
dispersed by adding THF (∼20mL). To ensure unattached silanes were removed, this
cycle of precipitation–centrifugation–(re-)dispersion was completed at least three
times [89, 90]. After purification, the amino-modified nanoparticles were collected
and dispersed in THF until further use.

2.1.3 End-Functionalized PMMA Chains via RAFT Polymerization

Details of the protocols used can be found in the work of Li et al. [91]. PMMA
graft chains containing a terminal mercaptothiazoline end group were polymerized
by adding 9.0g (89.9mmol) of MMA into a 50mL round bottom flask containing
66.1mg (174.0mmol) of MCPDB, 5.4mg (32.9mmol) of AIBN, and 20mL of ben-
zene. After the reagents were added, the mixture was sparged with argon for 10min
to remove oxygen. Next, the flask containing the reaction mixture was placed in
an oil bath preheated to 65 oC for 18h. Then, the polymerization was quenched by
immersing the flask in liquid nitrogen. After thawing, the crude product mixture was
precipitated into cooled hexanes. The precipitated polymer was collected, dissolved
in THF, and then re-precipitated into hexanes again to remove residual monomer
or reagents. Finally, the polymer was collected via filtration and dried in vacuo
overnight at 40 oC. After drying, the PMMA was characterized via gel permeation
chromatography (GPC). The molecular weight of PMMA chains was determined to

Table 1 Characteristics of PMMA matrices and PMMA-grafted nanoparticles (PMMA–g–NPs)
prior to the synthesis of polymer nanocomposites

Sample details

Sample name Mn (g/mol) PDI Tg (◦C) σ (chains/nm2)

PMMA matrix
15kg/mol

13,880 1.77 88 N/A

PMMA matrix
120kg/mol

86,260 1.55 103 N/A

PMMA graft
30kg/mol

26,760 1.09 N/A 0.03
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be 26,760g/mol with a polydispersity index (PDI) of 1.09. Table1 gives a summary
of the characteristics of the samples prepared for this study.

2.1.4 Synthesis of PMMA-grafted Nanoparticles

As explained in Ref. [91], the mercaptothiazoline end group is an excellent leav-
ing group that facilitates linking with primary amines, rather than aminolysis of
thioesters. In addition, MCPDB is well-suited for a controlled polymerization of
methacrylates. Therefore, MCPDB was used to graft PMMA chains to amine-
functionalized nanoparticle surfaces, resulting in PMMA-grafted nanoparticles. The
experimental protocol involved placing 0.3g of amine-functionalized Si NPs in a
50mL round bottom flask containing 0.52g (0.019mmol) of mercaptothiazoline-
terminated PMMA (30kg/mol) and 20mL of THF. The flask containing this reaction
mixture was placed in an oil bath preheated to 75 oC and refluxed for 48h. Later, the
reaction mixture was precipitated in 400mL of cooled hexanes and the suspended
polymer/polymer-grafted nanoparticle mixture was collected by centrifugation at
4000 rpm for 10min. PMMA-grafted nanoparticles (PMMA–g–NPs) are separated
from unattached (free) polymer chains by utilizing a mixed solvent precipitation
procedure with THF and hexanes [92].

2.1.5 Generating Nanocomposites

The preparation of nanocomposites followed a procedure described in Ref. [93]: a
blend of the inorganic additive, either bare Si NPs or PMMA–g–NPs, and a PMMA
matrix was prepared by co-dissolving the PMMA–g–NPs and PMMA in THF and
mixing at room temperature for 24h. The protocol for generating PMMA nanocom-
posites containing PMMA–g–NPs at 5wt% (by mass, based on the mass of silica
only) is described as an example. TGA analysis showed that the PMMA–g–NPs had
a weight loss of 25.6%, so to create a nanocomposite that is 5wt% based on the
mass of silica, 6.73mg of PMMA–g–NPs were used. Those PMMA–g–NPs were
dissolved in 15mL of THF, while a separate solution consisting of 93.27mg of the
PMMA matrix (either 15 or 120kg/mol) in 15mL of THF was also prepared. These
solutions were sonicated for 30min and then stirred for 12h. Then, the two solutions
were combined, sonicated for an additional 30min, and stirred overnight. ThePMMA
nanocomposite solution was poured into PTFE dishes and the solvent was allowed
to evaporate overnight in a fume hood. The nanocomposites were then annealed in
vacuo at 120 oC for 24h. The loading level of PMMA–g–NPs (based solely on wt%
of silica) was probed by TGA before further characterizations.
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2.1.6 Synthesis of NOHM-I-PEI

A colloidal silica suspension (7nm diameter, Ludox SM–30 Sigma–Aldrich) was
diluted to 3 wt% and a cation exchange column (Dowex Marathon C, Sigma–
Aldrich) was employed to replace the sodium ions on the nanoparticle surface with
protons. This surface-protonated silica suspension was mixed with a dilute solu-
tion of polyethylenimine, branched (Branched, M.W. 2000, Polyscience Inc.) to
achieve the desired polymer canopy-to-silica core mass ratio of 80:20. The PEI has
a molecular weight of 2,000g/mol and a density of 1.05g/cm3, as reported by the
manufacturer. It contains primary, secondary, and tertiary amines in an approximate
ratio of 40/36/24, as reported. Dynamic light scattering (DLS) was used to determine
the average hydrodynamic diameter of PEI in dilute solution, which is found to be
2.19nm. The sample is found to have a narrow size distribution. Thermal gravimetric
analysis (TGA) was used for confirmation of ionic bond formation. Concise details
of the synthesis procedure are available in Refs. [67, 94].

2.2 Material Characterization

2.2.1 Basic Characterization

Gel permeation chromatography (GPC) (Aqueous GPC System, Agilent) measure-
ments were conducted at 298K in THFwith a 1mL/min flow rate as themobile liquid
phase. The polydispersity index (PID) and number–average molecular weight, Mn ,
of PMMA graft chains and PMMA matrices were determined using conventional
calibration analysis using polystyrene standards. A TA Instruments Q-2000 Differ-
ential Scanning Calorimeter was used to determine the glass transition temperatures
Tg of the polymer nanocomposites. The procedure involved placing ∼5mg of the
polymer nanocomposite in an aluminum pan that was subsequently subjected to a
heat/cool/heat cycle from 323–433K at a rate of 10K/min using nitrogen as the purge
gas. The Tg of polymer nanocomposites is reported as the temperature corresponding
to themaximumof the derivative of specific heat capacity in the second heating curve.
A TA Discovery Series Thermogravimetric Analyzer (TA Instruments) was used to
determine the amount of silane and PMMA graft chains attached to the nanoparticle
surface after each surface modification step described above. The average grafting
density of PMMA chains on the nanoparticle surface, σ, was calculated using Eq.1:

σ =
( WPMMA

100 − WPMMA
− Wamine

100 − Wamine

) NA

MnSN P
(1)

where NA is Avogadro’s number, Mn is the molecular weight of the PMMA-grafted
chains, SN P is the specific surface area of the 14nmsilica nanoparticles (= 2.07×1020

nm2/g), WPMMA and Wamine represent the percentage mass loss of PMMA-grafted
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nanoparticles and the mass loss of the amine-functionalized nanoparticles, respec-
tively (obtained from TGA). Further characterization was performed using 1HNMR.

2.2.2 Rheology

Rheology measurements were performed using a TA Instruments Discovery Hybrid
Rheometer (HR2) in small-amplitude oscillatory shear (SAOS) mode using 3mm
stainless steel parallel plates. The real and imaginary parts of the complex shear
modulus and the complex viscosity were recorded at various temperatures between
213K and 243K controlledwithin 0.1K of the set point using liquid nitrogen coolant.
The data was processed using TA Instruments TRIOS software to produce master
curves and shift factors based on time–temperature superposition.

2.2.3 X-Ray Scattering

Small- and wide-angle X-ray scattering measurements were performed using a
SAXSLAB Ganesha instrument equipped with a CuKα 50 kV Xenocs Genix ULD
SL X-ray source (beam energy of 8keV) and a 170µm pixel-spaced, single-photon
counting Dectris Pilatus 300k 20Hz detector. Quartz capillary tubes 1mm in diam-
eter were filled with the samples and sealed prior to loading into the instrument.
Additional samples were prepared by placing a drop of the polymer or NOHM
between strips of Kapton tape. A blank measurement was performed on the Kapton
tape without the sample included. SAXS and WAXS data were collected at room
temperature under vacuum in the q-range from 0.002 to 2.6 Å−1.

2.2.4 Nuclear Magnetic Resonance (NMR)

PEI and NOHM-I-PEI samples were dried under high vacuum conditions at 323K
for 3h in order to remove residual water before being transferred in a standard 5mm
NMR tube. A Bruker Avance III 400 WB spectrometer—operated at 100.61MHz,
coupled with a temperature controller—was employed to record 13C NMR spectra.
The 13C spin–lattice relaxation time (T1) spectra were measured using the inversion-
recovery method with a set of 16 recovery (τ ) periods. The number of repetitive
acumulated scans was set to 256 for each τ value. The relaxation delay was at least 5
T1 plus the acquisition time. The τ values were varied up to 1.5 T1. The spectra were
phase-corrected, and T1 values were calculated from the signal intensity data using
MestreNova. All the carbon atoms present in the molecule have at least one directly
bonded hydrogen.
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2.2.5 Broadband Dielectric Spectroscopy (BDS)

Dielectric measurements were executed on a High-Resolution Alpha Analyzer
equipped with a Quatro system with the capability to control temperature within
an error margin of 0.1K (Novocontrol Technologies). PEI and the NOHM-I-PEI
samples were placed in a parallel-plate capacitor arrangement comprising polished
brass electrodes of diameter 15mm. 100µm thick silica spacers were employed to
maintain the sample thickness in the course of the measurements. In order to remove
any adsorbed water, the sample films were annealed at 420K in inert conditions
ensured by dry nitrogen flow for ∼8h prior to substantive dielectric measurements.
BDS experiments were done in the frequency range 1mHz–10MHz over cooling
and heating cycles in the temperature range 290–430K (for PMMA-based systems)
and 140–400K (for PEI and NOHM-I-PEI).

3 Results and Discussion

3.1 PNCs and PGNCs

Broadband dielectric spectroscopy probes molecular dynamics and charge transport
in broad temperature and frequency ranges making it a versatile tool for studying
composite systems. The technique measures the complex dielectric function, ε∗,
which is related to the complex conductivity function, σ∗. The two functions are
related by the relation σ∗(ω, T ) = iωε0ε

∗(ω, T ), where i = √−1, ε0 is the permit-
tivity of free space, ω = 2π f is the angular frequency of the applied electric field,
and f is the measuring frequency; effectively, ε′ = σ′′/ωε0 and ε′′ = σ′/ωε0 [96]. In
Fig. 2, the imaginary part, ε′′ of the complex permittivity, ε∗, is presented asmeasured
during heating and cooling runs for neat PMMA, 120kg/mol and PGNC 120kg/mol.
The reproducibility of the data over the cycles indicates that the samples are ther-
mally stable in the temperature range of interest. The flank on the low-frequency
side is due to contributions from the DC ionic conductivity. There are two peaks in
the spectra: on the low- frequency side, we observe a weak intensity peak assigned
to the α-process due to fluctuations at the segmental level, on a nanometer length
scale [97], which determine the glass transition. On the higher frequency side is the
β-relaxation arising from the localized motion of the carboxylate ester groups about
their bonds to segments on the chain backbone. The β-process dominates the dielec-
tric spectra due to the strong dipole associated with the −COOCH3 groups (see the
structure of PMMA in the inset of Fig. 2). Only a small portion of the total dipole
moment contributes to segmental dynamics reflected in the α-process [98, 99]. In
order to better visualize the peak due to the α-relaxation, we apply the derivative
approach popularized by Wübbenhorst and Turnhout [100], where the derived loss
function is given by
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Fig. 2 Imaginary part of the complex dielectric function, ε∗ = ε′ − iε′′, presented as a function
of frequency for a neat PMMA with molecular weight 120kg/mol, and b PGNC (5wt% of silica
nanoparticles, and PMMA matrix of 120kg/mol). Full and empty symbols represent data obtained
in cooling and heating runs, respectively. Inset: chemical structure of PMMA. The dashed-dotted
and dashed lines are HN fits to the α- and β-processes, respectively, while the dotted line is the
conductivity contribution at 410K. Solid lines are the total fit functions. See text for details about
the fitting procedure. The error bars are comparable to the size of the symbols unless otherwise
specified. Reprinted with permission from Ref. [95]. Copyright (2020) American Chemical Society

ε′′
der (ω) = −π

2

∂ε′(ω)

∂lnω
(2)

where ε′(ω) is the real part of the complex dielectric function. Figure3 shows both
ε′′ (panel [a]) and ε′′

der (panel [b]) representation of data measured for systems with
a molecular weight of 15kg/mol. The α-peak shows up, in [b] as compared to [a], as
a slightly more pronounced shoulder on the low-frequency side of the peak due to
the β-relaxation. Figure3 also shows subtle changes in the spectra as the sample is
changed from neat PMMA to PNCs to PGNCs. These changes, with respect to mean
relaxation times, and the shapes of the peaks, are considered further in the analysis
and discussion. Because of the presence of two peaks and the strong upturn at low
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Fig. 3 a Dielectric loss, ε
′′
,

versus frequency as
measured at 380 and 400K
for three different systems:
(i) neat PMMA, 15kg/mol;
(ii) a PNC comprising 14nm
bare silica nanoparticles
dispersed in 15kg/mol
PMMA at 5wt% loading;
and (iii) a PGNC with 5wt%
loading of PMMA–g–silica
in 15kg/mol PMMA matrix.
b Derivative representation
of the same data calculated
according to Eq.2 which
makes it easier to visualize
the two relaxations present in
the spectra. The error bars
are smaller than or
comparable to the size of the
symbols unless otherwise
specified. Reprinted with
permission from Ref. [95].
Copyright (2020) American
Chemical Society

frequency, a linear combination of two Havriliak–Negami (HN) functions [101] and
a term accounting for the DC ionic conductivity is applied to describe the data:

ε∗ = ε∞ + Δε1

(1 + (iωτHN1)
β1)γ1

+ Δε2

1 + (iωτHN2)
β2)γ2

− i
σ0

ε0ω
(3)

where ε∗ = ε′ − iε′′ is the complex dielectric function, ε0 is the dielectric permittivity
of free space, ε∞ is the permittivity of the relaxed medium, σ0 is the DC ionic
conductivity of the sample, Δεi is the dielectric relaxation strength, τHNi is the
characteristic relaxation, and the parameters βi and γi describe, respectively, the
symmetric and asymmetric broadening of the spectra.

In order to uniquely describe the α-process given the strong β-relaxation, a sys-
tematic fitting procedure was followed. Starting with the neat PMMA, Eq.3 was
used to fit spectra obtained from the derivative representation (Eq.2). τHN values
thus obtained were used as fixed values in the next step, thereby reducing the num-
ber of fit parameters. Equation3 was then fit to the dielectric loss (ε′′), with β, γ,
and Δε set as free parameters. It is important to note here that the ε′′

der approach
narrows the shape of the peak compared to ε′′—see illustration in Fig. 4—and hence
it was crucial to analyze the latter rather than the former peak [102]. We made an
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Fig. 4 A demonstration of the effect of the derivative (of the real part of the complex permittivity)
approach on the shape of the peak. The thick blue curve is the imaginary part of the complex
permittivity calculated using HN shape parameters, β = 0.70 and γ = 0.60 (see Eq.3). The thin
black curve is the first derivative of the corresponding real part of the complex permittivity with
the said HN parameters. A fit of the derived spectrum by the HN function is altered in shape (β =
0.83 and γ = 0.54). For ease of comparison, the spectra have been normalized by the maximum loss
value

assumption in fitting the data for the nanocomposites; at any given temperature, the
shape of the β-relaxation was assumed to be that of neat PMMA. This requirement is
however not imposed on the characteristic relaxation rate. The aforesaid supposition
is well-founded given the very localized nature of the relaxation. In an investigation
of several methacrylate polymers, it was found that the shape, position, and activation
energy of the β-relaxation remain unchanged across the systems [103]. Furthermore,
in studies of confined PMMA, it has been shown that themean relaxation rates remain
bulk-like over a wide temperature range [104–106].

Figure5 shows several sets of data and the corresponding fit functions at 350, 390,
and 405K for systems bearing the 15kg/mol PMMA matrix. Demonstrably, from
the coincidence of the measured data points and the solid lines (which represent the
total fit function according to Eq.3), it is clear that the fitting procedure described
above achieves an excellent description of the rawmeasured data. Now, from the HN
parameters, the mean relaxation times, τm , were calculated using Eq.4:

τm = τHN sin
( βγπ

2 + 2γ

) 1
β

sin
( βπ

2 + 2γ

)− 1
β

(4)

Figure6 displays the mean relaxation times for the two processes present in the
systems under study. The full symbols represent data for the α-relaxation while
the empty ones represent times for the β-relaxation. Several observations can be
made from this figure. First, concerning the β-process, we note that the mean relax-
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Fig. 5 Dielectric loss, ε′′, versus frequency at three selected temperatures, as indicated, for neat
PMMA, 15kg/mol (closed black symbols) compared to PNC, 15kg/mol (open gray symbols; [(a),
(b), and (c)], and PGNC, 15kg/mol [(open blue symbols; (d), (e), and (f)]. Depending on the
temperature, and hence the relaxations observable in the accessible frequency window, data are
described by using either one or two Havriliak–Negami functions plus a DC ionic conductivity
contribution (Eq.3) as shown by using dash-dotted lines (β-process), dashed lines (α-process), and
dotted lines (DC conductivity contribution). The solid lines are sums of the individual functions
used to model the entire spectrum. PNCs and PGNCs are constituted at 5wt% based on the mass
of silica. The error bars are smaller than or comparable to the size of the symbols unless otherwise
specified. Reprinted with permission from Ref. [95]. Copyright (2020) American Chemical Society
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Fig. 6 Mean relaxation times of the α- and β-processes for neat PMMA, PNCs, and PGNCs as
functions of inverse temperature. For graphical clarity, data are shown only for neat polymers and
polymer nanocomposites with 5wt% (based on silica nanoparticles) loading. The solid and dashed
lines are fits to Eqs. 5 and 6, respectively. Representative values of the calorimetric Tg determined
from DSC measurements for neat PMMA 15k (black pentagon symbols) and PGNC 120k (gray
pentagon symbols) are also shown (by invoking the convention that Tg takes place at a segmental
relaxation time of 100s). VFT fits are displayed only for two samples for graphical clarity, and
agreement between BDS and DSC data is evident. 15k and 120k stand for the respective molecular
weight of the system in kg/mol. The error bars are smaller than or comparable to the size of the
symbols unless otherwise indicated. Reprinted with permission from Ref. [95]. Copyright (2020)
American Chemical Society

ation times for PNCs and PGNCs are identical—within the limits of experimental
accuracy—to those calculated for neat PMMA. This trend is in tandem with the
understanding that the β-process being a local relaxation is not affected in its rate,
by polymer/nanoparticle interactions. Similar observations have been reported in the
literature [105, 106]. Second, we describe the temperature dependence of the mean
relaxation times of the β-process using the Arrhenius equation

τ (T ) = τ∞exp
(−EA

κBT

)
(5)

where τ∞ is the relaxation time in the high-temperature limit, EA the activation
energy, and κB the Boltzmann constant. It is found that at the calorimetric glass
transition temperature, its activation energy changes from ∼74 to ∼86kJ/mol. This
trend has been observed in several methacrylate polymers [99, 103, 107–110], and is
attributedbyone school of thought to a change in themechanismof the relaxation, i.e.,
the onset of cooperativity of the α-relaxation [109, 110]. Third, the mean relaxation
time of theα-process slows down as the system is changed fromneat PMMA to PNCs
to PGNCs. This corresponds to a systemic increase in the glass transition temperature
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Fig. 7 DSC traces show that
the addition of either bare or
polymer-grafted
(PMMA–g–NPs)
nanoparticles in a 15kg/mol
and b 120 kg/mol PMMA
matrices increases the Tg of
the nanocomposite, with the
systems containing
PMMA–g–NPs being the
most drastically affected.
Adapted with permission
from Ref. [95]. Copyright
(2020) American Chemical
Society

as obtained from DSC experiments—see Fig. 7. The temperature dependence of the
characteristic mean relaxation times of the α-process was described using Eq.6,
commonly known as Vogel–Fulcher–Tammann (VFT) equation:

τ (T ) = τ0exp
( −DT0
T − T0

)
(6)

where τ0 and D are constants, and T0 is the Vogel temperature [111–113]. Extrap-
olating the fits down to a relaxation time of 100s as displayed in Fig. 5 reveals a
coincidence with the calorimetrically determined Tg , a conventionally accepted pro-
cedure for identifying the structural relaxation [96]. Although the narrow temperature
range in which we can analyze the α-process introduces higher uncertainty in the
extrapolation, the coincidence nonetheless lends credence to our assignment of the
relaxation to structural dynamics.
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Table 2 Values the relaxation dielectric strength as obtained from HN fits of the segmental relax-
ation at representative temperatures for samples studied in this work

NP loading
(wt%)

PNC, 15kg/mol PGNC, 15kg/mol

Δε (390K) Δε (405K) Δε (390K) Δε (405K)

0 0.43 0.38 0.56 0.49

1 0.41 0.39 0.55 0.51

3 0.46 0.43 0.60 0.58

5 0.56 0.48 0.66 0.61

NP loading
(wt%)

PNC, 120kg/mol PGNC, 120kg/mol

Δε (390K) Δε (405K) Δε (390K) Δε (405K)

0 0.52 0.40 0.76 0.58

1 0.53 0.39 0.81 0.57

3 0.61 0.42 1.12 0.68

5 0.68 0.44 1.09 0.70

Interactions at the interface of the nanoparticles and the host matrix are known to
lead to changes in the glass transition temperature of the system. Specifically, neg-
ative and positive deviations from bulk values are attributed, respectively, to neutral
or repulsive nanofiller/matrix interactions [8, 89, 114], and attractive interactions
[114–117]. In the composites under study, the hydroxyl groups on the surfaces of
silica nanoparticles participate in hydrogen-bonding interactions with the carbonyl
groups present in monomeric repeat unit of PMMA [117, 118]. These nonbonded
attractive interactions lead to a reduction in the number of degrees of freedom for the
motion of the PMMA segments in the vicinity of the surface, hence slowing down
segmental relaxation—resulting in an interphase characterized by reduced mobility
relative to the bulk [88]. For PGNCs, an additional interaction is introduced: segments
of the matrix interact with those of the grafted polymer. These interactions up the
number density of entanglements and interdiffusion of chains within the interfacial
regions, leading to relatively higher Tg in PGNCs than PNCs [2, 3]. It is additionally
observed that the dielectric relaxation strength, Δε, associated with the structural
relaxation increases with the loading level of nanoparticles and the molecular weight
of the host matrix (see Table2). We understand this to arise from the increased con-
tributions of interfacial polarization given the growth of the total interfacial volume
in the sample, and the fact that−OH groups on the surface of the nanoparticles likely
contribute to that polarization.

We now turn our attention to the shape of theα-peak as characterized by the shape
parameters introduced in Eq.3. While the mean relaxation times can be adequately
obtained from the derivative representation, dynamic heterogeneity—which is quan-
tifiable in terms of the distribution of the relaxation times—can only be deduced
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Fig. 8 Havriliak–Negami functions that describe the α-relaxation for systems comprising
15kg/mol PMMA matrix at different loading levels of either bare nanoparticles [(a) and (b)] or
PMMA–g–NPs [(c) and (d)] at 390 and 405K. To facilitate comparisons of the peak shapes, each
function is normalized with respect to the maximum loss, ε′′

max , as well as the corresponding
frequency value, fmax . Reprinted with permission from Ref. [95]. Copyright (2020) American
Chemical Society

from the original dielectric loss spectrum. Figure8 displays the Havriliak–Negami
functions for PNC and PGNC systems having a 15kg/mol PMMA matrix at two
representative temperatures for varying nanoparticle loading levels. The functions
are normalized with respect to the frequency position of maximum loss as well
as the corresponding maximal dielectric loss value. Compared to the neat PMMA,
the spectral shape for both the PNCs and PGNCs is broadened in dependence on
the molecular weight of the matrix, nanoparticle loading, and temperature. At low
temperatures, the α-peak for PNCs is largely comparable to that of neat PMMA,
while that for the PGNCs is broadened asymmetrically, with a skew toward the high-
frequency side. For the 120kg/mol matrix, the broadening in the PGNCs is rather
symmetrical (data not shown). At higher temperatures, the spectrum is broadened
significantly on the high-frequency side for both systems. These changes become
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Table 3 Percentage increase in the width of the α-relaxation peak with respect to that of neat
PMMA at four temperatures for two nanoparticle loading levels

±2% increase on the
low-frequency side

±2% increase on the
high-frequency side

Temp (K) 390 395 400 405 390 395 400 405

PNC,15 1wt% 3 3 3 3 4 4 5 6

kg/mol 5wt% 6 6 6 5 4 14 20 27

PNC,120 1wt% 4 27 76 101 5 26 74 96

kg/mol 5wt% 9 36 83 105 9 38 91 167

PGNC,15 1wt% 5 5 5 5 7 7 9 9

kg/mol 5wt% 18 18 19 20 32 35 38 41

PGNC,120 1wt% 25 25 78 105 25 50 81 110

kg/mol 5wt% 52 62 103 207 51 67 110 196

more pronounced with nanoparticle loading. Table3 shows the degree of broadening
estimated by calculating the change in the area under the peak with respect to neat
PMMA.

The widening of the peak of the α-relaxation implies an broadening in the dis-
tribution of the underlying microscopic relaxation times which is evidence of the
dynamic heterogeneity in the system.We ascribe the slower relaxation times to inter-
actions at the polymer/nanoparticle interface. As earlier pointed out, for the case of
PNCs, hydrogen-bonding interactions between carbonyl and hydroxyl groups lead
to the formation of an interphase within the dynamics are slowed down close to the
nanoparticles. In the case of PGNCs, polymer matrix chains, or at least some part of
the chains for the longer ones, wet and penetrate the graft. This leads to a reduced
degree of freedom for the motion of segments in the interacting zone. Importantly,
for the systems in our study, a separate slow process—analogous to that reported in
poly(vinyl acetate)- and poly(2-vinyl pyridine)-based nanocomposites [33, 34]—is
not observed. The implication of this is that the interphase with modified dynamics
should be visualized, not as onewith uniformmobility, but rather as having a gradient
of dynamics that gradually become bulk-like as an imagined molecular probe moves
away from the nanofiller.

The emergence of faster relaxation times, evident from the broadening of the α-
peak on the short-time side, is hypothesized to have its origin in an increased free
volume due to chain entanglements and interdiffusion. As long as the asymmetry
betweenmatrix and graft chains is not so high that matrix chains start to dewet, entan-
glements and chain interdiffusion become more pronounced with molecular weight.
As chains begin to experience spatial restriction in the interphase zone between the
hard nanofillers and the bulk-like matrix, packing frustrations arise. Consequently,
density fluctuations and more free volume result from nonuniform segment den-
sity. Indeed, previous studies have demonstrated that the free volume is affected by
adding nanoparticles into a polymeric material [119–121]. With this picture in mind,
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Fig. 9 Derivative loss, ε′′
der ,

plotted as a function of
frequency at three select
temperatures for a PGNC
sample whose matrix is neat
PMMA (15kg/mol), and
graft is made of poly(methyl
methacrylate-r-ethyl
methacrylate)
[poly(MMA-r-EMA)]
random copolymers

Poly(MMA-EMA)50:50 in 15 kg/mol PMMA

this effect should be more pronounced in PGNCs compared to PNCs given the fact
that the nonuniform interphase region in PGNCs is characterized by local changes
that influence the local balance between mixing (wetting) of graft chains and matrix
chains and dewetting [93]. Indeed as observed in Fig. 8, for a given loading level,
there is less broadening in PNCs than in PGNCs. The role of the loading level can be
explained as determining the amount of interphase region per unit volume between
nanoparticles and matrix chains.

These findings open new pathways for tuning the properties of polymer-grafted
nanocomposites. For instance, for the PMMA matrices studied in this work, the
entropy of mixing between graft and host chains may be altered by grafting a random
methacrylate-based copolymer onto the nanoparticles, and probing the changes that
arise due to modified interfacial interactions. Figure9 shows preliminary results
obtained for the case of a PGNC system comprising silica nanoparticles grafted
with poly(methyl methacrylate-r-ethyl methacrylate) (poly(MMA-r-EMA)) random
copolymers with a 50:50 molar composition of the co-monomers. In addition to
the structural relaxation (here identified as α1) and the β-process, an additional
relaxation,α2, slower thanα1, is observed. Evidently, the dynamics of this system are
markedly different from those of the PGNCs discussed earlier, and warrant detailed
analysis to unravel the underlying molecular origin.

3.2 Nanoparticle Organic Hybrid Materials

Figure10 shows X-ray scattering profiles for both PEI and NOHM-I-PEI. The cor-
relation distances, d1 (∼10.4 nm) and d2 (∼5.2 nm), are the diameter and radius,
respectively, of the silica nanoparticles as estimated assuming a simple form fac-
tor for monodisperse spheres. As expected, these values are higher than the lengths
determined for the neat (nondecorated) nanoparticles (∼ 7 nm, diameter) from trans-
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Fig. 10 Experimentally determined small-angle X-ray scattering (SAXS) data for NOHM-I-PEI
(blue symbols) and PEI (light gray symbols), showing various correlation distances estimated from
the peak position as di = 2π/q, where q is the scattering vector, and corroborated by calculations
using a form factor for well-dispersed spheres. The insets a and b show the corresponding medium-
angle (MAXS) and wide-angle X-ray scattering (WAXS) profiles. Adapted with permission from
Ref. [123]. Copyright (2021) American Chemical Society

mission electron microscopy measurements. d3 ∼ 0.45 nm is present in both the neat
polymer and the nanocomposite implying that this correlation distance is an intrinsic
property of the polymer, leading to the conclusion that it is the backbone-to-backbone
separation [122]. Finally, the correlation distance d4 (∼1.4 nm) is observed in the
NOHM but not for the neat PEI. We conjecture that in the presence of nanoparticles,
there is some level of organization in the polymeric regions of the hybrid, leading to
mesoscale structures. This idea is revisited later in the discussion of the dynamics.
Instructively, it is observed that the peak for the NOHM is slightly broader than that
for PEI showing that the silica/PEI interactions lead to heterogeneities in the packing
of chains.

Rheological measurements of PEI and NOHM-I-PEI samples were carried out to
study their flow characteristics. Figure11 shows the master curves of the real (G ′)
and imaginary (G ′′) part of the complex shear modulus constructed at a reference
temperature of 218K (−55 oC), with the corresponding shift factors presented in
the inset. The construction of the master curves is realized by invoking the time–
temperature superposition principle where G ′ and G ′′ measured over a span of oscil-
latory frequencies and a number of temperatures are shifted to a reference tempera-
ture by multiplying the measured curves by a temperature-dependent factor, aT . We
observe from Fig. 11 that G ′ and G ′′ intersect at different oscillatory frequencies for
the two samples. Among other things, this implies that the underlying fundamental
relaxations responsible for mechanical energy dissipation in PEI and NOHM-I-PEI
have time scales that are different by about 3 orders of magnitude at the reference
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Fig. 11 Master curves (reference temperature, Tre f =−55 oC) showing the real,G ′, and imaginary,
G ′′, parts of the complex shear modulus, G∗, for PEI (empty circles) and NOHM-I-PEI (filled
squares). The shift factors used to construct the master curves are shown in the inset. The solid lines
are fits to Eq.6. The error bars are comparable to the size of the symbols unless otherwise indicated.
Reprinted with permission from Ref. [123]. Copyright (2021) American Chemical Society

temperature. Significantly, the temperature dependencies of aT for the two systems
are different, precluding the possibility that a similar relaxation process underlies
mechanical energy dissipation in PEI and NOHM-I-PEI. For the neat polymer, the
mean relaxation times from rheology coincide with those of the structural relaxation
as probed by dielectric spectroscopy (see Fig. 14). This has the implication that the
glass transition controls the mechanical response in PEI. However, the mean times
from BDS for NOHM-I-PEI are considerably faster than those determined from rhe-
ology. Evidently, the length scale of the motions reported by rheology are larger than
those of the α-relaxation. One may think of the fundamental times obtained from
the shear–stress experiments for NOHM-I-PEI as being impacted by the character-
istic times of the motion of silica nanoparticles. These nanoparticles are moving in
a liquid medium whose viscosity is determined by the tethered PEI chains, and the
characteristic length scale mainly set by the particle–particle interactions. Indeed,
Cheng et al. have shown that nanoparticles contribute to the structural dynamics in
nanocomposites [124].

With this in mind, the diffusivity, D1, of the inorganic nanoparticles can be esti-
mated as D1 = R2

c/2τ , where Rc = (3Vc/4π)
1
3 is the particle jump length, τ ∼ 1/ωc

is the hopping time, Vc ∼ (1 − φ)KBT/G ′(ωc), φ is the particle volume fraction,
ωc is the angular frequency at which the dynamic loss and storage modulus inter-
sect, KB is the Boltzmann constant, and T is the reference temperature at which
the master curves are constructed [87]. Inserting values from Fig. 9 into this equa-
tion, we find D1 ∼ 9.1 × 10−26m2/s. The diffusivity can also be calculated from the
Stokes–Einstein equation, D2 = KBTωc/(6πRp|G∗(ωc)|), where Rp is the radius of
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the nanoparticles (∼3.5 nm), and |G∗(ωc)| = √
2G ′2(ωc) is the absolute value of the

complex modulus at ωc [125]. This delivers D2 ∼ 5.8 × 10−26m2/s. The suggested
meaning of the rheological result is plausible given the fact that D1 ≈ D2. However,
the calculated values of diffusivity are too low to be independently confirmed as
they cannot be accessed by state-of-the-art techniques such as Pulsed Field Gradient
NMR.

Concerning the slopes of the low-frequency side of G ′ and G ′′, we find values of
0.96 and 0.79, respectively, for the polymer, and 0.88 and 0.77 for the NOHM. The
Zimm model estimates a slope of ∼2/3 for the glass-to-rubber transition region of
G ′ and G ′′ (plotted against ω), and this is found to hold for many polymers [126,
127]. On the other hand, simple molecular glass-forming liquids are known to have
one mechanical relaxation corresponding to the glass transition with low-frequency
slopes of 2 and 1 for G ′ and G ′′, respectively [128]. There is no doubt the slopes
obtained for PEI and NOHM-I-PEI point to intricate phenomena not captured by
these models, probably, due to the highly branched chains in PEI. Lastly, the high-
frequency limiting shear modulus, G∞, slightly increases from 1.8 × 109 for PEI
to 2.5 × 109 Pa for the NOHM, signifying mechanical enhancement in the hybrid,
which is also evident in the increased viscosity of NOHM-I-PEI (data not shown).

Figure12 displays the imaginary part ε∗ of the complex permittivity plotted as a
function of frequency, measured by heating and cooling runs for PEI and NOHM-
I-PEI; the thermal reproducibility of the measurements is assured. At low temper-
atures, one peak is observed, while at higher temperatures, two peaks appear in
addition to a conductivity contribution to the spectrum. It is clear from this figure,
as well as Fig. 13—which provides similar data for a wider temperature range, and
also includes the real part of the complex conductivity function—that the spectral
differences between the two data sets are rather subtle. Equation3 was used to quan-
titatively analyze the data, e.g., as displayed in Fig. 10a, b by dotted and solid lines,
respectively.Mean relaxation times for the two processeswere calculated usingEq.4,
and are presented as functions of inverse temperature in Fig. 14. Also displayed in
the same graph are the mean structural relaxation times calculated from Fig. 11 as
τm(T ) = τre f (Tref )/aT , where τre f is the mean relaxation time at the reference tem-
perature, Tre f , and aT is the corresponding shift factor. It is observed that the mean
times for the two relaxations in PEI coincide with the corresponding ones in NOHM-
I-PEI as deduced from BDS data. The process at high temperatures is described by
Eq.6 which, when extrapolated to a relaxation time of 100s, coincides with the
calorimetrically determined glass transition temperature (215K) for the two materi-
als. Also, the mean times accessed from rheology for PEI agree with those obtained
from BDS. This process is therefore assigned to the fluctuation of PEI segments.
However, as already discussed—and ascribed to the contributions from the networks
of silica cores—the mean times delivered from rheology for the hybrid material are
significantly slower than those from dielectric spectroscopy.

The relaxation at low temperatures has an Arrhenius-type thermal activation and
is therefore well-described by Eq.5. This is characteristic of localized dipolar relax-
ations, and is identified as a β-process arising from the localized motion of the
amine-terminated side groups (with an activation energy of 37.9 kJ/mol). The tem-
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Fig. 12 Dielectric loss, ε′′,
as a function of frequency,
f , at different temperatures
as indicated for a neat PEI
and b NOHM-I-PEI. At low
temperatures, the data can be
described by one
Havriliak–Negami (HN)
function as demonstrated in
(a), while at higher
temperatures, two HN
functions are required. An
example of the fitting is
shown in panel (b) for data
taken at 240K. Filled and
empty symbols represent
data collected in cooling and
heating runs, respectively.
Inset: the chemical structure
of NOHM-I-PEI obtained
from Ref. [67]. The error
bars are comparable to the
size of the symbols unless
otherwise indicated.
Reprinted with permission
from Ref. [123]. Copyright
(2021) American Chemical
Society

perature dependence of the relaxation strength, Δεβ , of this process is given in the
inset of Fig. 14, and is observed to undergo a change in slope at Tg . This phenomenon
can be explained by the idea of “cage breaking” [129–133]: below Tg , the side group
undergoes localized motions while attached to static segments of the backbone. The
restrictions imposed by the “frozen” segments resemble those of a cage, so much
so that as the temperature is increased, the cage becomes larger by virtue of their
movement. The motion of the segments on the backbone gives the side group more
degrees of freedom for its movements, and at some finite temperature above Tg , the
two relaxations merge. Now, given the identical temperature dependence of Δεβ

for PEI and NOHM-I-PEI, it is inferred that the underlying process has exactly the
same origin and mechanism in both materials. Both the α- and β-relaxations take
place on very short length scales; it is therefore not surprising that the introduction of
nanoparticles does not affect these processes, at least in terms of theirmean relaxation
times. Processes occurring at longer length scales would be affected in dependence
on molecular weight as well as the grafting density; using a Type A polymer [134]
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Fig. 13 The imaginary part of the complex dielectric function, ε∗, and the real part of the complex
conductivity function, σ′, for PEI a, c and NOHM-I-PEI b, d. The error bars are comparable to
the size of the symbols unless otherwise indicated. Reprinted with permission from Ref. [123].
Copyright (2021) American Chemical Society

as canopy, Kim et al. have demonstrated this for a NOHM material comprising a
poly(cis–1,4–isoprene) [135].

Concerning the shape of the α-process, representative HN functions obtained by
fitting Eq.3 to the dielectric loss data are shown in Fig. 15. For ease of comparison,
the functions are normalized with respect to the maximal loss value. It is observed
that the peaks are narrower for the neat polymer compared to the NOHMmaterial, a
finding that runs counter to the results discussed in Sect. 3.1 (PMMA-based compos-
ites), and to other reports about conventional nanocomposites [22, 34, 95]. This is
nevertheless consistent with an observed broader glass transition in PEI than in the
NOHM (see inset, Fig. 15). As discussed earlier for PMMA-based nanocomposites,
the broadening of the distribution of the relaxation times for the primaryα- relaxation
arises from interfacial interactions, and from an increase in free volume due to chain
packing frustrations in the wetting/dewetting zones of the graft/matrix. The polymer
used for the preparation of NOHMs in this work is highly branched PEI, and there-
fore the neat system has more free volume than a simple linear polymer [136, 137].
The NOHM system by definition is self-suspended, i.e., no bulk-free polymer matrix
exists; we posit that the silica nanoparticles take up some of the free volume that
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Fig. 14 Mean relaxation times of the α- and β-relaxations (right y-axis) for PEI and NOHM-I-PEI
obtained from BDS (blue symbols) and rheology (dark yellow). The mean times, τm , from the rhe-
ology data are estimated as τm(T ) = τre f (Tre f )/aT , where τre f is the mean structural relaxation
time at the reference temperature Tre f and aT is the corresponding shift factor. The DC ionic con-
ductivity (left y-axis) versus inverse temperature for the two samples (hexagons) is also presented.
The Tg values determined from DSC are shown by pentagon symbols and are plotted using the
assumption that the calorimetric glass transition temperature coincides with a segmental relaxation
time of 100s. Inset: the temperature evolution of the dielectric relaxation strength associated with
the β-process in the neat polymer and the NOHM. In all cases, empty symbols are for PEI, while
filled symbols represent NOHM-I-PEI data. The error bars are comparable to the size of the symbols
unless otherwise indicated. Reprinted with permission fromRef. [123]. Copyright (2021) American
Chemical Society

Fig. 15 HN functions used to describe the structural relaxation in the polymer (PEI) and the hybrid
material (NOHM-I-PEI) at 225 and 235K. Inset: plots of the temperature derivative of the heat
capacity traces showing the Tg and breadth of the transition in PEI and NOHM-I-PEI. Interestingly,
the hybrid material has a narrower peak than the neat polymer. Adapted with permission from Ref.
[123]. Copyright (2021) American Chemical Society



Dynamics in Polymer Nanocomposites—From Conventional … 149

would otherwise be present in neat PEI. This effectively “freezes” out some faster
modes, a phenomenon that manifests itself in terms of a narrower peak in the hybrid.
Furthermore, as deduced from the X-ray scattering data, the NOHM is hierarchically
organized including mesoscale structures of about 1.4nm in size. Cosby et al. have
shown, for other liquids, that the dynamic signature for a mesoscale organization is
a Debye-like relaxation that is slower than the structural process [138]. While we
do not find a new sub-α-peak in the dielectric spectra of the NOHM material, the
narrowing of the α-process may be indicative of the contribution of mesostructures
to the total polarization in the hybrid material. More experimental and simulation
efforts are required to shed more light on this aspect of dynamics in NOHMs.

Finally, we now consider the long-range ionic conductivity in these samples.
As observed in Fig. 13, σ′ exhibits a plateau at temperatures above 200K in our
frequency window. This plateau corresponds to the DC ionic conductivity, σ0, of
the material. The decrease observed upon further lowering of the frequency, see, for
instance, data taken at 360 and 400K, is due to electrode polarization which has
its origin in the accumulation of charges at the electrodes, as well as the Maxwell–
Wagner–Sillars polarization due to the presence of interfaces. These phenomena are
outside the scope of the current study. The values of σ0 are plotted as functions of
inverse temperature in Fig. 14. The levels of ionic conductivity observed here are
typical for many amorphous polymers that basically arise from minute amounts of
impurities left over from polymerization. However, since σ0 in the neat polymer is
slightly higher than that of the hybrid material, this may be deciphered to be proton
conductivity: hydrogen bonding in NOHM-I-PEI causes a reduction in the number of
protons available to contribute to long-range charge transport compared to the case
in neat PEI. This idea is worth substantive investigation using appropriate systems
such as NOHMs bearing polymerized ionic liquids as canopies.

13C NMR was used to gain a mechanistic understanding of the local motions
of methylene groups in both PEI and NOHM-I-PEI by comparing their respective
spin–lattice relaxation, thereby helping provide greater insight into the information
derived from dielectric spectroscopy. Figure16 displays the NMR spectra for the
hybrid material as measured in the temperature range, 280–400K. There are eight
distinguishable peaks corresponding to different methylene groups identified (see
inset) according to data available in the literature [139–141]. The degree of branching
of the nitrogen atoms in the α and β positions of the carbon atom can be associated
with the chemical shift of 13C. Peaks a and b represent methylene groups located
between a secondary and tertiary amino group, with the former being adjacent to
secondary and the latter to tertiary groups. Peaks c and d are associated with a
pair of equivalent methylene groups between two tertiary groups and between two
secondary groups, respectively. The peaks e– f and g–h are found between a tertiary
and primary group, and a secondary and primary group, respectively. The relaxation
of the interior methylene groups of the PEI chain would therefore be represented
by peaks a, b, c, and d, while that of the exterior is reflected in e, f , g, and h. As
the temperature is lowered from 320 to 280K, it is observed that the peaks undergo
appreciable broadening so much so that the temperature-dependent data exhibit a
T1 minimum. This kind of minimum takes place at the temperature at which the
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Fig. 16 Scheme of the partial structure of the branched PEI (top)with alphabetic labels representing
different methylene groups in the polymer chain. The 13C NMR spectra (bottom) of neat, dry
NOHM-I-PEI at different temperatures with the respective assignments. Reprinted with permission
from Ref. [123]. Copyright (2021) American Chemical Society

molecular motions are close to the observatory frequency, (i.e., 100.1MHz in this
case), satisfying the requirement ωτc ∼ 6.16 [142].

Figure17 shows T1 values plotted as a function of inverse temperature for the
relaxation of both the interior and exterior methylene groups in the hybrid material.
Given the fact that the minimum occurs at lower temperatures for the methylene
groups at the ends of the chains compared to those in the interior, it follows that there
are longer correlation times for the latter groups. For both PEI and NOHM-I-PEI,
therefore, the local motion is reduced for the carbons located in the interior parts
of the polymer chain. For each methylene group, there is remarkable similarity of
the findings between PEI and NOHM-I-PEI in terms of shape and temperature of
T1 minimum (see insets, Fig. 17) implying that the presence of silica nanoparticles
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Fig. 17 A plot of the
relaxation times for the
interior methylene groups a
and exterior methylene
groups b in NOHM-I-PEI as
a function of inverse
temperature. The dashed
lines are calculated from the
estimated correlation times
based on Eq.7. Insets: T1
relaxation times for peak d a
and peak h b in the neat PEI
and NOHM-I-PEI canopy as
a function of inverse
temperature. Adapted with
permission from Ref. [123].
Copyright (2021) American
Chemical Society

does not hinder the local polymer dynamics in the canopy. This is consistent with
the findings from BDS about the α- and β-processes, and with other related studies
[70].

As described by Gouverneur et al. [142], using the Bloembergen–Purcell–Pound
(BPP) model, the correlation times were extracted from the relaxation times as

1

T1
= C

( τC

1 + ω2
0τ

2
C

+ 4τC
1 + 4ω2

0τ
2
C

)
(7)

where the relaxation rate is related to the correlation time τC with C and ωC constant
[143]. The temperature trend of the correlation time has Arrhenius-type relationship
in this analysis, allowing the estimation of the activation energies. The dashed lines
in Fig. 17 represent the relaxation time calculated from the correlation times for
the NOHM-I-PEI. Specifically, there is good agreement between the model and the
acquired data for peaks associated with methylene groups close to primary amino
groups, which would correspond to the side and end groups of the polymer (i.e., e,
f , g, and h) and those situated between two secondary amino groups (i.e., peak d).
This means that the local dynamics can be explained by one mode of motion. The
relaxation of the exterior methylene groups is in tandem with that of the β-process
as identified from BDS in terms of the activation energy (∼25kJ/mol). Methylene
groups close to tertiary amino groups (i.e., a, b, and c) show the most significant
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Table 4 Activation energies estimated from theBloembergen–Purcell–Pound (BPP) andArrhenius
models for the neat PEI and NOHM-I-PEI samples. Also included in this table are estimated
temperatures at the T1 minimum for the two samples

Peak PEI NOHM-I-PEI

Ea
[±0.05kJ/mol]

T (T1,min )
[±0.1K]

T−1 (T1,min )
[±0.1K−1]

Ea
[±0.05kJ/mol]

T (T1,min )
[±0.1K]

T−1 (T1,min )
[±0.1K−1]

a 25.81 330.5 3.0 25.52 329.9 3.0

b 25.39 341.9 2.9 25.16 340.1 2.9

c 22.26 353.3 2.8 23.72 350.2 2.9

d 26.51 316.6 3.1 26.50 316.8 3.2

e 26.46 324.4 3.1 26.15 326.4 3.1

f 25.68 304.6 3.3 24.93 304.7 3.1

g 28.71 312.1 3.2 27.59 310.6 3.2

g 29.39 293.7 3.4 29.50 297.2 3.4

deviations from the rest. This could be explained in terms of either a deviation from
Arrhenius character (as is the case for the α-process identified from BDS studies)
or the significant broadening of the corresponding peaks at low temperatures. As
seen from the activation energies recorded in Table4, although neat PEI has slightly
higher values, the absolute numbers are very similar for all studied peaks.

4 Conclusions

A series of conventional PMMA-based nanocomposites, with and without graft
chains, have been studied by varying the molecular weight of the matrix and the
loading levels (0, 1, 3, and 5wt%, based on the mass of the silica nanoparticles) of
nanoparticles. The main difference between PNCs and PGNCs is found to show up
in terms of the shape of their respective primary structural relaxation. PGNCs show
pronounced broadening on the high-frequency side as a function of the molecular
weight of the matrix and the nanoparticle loading level. Interestingly, in spite of the
presence of these faster modes, calorimetric studies show that for a given molecular
weight of the host matrix, the Tg of the PGNCs is higher than that of PNCs. Instead,
the trend in values of Tg scales with themean relaxation times of theα-process. These
studies suggest that faster modes for the α-relaxation arise from density fluctuations
driven by chain packing frustrations due to entanglements and chain interdiffusion.
The character of this nonuniform interphase region is then to be considered as an
essential attribute that affects the dynamic behavior and dispersion of PNCs and
PGNCs. Figure18 shows a schematic representation of the changes that happen to
the segmental mobility due to matrix–graft and matrix–nanoparticle interactions.
The picture drawn with the PNC and PGNC systems in mind is unified: spatial con-
finement of chains to the interface hinders the motion of segments, while the very
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Fig. 18 Schematic representation of polymer-based nanocomposites, depicting the changes in
segmental mobility that are envisioned in the vicinity of silica nanoparticles in PNCs and PGNCs.
Reprinted with permission from Ref. [95]. Copyright (2021) American Chemical Society

presence of an interfacial region generated between the surface (whether bare or
decorated) and the matrix gives rise to faster modes due to an increase in free vol-
ume in the interfacial zone. For the self-suspended nanocomposite system based on
highly branched polyethylenimine, intricate dynamics are observed: the structural
relaxation has a narrower peak in the hybrid than the neat polymer. Additionally,
while BDS results show identical structural dynamics in the NOHM and PEI in
terms of their mean relaxation times, rheological experiments reveal a slowed-down
structural process in the hybrid. By combining insights from structural and dynamics
studies, it is shown that the network of silica nanoparticles in NOHMs contribute to
their mechanical energy dissipation, and that hierarchical organization in the system
influences both dipolar relaxations and charge transport.
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Polymer Composites with Molecular
Fillers: Microscopic Views into
Supramolecular Reinforcement

Kay Saalwächter

Abstract This chapter provides an overview of the insights that dielectric spec-
troscopy can provide into mechanisms of supramolecular reinforcement of polymer
chains equippedwith associating polar “sticky” groups. This situation features analo-
gies to the pinning of polymer chains to attractive nanoparticles, but the dielectric
response of the polar groups provides direct access to the dynamics of the sticky
sites. This is of potential use in elucidating the molecular origin of the viscoelastic
properties of such materials. Analogies and differences between systems composed
of defined binary associates versus large aggregates are discussed, and ambiguities
as well as open challenges in interpreting the experimental results are highlighted.

Keywords Associative networks · Transient networks · Telechelic polymers ·
Supramolecular polymers · Ionomers · Aggregation · Hydrogen bonds ·
Self-healing

Symbols and Abbreviations
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DP Degree of polymerization
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E st
a Activation energy for sticker dissociation

HN Havriliak-Negami (fitting function)
ILM Interfacial layer model
IR Infrared (spectroscopy)
J (τopen) Number of returns of a free sticker
Ka/d Association/dissociation equilibrium constant
k+ Association rate
k− Dissociation rate
μ Electric dipole moment, mostly in Debye (1 D = 3.336×10−30 C·m)
MWS Maxwell-Wagner-Sillars (interfacial polarization process)
n̄ (mole) number density
τ ∗
α or τα2 Dielectric relaxation time associated with sticky groups

τ ∗
d Timescale for sticker dissociation (= 1/k−)

τCR Dielectric relaxtion time related to sticker clusters; unknown origin
τopen Timescale of free-sticker diffusion
τrot and τ ′

rot Rotational correlation time of a free sticker and a sticker pair, resp.
τ ∗
st Rheologically relevant relaxation time of a sticky chain segment
Tg Glass transition temperature
PB Polybutadiene
PDMS Polydimethylsiloxane
PI Polyisoprene
PIB Polyisobutylene
ω Angular frequency in rad/s
SAXS Small-angle X-ray scattering

1 Introduction

In this chapter, we turn to “molecular nanocomposites”, where the reinforcement
is provided by associating supramolecular groups, henceforth referred to as sticky
groups or stickers. These may either be distributed sparsely along the polymer back-
bone or be located at the chain ends (the case of telechelic polymers). We restrict
ourselves to the case of unpolar polymer backbones, which provide an enhanced
tendency of association of the more polar or even ionic stickers. While the topic is
somewhat at the edge of the scope of this book, a glimpse into this field is worthwhile,
as Broadband Dielectric Spectroscopy (BDS) as well as other spectroscopic tech-
niques such as Nuclear Magnetic Resonance (NMR) enable a rather unobstructed
view into the interactions and dynamics of the stickers. This provides data that can
potentially help elucidating reinforcement mechanisms related to transiently pinned
chains, which are also relevant for conventional nanocomposites.

Figure1 provides an overviewof the scope of this chapter and the relevant dynamic
processes related to the stickers and the chains they are attached to. Our main focus
is the case of unspecific aggregation into large clusters, which are often assumed
to be (but may actually not be) spherical. This is the more common case given
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Fig. 1 Two different scenarios for supramolecular reinforcement provided by polar or ionic sticky
groups: a Unspecific aggregation into clusters versus b defined pairwise association as assumed for
phenylurazole groups [2]. Different relevant dynamic processes are indicated, such as the segmental
α relaxation of the polymer backbone (τα), a cluster-related relaxation (τCR), the tumbling time of
a free sticker (τrot) or a binary associate (τ ′

rot), association/dissociation with equilibrium constant
Kd/a = k+/k− (k+,− being the respective rates), and the timescale of open sticker diffusion τopen

a large mismatch in polarity or, more generally, the relevant molecular solubility
parameters. In special cases, stickers with defined hydrogen-bonding motifs may
favor a pairwise sticky bonding. This ismostly realized in solvent-containing systems
given the right solubility balance, but in the bulk such a scenario cannot always be
proven unambiguously. It is attractive because it lends itself to more quantitative
treatments in terms of data interpretation and the application of microscopic models
such as the sticky reptation model [1].

This contribution tries to give an up-to-date critical account of what BDS can
teach us in this class of materials. We will first provide a short summary of insights
obtained for classical ionomers, where the clusters always involve a significant frac-
tion of backbone segments with largely reducedmobility.We then turn to elastomeric
materials where sticker association does not change backbone segmental dynamics
(i.e., the timescale of the α relaxation) of more distant Kuhn segments to a sig-
nificant degree, which comprise supramolecular groups interacting via hydrogen
bonds or π-π interactions. Such transient networks hold promise for applications as
smart materials, allowing for complex functions such as self-healing, reprocessing or
shapememory,with application perspectives in actuation, 3Dprinting or biomedicine
[3–6]. We will first focus on the mentioned model cases with an assumed defined
binary association, and then address different cluster-forming systems showing rather
similar phenomenology, comprising uncharged as well as charged systems (the
latter based upon ionic-liquid-like moieties that associate without strong mobility
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reduction of the backbone). It will be shown that “supramolecular reinforcement”
in cluster-forming systems can share strong similarities to the reinforcement arising
from nanoparticles, in particular with regards to the relevance of interface-related
motional restrictions to the polymer dynamics.

2 Classical Ionomers

The case of high-polarity aggregates in ionomers [7], i.e., polymers equipped with
sparse ionic sites, has significant relevance in polymer technology. In these classical
cases comprising unpolar backbones such as polystyrene functionalized with car-
boxylic or sulfonic acid groups and then neutralized by metal ions, a picture like
the one in Fig. 1a is widely accepted. According to Eisenberg, Hird, and Moore
[8], the charged moieties form small (∼1nm) multiplets surrounded by a corona
of strongly immobilized backbone segments of a few nm diameter, depending on
backbone stiffness. If such structures overlap to form larger percolated aggregates,
a separate Tg may be detectable. Ionomers are thus thermoplastic materials that are
self-reinforced with nanometric inclusions, and are mostly in use for high-modulus
performance applications, DuPont’s polyethylene-based SurlynTM and its use for
golf balls being a good example. But the concept also extends to elastomers [9],
where NMR experiments from our group have revealed that the rigid clusters act as
a reinforcing nanoscopic filler [10].

Detailed BDS studies on such ionomers have been performed by the Winey and
Runt groups [11, 12]. Apart from features related to the weak conductivity, including
electrode polarization (EP) andMaxwell-Wagner-Sillars (MWS) relaxations, one can
usually identify one or two segmental relaxations. It is noted that dielectric spectra
ε′′(ω) of the materials described in this chapter can rarely be analyzed directly,
due to an overwhelming conductivity contribution at low frequencies. This can be
circumvented by calculating the derivative quantity

ε′′
deriv(ω) = −(π/2)(∂ε′(ω)/∂ lnω) (1)

as provided by theKramers-Kronig relations [13]. This quantity can then be subjected
to the usual decomposition into several contributions, using fits to combinations of
common model functions such as Havriliak Negami (HN) in a suitably adapted
derivative form.

In this way, one finds in ionomers either a single broadened α relaxation or
another separate, 1–2 decades slower α2 or α∗ relaxation, whose molecular origin
is not fully clear. Details depend on the degrees of acid functionalization and metal
hydroxide neutralization as well as the type of metal ion. Molecular relaxations in
such systems are generally associated with dipole fluctuations of a small fraction of
free acid groups, while the charge-related di- and multipoles within the aggregates
are thought to be screened and not contribute to the dielectric response. This is
corroborated by trends of decreasing ionic strength of both processes with increasing
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Fig. 2 aRheological master curves of the storage and loss moduli of different PEO-based ionomers
with a given fraction of sodium sulfonate isophtalate moieties, identifying the characteristic fre-
quency (ωc) of sticky Rouse unit; b dielectric loss derived from ε′ via derivative analysis for one
sample, with a fit using a power law for EP and two HN functions, and c dielectric peak frequency
for the α2 process (ωmax) versus the characteristic rheological frequency ωc associated with ionic
dissociation. Reproduced from Ref. [14] with permission from the Society of Rheology

metal content [12]. A final picture is, however, not available, and it is well possible
that groups transiently leaving the aggregates or even relaxations within them could
play a role.

Due to their main application as high-modulus materials, flow above Tg and chain
dynamics in these classical ionomers have been rarely studied. In an important contri-
bution from the Colby group [14], it could be shown that the maximum frequency of
the dielectricα2 process in a non-crystallizing PEO-based ionomer is nearly identical
to a characteristic frequency ωc derived from the onset of flow in rheological master
curves, as illustrated in Fig. 2. Note that the correlation presented in Fig. 2c comprises
several samples with different levels of functionalization and chain length, measured
at different temperatures. The frequency ωc corresponds to the inverse timescale of
the relaxation of a part of the chain between two stickers, which was associated with
the “sticky Rouse” unit, constituting a limiting case of sticky reptation theory [1].

In the given samples, where stickers are closely spaced and where the backbone
is sufficiently polar to facilitate diffusion of a free ionic sticker, one can thus directly
associate the dielectric α2 process with the rearrangement of ionic groups, i.e., the
process of an ion pair leaving a given cluster and finding a new one. It could thus
share some similarities with the process of conductivity relaxation, which is related
to local rearrangements of the ions and discussed as the elementary process of charge
transport in molecular ion conductors [15]. It turns out, however, that the observation
of matching microscopic and macroscopic timescales is a rare exception rather than
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the rule. There aremany reasons for a given rheological timescale to be different from
a local sticker fluctuation, an obvious one being the possible return of a dissociated
sticker to its original binding site [16]. In the studied system, this probability was
considered to be low due to the high concentration and close spatial proximity of the
many clusters.

3 Transient Elastomers Formed by Sticker Pairs

We now turn to a special and sufficiently simple model system that has enabled very
detailed analyses of BDS results and will serve as a starting point of our discussion
of more complex materials. This is the case of stickers that form defined binary
interactions as illustrated in Fig. 1b, thus turning long chains with multiple stickers
into a transient elastomer (in case of telechelics, only supramolecular linear chains
would be formed).

Pioneering work is due to Stadler and coworkers [2, 17, 18], who studied well-
entangled polybutadiene (PB) randomly grafted with phenylurazole groups (their
structure is shown in Fig. 1b), with spacings roughly equal to or higher than the entan-
glement molecular weight. While the presence of larger aggregates can probably not
be fully excluded, this systemwas concluded to be governed by pairwise interactions
on the basis of results from infrared (IR) spectroscopy [2], which enables the deter-
mination of the sticker pair and free sticker concentrations (cS2 and cS , respectively).
The data shown in Fig. 3 demonstrates that the system has a rather featured dielectric
response and enables the separation and quantification of theα and β relaxations that
are also found in bulk PB, and one additional process (α∗) attributed to the stickers
(see Fig. 3a). A consistent analysis of this systemwas presented byMüller et al. [18],
and shall be summarized here due to its exemplary character.

A relaxation map, i.e., an Arrhenius plot of characteristic frequencies (inverse
correlation times) on a log scale versus 1/T , is shown in Fig. 3b (for better com-
parison, all following relaxation maps in this chapter will follow this convention). It
demonstrates that the β relaxation of PB is unaffected, while the segmental α relax-
ation slows down upon modification with stickers. The α∗ process also slows down
upon increasing the sticker concentration and broadens on cooling, which we take up
below. The timescales of both the α and the α∗ relaxations exhibit a Vogel-Fulcher
(VF) behavior. Their divergence at a common Vogel temperature is a common fea-
ture of relaxations in such sticky polymer systems, and is usually attributed to a
coupling of sticker-related and segmental dynamics, where the timescale of the latter
is thought to represent the microscopic attempt time of the former [14, 16],

τ ∗
α(T ) = τα(T ) exp{E st

a /RT } . (2)

Here, the activation energy E st
a may be associated with the opening of the sticky

bonds in cases where τ ∗
α is related to the bond-opening process. This is the case in the

given system, as corroborated by the fact that a timescale of macroscopic mechanical
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Fig. 3 a Dielectric loss
curves for polybutadiene
(PB) modified with 4mol%
of phenylurazole groups,
where 3 processes can be
separated via HN fits.
Reproduced from Ref. [17]
with permission from
Springer Nature. b
Relaxation map for samples
with different degrees of
modification, including also
the relaxation of a sticky
chain segment from
rheological measurements
(α∗

st). The inset shows the
temperature dependence of
the temperature-normalized
relaxation strength �ε T of
the sticker-related process.
Reproduced from Ref. [18]
with permission from the
American Chemical Society

relaxation, also shown in Fig. 3b and henceforth referred to as sticky chain relaxation
process α∗

st (with the sticky (sub)chain lifetime τ ∗
st), has the same temperature depen-

dence. Note that this process is detected in addition to the terminal flow time, which
happens on much longer timescales as captured by the sticky reptation model [1].
Interestingly, that timescale shows no significant dependence on the sticker fraction,
meaning that it is associated with subchains of variable length between two stickers
as constraints dominating the relaxation timescale.

Müller et al. [18] worked out a near-quantitative understanding of the dielectric
response, based upon the assumed pairwise binding motif. The bonding equilibrium
is given by

S + S
k+�
k−

S2 , (3)

where k+ and k− are the rates of association and dissociation, respectively. These
are related to the equilibrium constant via Ka/d = cS2/c

2
S = k+/k−. Its enthalpic and

entropic contributions can be obtained from the temperature-dependent cS2 and cS
as taken from the IR spectroscopy results [2].



170 K. Saalwächter

With regards to BDS, we have to consider two different entities, S and S2, with
their respective dipolemoments. Thesefluctuate in time through a number of different
processes, which comprise rotations of the different entities with different correlation
times τrot and τ ′

rot, respectively (see Fig. 1b), but also chemical relaxation [19]. The
latter arises from the change in dipole moment upon association or dissociation with
the respective rate constants, see the reaction scheme (3). In the system with 4mol %
stickers, the dielectic α∗ process and the corresponding mechanical sticky subchain
relaxation are very close, suggesting a direct relation to sticker dissociation, τ ∗

d =
1/k−. The decorrelation of the relevant dipole moment is, however, also affected by
the overall rotation of the dimer with τ ′

rot,

τ ∗
α = (

1/τ ∗
d + 1/τ ′

rot

)−1
. (4)

Thus, the faster of the two constituent correlation times will dominate the mea-
sured τ ∗

α , and distributions of these correlation times would dominate either the high-
or the low-frequency tail of the observed process.

The above considerations can only be correct when a contribution of the dissoci-
ated unimers to τ ∗

α can be excluded. This was achieved by quantitative analyses of
measured relaxation strength �ε = εs − ε∞, where εs and ε∞ are the permittivities
in the low- and high-frequency limits of the investigated process. �ε is taken from
the HN fits, and can be related to the effective fluctuating dipole moment μeff via the
Onsager equation (neglecting a Kirkwood-Fröhlich correlation factor),

μ2
eff = 9kT

4πn̄
ε0

�ε(2εs + ε∞)

εs(ε∞ + 2)2
, (5)

where n̄ is the number density of fluctuating units.
Two pieces of evidence were combined. First, Eq. (5) suggests that the product

�ε T should be proportional to n̄, which can be either cS2 or cS . The inset of Fig. 3b
shows that�ε T increases from sample to sample, proportionally to the overall sticky
group content, and that it decreases as temperature increases. The concentration of
unimers can only increase with temperature; thus it was concluded that dimers must
dominate the α∗ process. Second, associating n̄ with the known cS2 of all samples,
Eq. (5) provides a μeff of about 0.6 D for all samples. This value was discussed
to be in agreement with modeling calculations of the dimer structure, and much
lower than the 2.6 D associated with the dissociated urazole groups. Note that the
coplanar centrosymmetric structure of the dimer sketched in Fig. 1b implies a zero
dipole moment, however, force-field calculations support a twisted structure with
finite dipole moment.

Finally, Müller et al. argued that the unimer contribution to the dielectric spec-
tra is dominated by their fast rotation within the PB matrix on a timescale close
to the segmental τα; the observed asymmetric broadening of the α relaxation was
explained in this way. The association reaction was estimated to be too slow to make
a contribution here. Similarly, the considerable broadening of the α∗ relaxation on
cooling could be attributed to a change in relevance of τ ∗

d versus τ ′
rot, see Eq. (4).
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This observation was, however, not analyzed further, and one may suspect that the
occurrence of larger aggregates could also play a role.

The missing piece of the puzzle concerns the variable timescale separation of
the localized mechanical process (being independent of sticker concentration) and
the sample-dependent τ ∗

α . It was argued that at lower sticker contents, τ ∗
α should be

increasingly dominated by τ ′
rot, which decreases due to a lower Tg of the samples

with less stickers (�Tg amounts to about 7.5K from pure PB to the 4mol % sample).
But a discussion of actual timescales was not provided, and additional factors could
play a role.

3.1 Sticky Bond Lifetime Renormalization

At this point, more recent insights from theory come into play. In the original sticky
reptation model [1], the local stress relaxation process of a given chain segment was
associated with the dissocation rate k− of the equilibrium (3). However, an important
feature of an equilibrium is the possibility of a backwards reaction, which for a given
pair does not change the overall connectivity and should not affect the mechanical
response. Thus, Rubinstein and Semenov [16] suggested that a dissociated sticker
must find another bonding partner for stress relaxation to occur and that the sticky
bond lifetime should be renormalized. The relevant quantity is the average number of
returns to the original parter J (τopen). In later work [20], Rubinstein and coworkers
refined the bond lifetime renormalization (BLrN) model and provided a prediction
for the rheologically active stick bond lifetime and the dissociation time,

τ ∗
st = J (τopen)τ

∗
d + τopen , (6)

where τopen is introduced as the time it takes a sticker to find a newpartner by diffusive
exploration (see Fig. 1). Both τopen and J (τopen) were suggested to reflect the restric-
tions to diffusion by the local chain connectivity (leading to Rouse-like subdiffusion
with the mean-square displacement scaling as t1/2) as well as the typical distance
to the next bonding partner, from which τopen and J (τopen) arise from the solution
of a first-passage problem. Importantly, the theory assumes strictly binary interac-
tions and calculates the average next-free-neighbor distance from their concentration
provided by the association/dissociation equilibrium.

These factors could well play a role in the system of Stadler and coworkers. Only
recently, an analogous system of phenylurazole stickers attached to polyisoprene (PI)
was prepared and studied in detail by the Richter group [21, 22]. The aim of Gold
et al. was to provide evidence for the validity of the BLrN model. They allowed the
subdiffusive exponent to vary, and found a value of 0.36, which is very reasonable
for a system with additional entanglement constraints.

However, cautionary remarks are on order. Gold et al. assumed their τ ∗
α to coin-

cide with τ ∗
d , thus neglecting the possible dipole decorrelation due to τ ′

rot. They
just pointed out the alleged centrosymmtric symmetry of the sticker pair and its
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consequently vanishing dipole moment. No proof was given, and it seems unlikely
that the situation in the PI matrix is different from the one in PB. Further, no assess-
ment of the relaxation strength was presented, which was shown above to provide
very relevant insights into this question.

A second aspect of concern is the interpretation and validity of Eq. (2) of this
chapter. The microscopic view behind this equation has been fundamentally chal-
lenged very recently by Ghosh and Schweizer [23], but we here restrict ourselves
to even more obvious shortcomings. The equation is often used in the given con-
text, and the activation energy is nearly always associated with the bond energy, i.e.,
the enthalpic contribution to the equilibrium (3). This means that the recombination
reaction is barrier-free (εb = 0) and is assumed to happen instantaneously. The rel-
evance of an additional barrier εb > 0 has actually been pointed out in Rubinstein’s
and Semenov’s earlier work [16], explicitly stating that its presence would lead to
significant slowdown, as two open sticky sites have to spend considerable time close
to each other to associate. This would provide an additional contribution to BLrN
that has been neglected in the later elaboration [20]. A high barrier would in fact
switch the scenario to “reaction control” rather than diffusion control [24], for which
the BLrN model does not hold.

It is, in fact, very difficult to decide on these aspects, as the energy gain upon
association on the one hand, and the height of a potential barrier on the other hand,
are rarely accessible in an objective way. Notably, relying on a characterization of the
association–dissociation equilibrium on the basis of IR spectroscopy, Gold et al. did
provide a comparison of E st

a obtained from Eq. (2) and the reaction enthalpy �Hst

derived from IR spectroscopy [21, 22], and concluded on a significant barrier (εb =
13 kJ/mol for lowly functionalized PI and even 46 kJ/mol for 4mol% of stickers, to
be compared to a �Hst of −16 kJ/mol). They consequently used the latter value for
their estimation of the next-free-neighbor concentration. But this does not remedy
the neglect of the slowdown of sticker recombination arising from the barrier.

A potential barrier was completely neglected in more recent, allegedly successful
tests of the BLrN model published by Sokolov and coworkers [25, 26]. They relied
on the estimation of �Hst based on Eq. (2), which may thus impart two potentially
large errors, the additional one being an underestimation of free stickers available for
recombination (because |�Hst| < E st

a ). Also, the BDS-based τ ∗
α was again equated

with the dissociation timescale without further critical tests. The systems of study
were linear telechelic polymers of different kinds equipped with comparably simple
hydrogen-bonding groups such as –COOH and –NH2. The dominance of binary
sticky bonding was claimed, but not furnished with a clear proof. It, in fact, seems
unlikely that such simple endgroups could not also form larger multiplets or even
clusters. The existence of such structures would require a significant modification of
the BLrN theory, as such less specific aggregates would always be open to receive a
free sticker, thus facilitating sticky chain relaxation considerably [27].
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3.2 Complex Cases

A considerably higher level of complexity, without the possibility to unambigu-
ously separate and/or assign different relaxation processes in both the dielectric as
well as the rheological response, was reported for other systems. Early on, Stadler
and coworkers published on a carboxy-substituted phenylurazole-modified poly-
isobutylene (PIB), in which quasi crystalline clusters appear that even show a melt-
ing endotherm in DSC [28]. Here, an additional slower dielectric relaxation could
be associated with the clusters, and was discussed to originate from the interior
of the clusters rather than in/out fluctuations. In more recent work, even three (!)
α∗ processes were found in an acrylate polymer randomly equipped with sticky
hydrolyzed acrylic acid sidegroups, along with a featureless and much delayed
rheological response for higher functionalization degrees [29]. For telechelic poly-
dimethylsiloxanes (PDMS) with chemically more complex sticky endgroups [30,
31], two sticker-related processes were found in BDS, both with a qualitative cor-
relation to relaxation processes identified in shear rheology data, yet without clear
systematic trends. In all these cases, the authors postulated the coexistence of low-
valency (possibly binary) sticky bonds and larger clusters. The latter are addressed
in the following section.

4 Transient Elastomers with Sticker Clusters

As already pointed out early on by Stadler [18], stickers forming clusters may actu-
ally be the rule rather than the exception. This holds in particular for comparably
polar stickers attached to unpolar polymer backbones. Thus, we now switch to sys-
tems that are entirely dominated by cluster-forming sticky groups, which are again
dielectrically and rheologically simple enough to discuss the relevant relationship
between macroscopic relaxations seen in rheology and the microscopic processes
observed by BDS. We also include additional insights into the chain relaxation on
the molecular level and into the clusters by different solid-state NMR spectroscopy
techniques. Finally, similarities to nanoparticle-based reinforcement related to the
potential relevance of interface-related mobility reduction of polymer segments are
discussed.

4.1 Theoretical Considerations

The polymer-physics implications of polymers equipped with sticky groups forming
large clusters have been worked theoretically by Halperin [32] addressing diblock
copolymers, and Semenov and colleagues [33, 34]. These works focus on micellar
solutions, but are readily generalized to the bulk by adjusting the concentration. They
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emphasize the important role of chain-level entropic effects, which concern crowding
and local stretching effects in the brush-likemicellar corona and the spatial separation
of the stickers. These factors, together with the energy gain on cluster formation and
surface-related effects, determine the size (and also shape) of the aggregates, where
it is reasonable to assume that there is a favorable cluster size with a given aggre-
gation number AN characterized by a rather flat free-energy minimum. Cooperative
relaxation mechanisms involving the contact of two clusters are considered unlikely
due to the repulsive coronas. The association–dissociation equilibrium governing the
sticky chain dynamics is thus qualitatively different from (3):

S + SAN
k+�
k−

SAN+1 . (7)

The physically relevant difference is that stickers do not have to diffuse for a long
time to find another free sticker to pair up with, but will always find another cluster
closeby that can accept another sticker. To a good approximation, since AN ≈ AN+
1, the equilibriumconstant is given by Ka/d = k+/k− = c−1

S ,where the concentration
of free stickers cS is expected to be rather small. In analogy to Eq. (2), the dissociation
rate should follow

k− = k0 exp{−E st
a /RT } , (8)

where the activation energy E st
a = |�Hst| + εb may include a relevant barrier term

εb, and where the attempt rate k0 may (or may not) be associated with the inverse
segmental relaxation time τα(T ). As we cannot be sure about the latter point, in
particular in a system forming large clusters that may be dynamically decoupled
from the surrounding polymer matrix, we henceforth assume a T -independent pre-
exponential factor and discuss only apparent activation energies Eapp

a taken directly
from Arrhenius plots of the respective dynamic quantities. For details, we refer to
our recent publications [35–37].

4.2 Ionic Stickers

We nowmove to a first example illustrated in Fig. 4. The basis of the studied systems
is a modified industrial product, namely, brominated isobutylene isoprene rubber
(BIIR) with highmolecular weight, where the bromine atoms are attached to the rare,
randomly distributed isoprene units (one in∼100 monomers) and aid in crosslinking
of the product. The backbone is thus essentially polyisobutylene (PIB). It can be
modified in a one-step reaction with different alkyl imidazole derivatives to form
a self-healing rubber material with high potential for actual applications [38]. The
resulting ionic stickers (alkyl imidazolium bromide) form clusters with AN ≈ 20,
as taken from small-angle X-ray scattering (SAXS) experiments [35].

The BDS results in Fig. 4 are rather comparable to the ones of Fig. 3, except that
the charge-related conductivity requires the derivative analysis using Eq. (1). This



Polymer Composites with Molecular Fillers: Microscopic Views … 175

Fig. 4 Dynamics in alkylimidazole-modified BIIR: a Dielectric function of BIIR-HI measured at
two different temperatures, with symmetric broadening parameters β of the HN fits for the different
processes indicated. bMaster curve of the complexmodulus of BIIR-NI showing the drop in storage
modulus (dashed lines) related to sticky chain relaxation, and the corresponding relaxation peak in
the loss modulus fitted to an HN function (solid line). c Relaxation map comparing the BDS-based
cluster relaxation (solid symbols) with the segmental relaxation of pure BIIR (dashed line) and the
chain-level relaxation measured independently by rheology and NMR (open symbols). The solid
lines reflect the T -dependence from the rheological shift factors. The ranges of apparent activation
energies Eapp

a are indicated. A sketch of the chemical structures is given at the top. Reproduced in
parts from Ref. [35] with permission from the American Chemical Society

reveals an additional process attributed to electrode polarization (EP). Theα∗ process
is here referred to as cluster relaxation (CR), which is at high frequencies followed by
the segmental relaxation (we neglect a minor relaxation between EP and CR, which
may well be due to impurities). Pure PIB has an extremely low dipole moment and
thus a low relaxation strength [39]. The α process observed in the BIIR is actually
tied to the polar groups acting as dilute probes. It is difficult to separate it from the
CR, which is why the relaxation map in Fig. 4c just shows the segmental relaxation
for pure BIIR. The key questions are now whether the CR is a measure of the sticky
bond dissociation and whether the α process may provide its attempt frequency; see
Eq. (8).

In our previous work [35], we have thus conducted dynamic-mechanical analy-
ses and proton time-domain multiple quantum (MQ) NMR experiments to study the
relaxation of the sticky chain sections characterized by τ ∗

st on the macroscopic as
well as microscopic levels. A sample of the mechanical results is shown in Fig. 4b.
The terminal relaxation is actually beyond the frequency and temperature ranges
of the experiments, owing to the large molecular weight, but τ ∗

st
−1 can readily be
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read off from the intermediate maximum of the loss modulus as separated by an
HN fit. We refrain from discussing details concerning the MQ NMR method [35],
and just mention that this method provides a sensitive means to detect the very
weak connectivity-related anisotropy of segmental motion. This readily reflects the
motions of the chains and allows one to extract a segmental orientation autocorrela-
tion function, from which τ ∗

st can be estimated on a microscopic level.
Since the materials are thermorheologically complex, meaning that the tempera-

ture dependence of the measured dynamics switches from being segment-controlled
at low temperatures to sticker-controlled at high temperatures, absolute-scale infor-
mation for τ ∗

st is only available in isothermal experiments, given the limited frequency
or time ranges of the techniques. The relaxationmap in Fig. 4c demonstrates the near-
quantitative correspondence of τ ∗

st
−1 measured on the macro- and micro-scales. It is

seen that in the samples with longer alkyl chains the sticky subchains relax faster, in
line with their improved self-healing ability.

But in comparison to the chain dynamics, the BDS-based results for the CR
constitute a puzzle.Here, themethyl-modified stickers relax fastest, i.e., the timescale
separation between the chain-level relaxation and the potential sticker relaxation
(tentatively associating τ ∗

CR
−1 with τ ∗

d
−1 = k−) increases from somewhat less than

2 decades to more than 4 decades. This is completely incompatible with any BLrN
argument, since the theory behind Eq. (6) is only based upon geometric arguments
(average sticker distances) and the segmental timescale [20], which are both nearly
constant across the sample series.

Interestingly, as is also apparent from Fig. 4c, the range of apparent activation
energies Eapp

a is nearly the same for τ ∗
st

−1 and τ ∗
CR

−1,with a significant variation across
the sample series. This indicates that τ ∗

CR does provide the microscopic “clock” for
sticker detachment. It is worth noting that the EP process, presumably related to the
large-scale motion of charge-bearing stickers through the PIB matrix, also follows
the order of the rheology/NMR-detected chain-based relaxation across the sample
series.

Some clues to the potential solution of this puzzle are collected in Fig. 5. We
start with the relaxation strength�εCR, which increases somewhat on heating across
the sample series, and is larger for the stickers with longer alkyl chains. This may
indeed suggest a relation to the dissociation reaction, with a detachment of the more
hydrophobic stickers being increasingly favored. InFig. 5a,we attempt tofit�εCR(T )

with a Van t’ Hoff relation (n̄(T ) ∝ exp{�H/RT }), testing whether this quantity
may be proportional to the free-sticker density n̄(T ) with fixed dipole moment μeff

according to Eq. (5): �ε ∝ n̄(T )μ2
eff/T . The result provides a constant apparent

sticky bond energy of order 3.6 kJ/mol for all samples. This is hardly a physically
reasonable result, as it is of the same order as R T and would imply a large free-
sticker fraction, considering also that the latter is entropically favored. However, the
SAXS results shown in Fig. 5b do not suggest any significant change in AN (which
is encoded in the peak position and shape, while the relative intensity reflecting scat-
tering contrast may also change due to thermal expansion effects). In addition, also
the elasticity moduli of the samples (upper dashed line in Fig. 4b) are not compatible
with a significant free-sticker fraction. Thus, �εCR is not likely associated with the
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Fig. 5 a Dielectric strength of the cluster relaxation of functionalized BIIR. The lines are Van t’
Hoff fits to �ε (see Eq. (5) and main text), and the symbols on the y axis are estimates for an MWS
process (see text). b SAXS results for BIIR-MI at different temperatures along with fits to determine
the cluster size. c Proton double-quantum (DQ) NMR build-up curves detected at the position of the
imidazolium resonances of functionalized BIIR, reflecting the degree of motional anisotropy of all
stickers. The fitting lines (solid for 120 ◦C) also include results for samples BIIR-MI and BIIR-HI
taken at 140◦C (dashed). Reproduced in parts from Ref. [35] with permission from the American
Chemical Society

fixed dipole moment of free stickers. The Eapp
a provided in Fig. 4c appear to be much

more reasonable estimates of the association energy.
An alternative interpretation of the CR could be that of an MWS interface polar-

ization process arising from motions of the charges within the clusters. Although
the scale-invariant mean-field theory description provided by Eqs. (13.8)–(13.11) of
Ref. [40] is probably at its limit for the given nanometer size range, we attempt a
consistency check. Reasonable estimates of the required quantities, namely, the vol-
ume fraction of the clusters and the permittivities of the polymer and the associated
endgroups can be taken from the literature, thanks to the alkylimidazolum moiety
being a popular component of ionic liquids. The relevant control parameter is the
“shape factor” of the clusters, which is n = 1/3 for spheres, and significantly smaller
for elongated structures. The crossed small symbols on the y axis of Fig. 5a are the
predictions for n = 1/3, while the large open symbols are obtained for an adjusted n
of 1/9. Recent computer simulations actually support a stringlike shape of aggregates
in ionomers with randomly spaced charged pendant groups [41]. Notably, the order
of increasing�ε across the sample series is predicted correctly; it is rooted mainly in
the increasing cluster volume fraction and the decrease in permittivity, both related
to the increase in alkyl chain length.

The timescale of an MWS process is inversely related to the conductivity of the
clusters. Also, in this regard,we thus have a consistent explanation for the observation
in Fig. 4c, where the methylimidazolium bromide having the potentially highest
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conductivity has the shortest τ ∗
CR. However, the predicted timescale is a few orders

of magnitude shorter than observed one. The tethering of the moiety to the polymer
backbone could of course play a role here, but definite conclusions are hardly possible
on the basis of the available theory and data.

Figure5c shows results from high-resolution magic-angle spinning (MAS) dou-
ble-quantum (DQ) NMR experiments. The shown build-up curves are detected at
the spectral positions of the imidazolium resonances. From the spectra (not shown),
we take that the intensity of these resonances quantitatively reflects their total proton
fraction in the sample. This means that these curves tell us about the dynamics of all
stickers present, not just an unknown fraction. The rise time of these curves reflects
the degree of motional anisotropy. Without going into detail, we can conclude that at
the given temperatures, all stickers must perform rotational dynamics on a timescale
much faster than about 25 µs, with order parameters S = 〈P2(cos θ)〉 ranging from
about 0.1 for methyl imidazolium to 0.02 for the nonyl derivative (with θ specifying
the orientation of the 2 closest protons in the imidazolium group). Heating from 120
◦C to 140 ◦C decreases these values further by a factor of about 2 (see the dashed
lines, representing the fits to data points not shown). Thus, the motional amplitude
of the stickers increases both upon heating and for longer alkyl residues. These
trends are thus the same as for �εCR. Therefore, we have concluded [35] that the
BDS-detected τ ∗

CR most likely reflects stickermotionswithin the clusters.Whilemore
work, possibly molecular simulation, is clearly needed to resolve the open questions,
it must be concluded that BDS does in the given case not provide an access to the
relevant timescale of sticky bond dissociation.

4.3 Hydrogen-Bonding Stickers

As a second example, we summarize more recent results [36, 37] on telechelic PIB
functionalized with uncharged hydrogen-bonding endgroups, specifically, barbituric
acid (BA) and thymine (Th); see Fig. 6. In this case, the clusters are considerably
larger, ranging from AN in the order of 50 for linear chains to more than 100 for
three- and four-armstarmolecules.Anearlier studyof similarmicelle-formingmono-
functional linear PIBs showed that their high viscosity is best described by models
assuming a colloidal suspension of micelles [42]. This system should thus comply
with the only available dedicatedmicellarmodel of Semenov and colleagues [33, 34],
which states that terminal flow is governed by collective micellar rearrangements.

In order to check the relevance of micellar packing and collective processes for
the terminal flow of the samples based upon telechelic chains (which are capable of
forming bridges and lead to a high elasticity modulus), we have applied the same
combination of rheology and MQ NMR as described above [36]. The data summa-
rized in Fig. 6 speak a clear language. For all studied cases, the macroscopic and the
microscopic probes provide again fully consistent results for the relaxation rate of
the sticky chains τ ∗

st
−1. Since all samples are essentially unentangled, the sticky chain

relaxation coincides with the onset of terminal flow in all samples. This proves that
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Fig. 6 Relaxation maps for telechelic PIB polymers with barbituric acid (BA) or thymine (Th)
endgroups: a linear BA-PIB with different chain length, b linear and star-shaped PIB-BA and
c linear and star-shaped PIB-Th. All panels include the BDS-based cluster relaxations and the
chain-level relaxations measured independently by rheology and NMR. Panel a also shows the
segmental relaxation of pure PIB. The parenthesized numbers in the legends are the approximate
“slowdown ratios” of the chain-based relaxations compared with the cluster relaxation. Data from
Ref. [37]

flow is governed by single-chain relaxation in the spirit of the sticky Rouse model
[14], and that micellar rearrangements are not required to enable flow. If the latter
were relevant, then the timescale of macroscopic flow would have to be exponen-
tially longer than the NMR-detected single-chain relaxation. The effect of topology,
resulting from the comparison of linear and star polymerswith equal subchain length,
was found to be moderate, with stars relaxing more slowly by somewhat less than a
decade.

Aside from these findings of general polymer-physical relevance, we were, of
course, also interested in the relation of the sticky chain relaxation to fluctuations of
the endgroups [37]. Evaluation of the slopes of the activation plots in Fig. 6 reveals
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nearly the same Eapp
a of about 140–150 kJ/mol for all samples, where the weaker

Th-based stickers exhibit somewhat lower values. The magnitude of Eapp
a reflects the

strong aggregation tendency also in this system, but the role of a potential barrier
remains again uncertain. The BDS data for these systems look very similar to those
shown in Fig. 4a, with the main difference being that the conductivity-related pro-
cesses have variable magnitude and are related to impurities (mostly residual water).
The dominant cluster relaxation with t rate τ ∗

CR
−1 shows in this case a temperature-

independent �εCR T , which may indicate a constant number of fluctuating dipoles.
Beyond the uncertainties of such arguments relying on the validity of Eq. (5), the
fact that the measured �εCR decreases on heating is strongly suggestive of CR not
being connected to an association–dissociation equilibrium.

Yet again, it is observed that τ ∗
CR

−1 has nearly the same apparent activation energy
(slope in the relaxation maps) as the sticky chain relaxation rate τ ∗

st
−1, which is about

twice as high as the segmental activation in the given temperature interval. The CR
must thus play the role of an attempt process for sticky chain relaxation. The numbers
collected in the legends of Fig. 6 are the approximate “slowdown factors” by which
the chain-based relaxation is slower than the CR. Apart from a comparably weaker
effect of molecular weight (Fig. 6a) and topology (Fig. 6b, c), the main variation of
about a decade is seen to be governed by the type of the endgroup (Fig. 6b, c). The Th-
based systemswith a significantly faster terminal relaxation showaCRof comparable
rate as the BA-based systems, but they exhibit a considerably faster terminal flow.
Also, in this system, the two endgroup series are virtually isostructural, with similar
molecularweights and AN or cluster-cluster separation.Thus again,BLrNarguments
cannot be invoked to explain the slowdown, meaning that there is no direct relation
between the timescales of the BDS-based CR and the sticky bond dissociation. It
is again possible to argue that the CR is an intra-aggregate process, based upon the
consistency of the observed �εCR with the dielectric properties of neat melts of
heterocyclic molecules forming hydrogen bonds [43], just considering the dilution
of the nanometric domains in the unpolar bulk PIB. A similar conclusion was drawn
earlier by the Sokolov group for a telechelic polydimethylsiloxane (PDMS) featuring
small hydrogen-bonding and clustering endgroups [31]. This is the system we turn
to discussing next.

4.4 Supramolecular Reinforcement by Sticker Clusters

So far, the function of the supramolecular bonds was mainly to provide crosslinks
and thus rubber-like elasticity. In case of sticker clusters, which can be considered as
giant crosslinks with large functionality, the elasticity is enhanced by the resulting
suppression of crosslink fluctuations, as captured by the phantom model of rubber
elasticity. We now turn to a final example represented by comparably short telechelic
PDMS chains equipped with hydrogen-bonding endgroups (see Fig. 7a), where the
clusters provide additional, actual reinforcement by acting as nanometric fillers [31,
44, 45]. This system is special, in that, its calorimetric response features a second
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a b c

Fig. 7 a Chemical structure of cluster-forming telechelic PDMS and sketch of the cluster-related
contributions to reinforcement, b frequency-dependent dielectric loss for three samples with dif-
ferent degree of polymerization (DP) revealing three contributions including an interface-related
shifted α process of PDMS and c plateau modulus (GN or Gpl) of samples with increasing end-
group volume fraction fe (decreasing DP) alongwith theoretical predictions including an interfacial
layer model (ILM). Reproduced from Refs. [44, 45] with permission from the American Chemical
Society

glass transition, which could be assigned to the phase-separated stickers [31]. In fact,
the stronger one of the two cluster-related relaxations seen in BDS (denoted α2, not
visible in Fig. 7b) has a timescale of roughly 100s at this second calorimetric Tg. This
strongly suggests that the process is originating frommotionswithin the 2–3nm large
clusters. It has consequently no simple relation to the timescale of debonding, nicely
supporting the conclusions from the last sections. The very broad α∗ process seen in
Fig. 7b is close in frequency to a shallow peak in the rheological loss modulus, but
it is not clear if it is simply related to the relevant lifetime of the sticky bonds.

The most interesting feature of this system is, however, the increasing asymmet-
ric broadening of the well visible segmental α relaxation of the PDMS backbone
upon decreasing the chain length, as illustrated in Fig. 7b. This phenomenology is
reminiscent of the similar signatures observed when mixing polymers with rigid
nanoparticles offering favorable adsorptive interactions with the polymer. In such
cases, the so-called hydrodynamic reinforcing effect of the particles depends, in the
absence of filler-network effects, on the volume fraction of the added undeformable
material. It is typical that attractive nanoparticles exhibit significantly larger rein-
forcement than predicted by their bare volume fraction, because they are nearly
always covered by a layer of interfacial polymer with significantly reduced mobility,
which effectively increases the size of the high-modulus filler. This is exactly the
phenomenology observed for the telechelic PDMS system [44, 45].

Sokolov and his coworkers analyzed the dielectric response shown in Fig. 7b
in the same way as in attractive nanocomposites and we refer to his contribution
to the book in hand, i.e., they applied a simple additive approach to separate the
interfacial contribution, which is delayed by about one decade. They then used the
reduction of the dielectric signal from the bulk-like polymer to estimate the interfacial
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volume fraction (the micellar corona), where the chains must be strongly stretched
and possibly also more tightly packed than in the bulk. Assuming that the PDMS
segments with reduced mobility form a layer around the particles, its thickness is
estimated to about 0.8nm independent of chain length. Based on this information,
and estimates of the mechanical properties of the cluster core and this corona, an
interfacial layer model [46] could be applied to predict the level of reinforcement of
the plateau modulus. This result is compared in Fig. 7c with the experimental results.
The striking agreement speaks for itself, thus concludes this section with a perfect
model case of supramolecular reinforcement.

4.5 Common Aspects for Cluster-Forming Stickers

In summary, for three separate systems, we could highlight that BDS data of cluster-
forming supramolecular self-reinforced elastomers clearly reflect aspects of the rel-
evant sticky bond energies and activation barriers. In special cases, even polymer
backbone segments with strongly reduced mobility at the cluster interface, which
play a crucial role in reinforcement, can be detected. Unfortunately, BDS cannot
readily be used to learn about the timescale of sticky bond dissociation. The inter-
pretation of the absolute timescale of the observed cluster relaxations remains an
open problem; in many cases, strong arguments point toward an origin from the
inside of the clusters. The key challenge for all characterization methods is cer-
tainly the high degree of structural and dynamic disorder in the given systems, as the
observed relaxations are all far from Debye-like.

5 Conclusions

In this chapter, I have provided a “historical” account of works using BDS to unravel
the microscopic underpinnings of transient crosslinking and reinforcement of poly-
mer melts by sticky sidegroups or endgroups. While the case of cluster formation
seems to be the prevailing one for polar stickers embedded in unpolar polymer matri-
ces, a truly quantitative understanding of the BDS response of such supramolecularly
reinforced systems has so far only been claimed for a model case of binary sticker
contacts mediated by defined hydrogen-bonding motifs.

But even in this case, open questions remain, such as direct evidence for the
sole relevance of binary association and the separation of the two contributions to
the relevant dielectric process, i.e., sticky bond opening and overall tumbling of the
molecular complex.A third one is the presence of an energy barrier in the association–
dissociation equilibrium. Theoretical approaches treating the non-trivial problem of
sticky bond lifetime renormalization, taking into account the rheologically inac-
tive immediate reversal of a sticky bond opening event (as opposed to sticky bond
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exchange), critically rely on such information. It seems that, given the current state
of the field, the problem should be considered unsolved.

The situation seems even less clear for systems forming large clusters. The rheo-
logical behavior and its relation to microscopic relaxation events on the chain level
seem to be well understood in some cases, but relating the latter with the timescale of
directly detected sticker dissociation events remains a challenge. The relevant dielec-
tric process observed in different systems of systematically varied sticky groups is
clearly related to sticker dissociation, in that it often (but not always) shows nearly
the same apparent activation energy. However, diametrically opposing trends in the
measured data clearly show that its absolute timescale cannot be associated with
sticker dissociation. This implies unknown contributions of possibly entropic origin,
and an important role of energy barriers for sticky bond formation, requiring likely
many attempts before a new sticky bond is formed.

It appears that many of the open question could be tackled by molecular simu-
lations with a sufficient level of chemical detail, allowing for a well-defined asso-
ciation mode (either binary or clustering) and controlled association energy and
barrier. Moreover, for the case of large aggregates, it seems necessary to have more
direct access to the actual structure of the associates, possibly benefiting from new
developments in electron microscopy. I hope that this chapter may inspire new work
along these lines, further advancing our understanding of this fascinating class of
soft materials.

Acknowledgements I am indebted to all members of the groups of Ralph Colby and Jim Runt
for their hospitality during my sabbatical at Penn State University in spring 2018, teaching an old
NMR dog new dielectric tricks. I particularly thank Ciprian Iacob for guiding my first steps into
hands-on dielectric spectroscopy, as well as Aijie Han and Josh Bostwick for sustained support.
Ralph’s critical views on ambiguous data and numerous discussions are highly appreciated. I also
thank Thomas Thurn-Albrecht and Klaus Schröter for valuable comments and suggestions.

References

1. Leibler L, Rubinstein M, Colby R (1991) Dynamics of reversible networks. Macromolecules
24:4701–4707

2. de Lucca Freitas L, Auschra C, Abetz V, Stadler R (1991) Hydrogen bonds in unpolar matrix—
Comparison of complexation in polymeric and low molecular-weight systems. Colloid Polym
Sci 269:566–575

3. Seiffert S (ed) (2015) Supramolecular polymer networks and gels. Springer, Cham
4. Hager MD, Zwaag SVD, Schubert US (eds) (2016) Self-healing materials. Springer, Cham
5. CampanellaA,DöhlerD,BinderWH(2018)Self-Healing inSupramolecular Polymers.Macro-

mol Rapid Commun 39:1700739
6. Rupp H, Döhler D, Hilgeroth P, Mahmood N, Beiner M, Binder WH (2019) 3D Printing

of Supramolecular polymers: impact of nanoparticles and phase separation on printability.
Macromol Rapid Commun 40:1900467

7. Eisenberg A, Kim J-S (1998) Introduction to Ionomers. Wiley, New York
8. Eisenberg A, Hird B, Moore RB (1990) A new multiplet-cluster model for the morphology of

random Ionomers. Macromolecules 23:4098–4107



184 K. Saalwächter

9. Macknight WJ, Lundberg RD (1984) Elastomeric Ionomers. Rubber Chem Technol 57:652–
663

10. Malmierca MA, González-Jiménez A, Mora-Barrantes I, Posadas P, Rodríguez A, Ibarra L,
Nogales A, Saalwächter K, Valentín JL (2014) Characterization of network structure and chain
dynamics of elastomeric Ionomers by means of 1H low-field NMR.Macromolecules 47:5655–
5667

11. Castagna AM, Wang W, Winey KI, Runt J (2011) Structure and dynamics of Zinc-neutralized
Sulfonated Polystyrene Ionomers. Macromolecules 44:2791–2798

12. Castagna AM, Wang W, Winey KI, Runt J (2011) Influence of Cation Type on structure and
dynamics in Sulfonated Polystyrene Ionomers. Macromolecules 44:5420–5426

13. Wübbenhorst M, van Turnhout J (2002) Analysis of complex dielectric spectra. I. One-
dimensional derivative techniques and three-dimensionalmodelling. JNoncryst Solids 305:40–
49

14. Chen Q, Tudryn GJ, Colby RH (2013) Ionomer dynamics and the sticky Rouse model. J Rheol
57:1441–1461

15. Gainaru C, Stacy EW, Bocharova V, Gobet M, Holt AP, Saito T, Greenbaum S, Sokolov AP
(2016) Mechanism of conductivity relaxation in liquid and polymeric electrolytes: direct link
between conductivity and diffusivity. J Phys Chem B 120:11074–11083

16. Rubinstein M, Semenov N (1998) Thermoreversible gelation in solutions of associating poly-
mers. 2. Linear dynamics. Macromolecules 31:1386–1397

17. Müller M, Kremer F, Stadler R, Fischer EW, Seidel U (1995) The molecular dynamics of
thermoreversible networks as studied by broadband dielectric spectroscopy. Colloid Polym Sci
273:38–46

18. Müller M, Stadler R, Kremer F, Williams G (1995) On the motional coupling between chain
and junction dynamics in Thermoreversible networks. Macromolecules 28:6942–6949

19. Williams G (1972) The use of the dipole correlation function in dielectric relaxation. Chem
Rev 72:55–69

20. Stukalin EB, Cai L-H, Kumar NA, Leibler L, RubinsteinM (2013) Self-healing of Unentangled
polymer networks with reversible bonds. Macromolecules 46:7525–7541

21. Gold BJ, Hövelmann CH, Lühmann N, Székely NK, Pyckhout-Hintzen W, Wischnewski A,
Richter D (2017) Importance of compact random walks for the rheology of transient networks.
ACS Macro Lett 6:73–77

22. GoldBJ,HövelmannCH,LühmannN, Pyckhout-HintzenW,WischnewskiA,RichterD (2017)
Themicroscopic origin of the rheology in supramolecular entangled polymer networks. J Rheol
61:1211–1226

23. Ghosh A, Schweizer KS (2021) Physical bond breaking in associating copolymer liquids. ACS
Macro Lett 10:122–128

24. Hoy RS, Fredrickson GH (2009) Thermoreversible associating polymer networks. I. Interplay
of thermodynamics, chemical kinetics, and polymer physics. J Chem Phys 131:224902

25. Tress M, Xing K, Ge S, Cao P, Saito T, Sokolov AP (2019) What dielectric spectroscopy can
tell us about supramolecular networks. Eur Phys J E 42:133

26. Ge S, Tress M, Xing K, Cao P, Saito T, Sokolov AP (2020) Viscoelasticity in associating
oligomers and polymers: experimental test of the bond lifetime renormalization model. Soft
Matter 16:390–401

27. AminD, LikhtmanAE,WangZ (2016)Dynamics in Supramolecular polymer networks formed
by associating Telechelic chains. Macromolecules 49:7510–7524

28. MüllerM,DardinA,SeidelU,BalsamoV, IvánL,SpiessHW,StadlerR (1996) Junctiondynam-
ics in Telechelic hydrogen bonded PolyisobutyleneNetworksnMacromolecules 29:2577–2583

29. Goldansaz H, Fustin C-A, Wübbenhorst M, van Ruymbeke E (2015) How Supramolecular
Asssemblies control dynamics of associative polymers: toward a general picture. Macro-
molecules 49:1890–1902

30. Xing K, Tress M, Cao P-F, Fan F, Cheng S, Saito T, Sokolov AP (2018) The role of chain-end
association lifetime in segmental and chain dynamics of telechelic polymers. Macromolecules
51:8561–8573



Polymer Composites with Molecular Fillers: Microscopic Views … 185

31. Xing K, TressM, Cao P-F, Cheng S, Saito T, Novikov VN, Sokolov AP (2018) Hydrogen-bond
strength changes network dynamics in associating telechelic PDMS. SoftMatter 14:1235–1246

32. Halperin A, Alexander S (1989) Polymeric micelles: their relaxation kinetics. Macromolecules
22:2403–2412

33. Semenov AN, Joanny J-F, Khokhlov AR (1995) Associating polymers: equilibrium and linear
viscoelasticity. Macromolecules 28:1066–1075

34. Rubinstein M, Panyukov S (2002) Elasticity of polymer networks. Macromolecules 35:6670–
6686

35. Mordvinkin A, SuckowM, Böhme F, Colby RH, Creton C, Saalwächter K (2019) Hierarchical
sticker and sticky chain dynamics in self-healing butyl rubber ionomers. Macromolecules
52:4169–4184

36. Mordvinkin A, Döhler D, Binder WH, Colby RH, Saalwächter K (2020) Terminal flow of
cluster-forming supramolecular polymer networks: single-chain relaxation or micelle reorga-
nization? Phys Rev Lett 125:127801

37. Mordvinkin A, Döhler D, BinderWH, Colby RH, Saalwächter K (2021) Rheology, sticky chain
and sticker dynamics of supramolecular elastomers based upon cluster-forming telechelic lin-
ear and star polymers. Macromolecules 54:5065–5076. https://doi.org/10.1021/acs.macromol.
1c00655

38. Das A, Sallat A, Böhme F, SuckowM, Basu D,Wießner S, Stöckelhuber KW, Voit B, Heinrich
G (2015) Ionic modification turns commercial rubber into a self-healing material. ACS Appl
Mater Interfaces 7:20623–20630

39. Richter D, Arbe A, Colmenero J, Monkenbusch M, Farago B, Faust R (1998) Molecular
motions in Polyisobutylene: a neutron spin echo and dielectric investigation. Macromolecules
31:1133–1143

40. Kremer F, Schönhals A (eds) (2003) Broadband dielectric spectroscopy. Springer, Berlin
41. Hall LM, Seitz ME, Winey KI, Opper KL, Wagener KB, Stevens MJ, Frischknecht AL (2012)

Ionic aggregate structure in Ionomer melts: effect of molecular architecture on aggregates and
the Ionomer peak. J Am Chem Soc 134:574–587

42. Yan T, Schröter K, Herbst F, BinderWH, Thurn-Albrecht T (2014) Nanostructure and rheology
of hydrogen-bonding Telechelic polymers in the melt: from Micellar liquids and solids to
Supramolecular gels. Macromolecules 47:2122–2130

43. Pulst M, Balko J, Golitsyn Y, Reichert D, Busse K, Kressler J (2016) Proton conductivity and
phase transitions in 1,2,3-triazole. Phys Chem Chem Phys 18:6153–6163

44. Tress M, Ge S, Xing K, Cao P-F, Saito T, Genix A-C, Sokolov AP (2021) Turning rubber into
a glass: mechanical reinforcement by Microphase separation. ACS Macro Lett 10:197–202

45. Ge S, Samanta S, TressM, Li B, XingK,Dieudonné-George P, GenixAC, Cao P-F, DadmunM,
SokolovAP (2021)Critical role of the interfacial layer in associating polymerswithMicrophase
separation. Macromolecules 54:4246–4256

46. Maurer FHJ (1990) An interlayer model to describe the physical properties of particulate
composites. In: Ishida H (ed) Controlled interphases in composite materials, pp. 491–504,
Cleveland. Springer, Dordrecht

https://doi.org/10.1021/acs.macromol.1c00655
https://doi.org/10.1021/acs.macromol.1c00655


Dynamics of Hyperbranched Polymers
Under Severe Confinement
in Intercalated Nanocomposites

Kiriaki Chrissopoulou and Spiros H. Anastasiadis

Abstract The dynamic response of different hyperbranched polymers in the bulk
and under severe confinement within the ~1 nm spacing of the inorganic galleries in
intercalated nanocomposites is discussed. Three generations of a polyester polyol
hyperbranched polymer of the Boltorn family as well as the poly(ester amide)
Hybrane are mixed with sodium montmorillonite, Na+-MMT and graphite oxide,
GO, in compositions for which all polymers are intercalated and there are no free
chains outside the completely filled galleries. Thus, we aim at investigating the effect
of the severe confinement and of the different polymer/surface interactions on the
hyperbranched polymer dynamics. In both cases, the relaxation processes identi-
fied for the neat polymers are found in the nanohybrids, however, with different
temperature dependences.Moreover, the different polymer/surface interactions result
in a different manifestation of the relaxation processes in the different confining
environments.
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Na+-MMT Sodium montmorillonite
QENS Quasi-elastic neutron scattering
Tg Glass transition temperature
VFT Vogel-Fulcher-Tammann
XRD X-ray diffraction

1 Introduction

The investigation of the dynamics of polymeric systems has attracted scientific
interest because of its inherent complexity over many length- and time-scales, which
influences the structure–property relation and affects significantlymanyof themacro-
scopic properties of the materials [1–9]. Polymer dynamics, which includes vibra-
tional motions, rotations of side groups, the segmental α-process as well as the
overall chain dynamics, covers a very broad time regime of more than ten decades
from the pico-second (ps) to the second (s) regime [10]. Each dynamical mode may
exhibit a different length-scale dependence that needs to be investigated; therefore,
a number of experimental techniques (dielectric relaxation spectroscopy, neutron
and light scattering, nuclear magnetic resonance among others) with complementary
spatial and temporal capabilities need to be utilized for its investigation [11–14].
Among the different techniques, quasi-elastic neutron scattering and dielectric spec-
troscopy have been utilized to investigate the very local rotation and reorientation
of side groups, which are usually observed at temperatures below the polymer glass
transition temperature, T g. These processes exhibit Arrhenius temperature depen-
dencies, τ = τ0exp[E/RT ], where R is the gas constant. At temperatures above
the polymer T g, these techniques can probe the segmental dynamics or alpha (α-)
relaxation process due to the cooperative motion of (a few) chain segments. Charac-
teristic features of this process are the non-exponentiality of the respective relaxation
function and the non-Arrhenius temperature dependence of its relaxation times when
approaching the T g, which is empirically described by the Vogel-Fulcher-Tammann
equation τ = τ0exp[B/(T − T0)] [8, 12–17].

Further than the investigation of polymer dynamics in the bulk, a subject of great
interest during the recent years is the study of the dynamic behavior close to interfaces
and/or in very thin films since significant differences can emerge when the molecules
are confined over distances comparable to their sizes [18–21]. At the same time,
a great number of investigations have appeared on the effect of confinement on
the glass transition temperature and polymer dynamics in polymer nanocomposites
[22–40]. Polymer nanohybrids consist of inorganic, metal/metal oxide or carbon-
based nanoadditives (e.g., graphene [41–43], carbon nanotubes [44], silica or titania
nanoparticles [45–48], clays [22, 25, 26, 28, 29, 33, 35, 39]) finely dispersed, in
most cases, within a polymer matrix. These materials exhibit enhanced and often
innovative physicochemical properties due to the nanometric size of the additives,
which leads to a significant increase of the interfacial area, thus creating a large
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proportion of “interfacial” polymer chains [49–51]. The keyparameter for developing
a nanocomposite with promising properties and, at the same time, one of the most
important experimental challenges is the fine dispersion of the additives within the
polymeric matrix that depends on the polymer/surface interactions. An especially
interesting case among the various nanoadditives is the case of layered additives.
In that case, the interactions not only affect the dispersion of the additive within
the polymer matrix, but they determine the final structure of the nanocomposite
material as well. Three different structures can be found in polymer/layeredmaterials
nanohybrids which with increasing polymer/surface interactions which are [52, 53]:
(i) the phase separated,when unfavorable interactions exist between the fillers and the
polymer chains and the two ingredients rest in their own phase; (ii) the intercalated
one [35, 37, 54–57], where the chains penetrate within the galleries of the additive
forming a structure of alternating organic–inorganic phase; and (iii) the exfoliated
one [58–65], where the interactions between the polymer and the surfaces are so
favorable that the layered structure of the additive is destroyed and the inorganic
platelets are homogeneously dispersed in the polymer. In addition to the optimized
properties, for example offer the ability to investigate the structure and dynamics
of the polymer under severe confinement. Among the various layered materials,
graphite oxide and natural layered silicate are of special interest. Both materials
are hydrophilic and thus they are favorite candidates for mixing with hydrophilic
polar polymers, however, their surface structure and chemical composition are very
unlike, and therefore, they are expected tomanifest different interactions anddifferent
affinity with certain polymers.

A characteristic that influences many physical properties of polymeric materials,
for example, critical transition temperatures, their solubility in different solvents, and
thus their size in the solution, viscosity, etc., is their architecture. Dendritic polymers
are an innovative class of materials that have been investigated and at the same time
utilized in many applications during the last years due to the excellent properties
they exhibit, like their low viscosity and/or their high density; the large number of
different groups they may possess in the periphery of the molecules renders them
as very useful functional materials [66, 67]. They can be divided into two broad
categories: dendrimers and hyperbranched polymers, HBPs. The former possesses a
well-defined molecular weight and has a well-ordered and totally symmetric struc-
ture that is arranged in perfect generations, whereas the latter has a larger degree
of polydispersity, a varying number of arm points, and an asymmetry in their struc-
ture. Whereas both materials exhibit similar properties, HBPs have the additional
advantage of a cost-effective synthesis due to the chemical methods utilized and
the absence of any necessary purification [68]. HBPs already constitute basic key
components in different high-added-value applications, like in nanolithography [69],
as surface modifiers [70], as dispersion and processing agents [71–73] as well as in
the pharmaceutical industry and nanomedicine for the encapsulation of substances,
targeted delivery of drugs, as therapeutic agents [74–76], etc.

In this work, a short overview of the dynamics of hyperbranched polymers under
severe confinement in intercalated nanocomposites will be presented. The dynamic
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response of different hyperbranched polymersmixedwith twodifferent layeredmate-
rials, sodiummontmorillonite, Na+-MMT, and graphite oxide, GO, is investigated for
temperatures both below and above the glass transition temperature of the polymers
to investigate the effect of both the confinement and the different polymer/surface
interactions on the local and the segmental relaxation; in each case, the dynamics
are compared to that of the polymers in the bulk. In both systems, the concentra-
tion of the nanohybrids is such that all polymer is intercalated between the layers of
the nanoadditives and that there is no free, bulk-like, polymer outside the completely
filled galleries. The chapter is organized as follows: Initially, the dynamics of the neat
polymerswill be reported followedby the description of the relaxation behavior of the
nanocomposites with Na+-MMT and with GO. All measurements were performed
utilizing Dielectric Relaxation Spectroscopy (DRS).

2 Hyperbranched Polymer Dynamics

Most of the experimental studies on hyperbranched polymers reported the procedure
of their chemical synthesis and their basic (macro)molecular characterization [77–
79]. At the same time, there are not many works that investigate their hydrogen bond
forming ability and/or the relation between their structure, their measured properties,
and their dynamics [80, 81]. The latter has been studied experimentally for temper-
atures below [35, 39, 40, 82–84] and above the HBPs glass transition temperature,
T g [35, 39, 40]. Two of the most frequently utilized experimental techniques for the
investigation of their dynamics have been dielectric spectroscopy and quasi-elastic
neutron scattering (QENS). QENS identified the relaxation processes that exist for
HBPs and studied the way the formed network of hydrogen bonds in these systems
affects the dynamics; it is noted that such an effect is not usually observed in the
investigation of the linear polymer [33, 36]. Furthermore, computational methods
have been employed to investigate the static properties and the dynamic behavior
of HBPs in the melt over many length- and time-scales and to study both intra-
and inter-molecular hydrogen bond formation as well as their lifetime duration
[33, 75, 80, 85].

An interesting class among the different HBPs is that of hyperbranched polyesters
like the three generations of the Boltorn™ polyester polyols (Polymer Factory,
Sweden) which are shown in Scheme 1 and the hyperbranched poly(ester amide)
Hybrane® S1200 (DSM, the Netherlands and Polymer Factory, Sweden) that is
shown in Scheme 2. Boltorns are amorphous polymers with their branches consisting
mainly of ester groups, whereas they possess an increasing number of hydroxyl end-
groups with increasing generation (i.e., an average of 16 for H20, 32 for H30, and
64 for H40) as well as an increasing total average molecular weight of 1750, 3608,
and 7323 g/mol. Differential Scanning Calorimetry (DSC) measurements provided
the glass transition temperatures of the three polymers as T g,H20 = 14 °C, T g,H30 =
35 °C, and T g,H40 = 46 °C indicating a significant effect of the generation on the T g
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a: H20                                   b: H30                                        c: H40

Scheme 1 The three generations of the hyperbranched polyester polyolsBoltornTN (ImagesRepro-
duced with permission from Polymer Factory Sweden AB Copyright, https://www.polymerfactory.
com/boltorn). a: H20 b: H30 c: H40

Scheme 2 Chemical formula of a probable structure of hyperbranchedpoly(ester amide)Hybrane®
S1200. Adopted with permission from Polymer Factory Sweden AB Copyright

[35]. Hybrane is also amorphous with a T g = 43 °C [39], having an average molec-
ular weight of 1200 g/mol, whereas it possesses amide groups besides hydroxyl and
carboxyl groups. The presence of these functional groups increases, on the one hand,
the polarity and the hydrophilicity of the polymers, and on the other hand, their capa-
bility to form hydrogen bonds (both intra- and inter-molecular) between the oxygens
of the ester groups and the hydroxyl groups.

https://www.polymerfactory.com/boltorn
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Dielectricmeasurementswere performed for all thesematerials over a broad range
of frequencies and temperatures both above and below the respective glass transition
temperatures. The complex dielectric permittivity, ε∗, given by Eq. 1, is measured
as a function of the angular frequency ω = 2πν, where ν is frequency, providing the
real and the imaginary parts, ε′ and ε′′ of ε∗:

ε∗(ω) = ε′(ω) − iε′′(ω) (1)

The measurements of the dynamics were made with a dielectric spectrometer
Alpha Analyzer from Novocontrol, in the frequency interval 10–2–107 Hz. A film
(hundreds of micrometers) of the material was positioned between the parallel plates
of a stainless steel capacitor. In the case of the pure polymers, the samples were
heated at 80 °C and pressed between two electrodes of 30 mm diameter. 100 μm
diameter fibers of fused silica were used as spacers. The samples were annealed
at 140 °C in vacuum for 24 h to remove any remaining water. In the case of the
nanocomposites, the powder was pressed to form disks 12 mm in diameter and 0.3–
0.6 mm in thickness. The pellets were annealed at 140 °C in vacuum for 24 h and
placed between indium foils to improve the electrical contact with the electrodes.
During the measurements, the samples were kept in a pure nitrogen atmosphere,
whereas the temperature was controlled through a heated flow of nitrogen gas, by a
Quatro Cryosystem.

Figure 1 shows the frequency dependence of the imaginary part of the complex
permittivity, ε′′, for the H20, as a representative of the Boltorn family, (Fig. 1a, b) and
for the Hybrane (Fig. 1c, d) hyperbranched polymers. All materials were annealed
at 100 °C for 30 min before the measurements and were thermally equilibrated at
successively decreasing temperatures prior to the isothermal data collection. In all
cases, the existence of multiple relaxation processes is evident [35, 36, 39]. In the
low-temperature regime, below the glass transition temperatures of the polymers, a
very broad peak of approximately seven orders ofmagnitude in frequency, thatmoves
to higher frequencies with increasing temperature is observed. Both the poly(ester
amide) Hybrane and all three generations of the hyperbranched polyester polyols
Boltorn exhibit this broad peak at temperatures below 10 °C, which shows very
analogous characteristics. This sub-T g relaxation peak may reflect the motion of
hydroxyl groups and/or the orientation fluctuations of the ester groups, the so-called
γ- and β-process, respectively, according to the literature [82–84].

At temperatures above the calorimetric glass transition, another peak appears,
which is related to the glass transition associated dynamics (α-process) as identified
by the quantitative analysis, which is presented below. In the case of the Hybrane,
however, an additional process can be observed between the broad peak seen at
temperatures below T g and the α-relaxation. This intermediate process can be qual-
itatively observed in the spectra of Fig. 1d from 0 °C (wine squares) to 50 °C (blue
pentagons), whereas at higher temperatures it is partly obscured by the tail of the α-
process peak that enters in the frequency window [39]. At even higher temperatures
(depending on the material), the observation of any relaxation processes is partially
obscured by the conductivity contribution in all polymers.
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Fig. 1 Imaginary part of the complex dielectric permittivity, ε", as a function of frequency, for the
neat H20 (a, b) and the neat Hybrane (c, d) polymers at (a, c) the low temperature range and (b, d)
the high temperature range. Reprinted with permission from Ref [35], copyright (2015) American
Chemical Society (a, b) and from Ref [39], copyright (2021) Elsevier Ltd (c, d)

The dynamics of similar hyperbranched polymers have been studied in the past
by dielectric spectroscopy. However, in many cases, the high contribution of dc
conductivity obscured the observation and clear identification of various processes.
For example, when H20, H30, H40 hyperbranched polymers were investigated [83],
only one peak was observed, at low temperatures, identified as the γ-process. In a
similar study of the same hyperbranched polymers, the γ- and the β-processes were
resolved below the glass transition temperature, especially for the higher genera-
tions, possessing high activation energies, but no relaxation process was resolved
above T g [84]. Two distinct sub-T g processes associated with the hydroxyl motion
and the ester reorientation, respectively, with similar activation energies, E, were
observed in the case of a hydroxyl-terminated hyperbranched polymer [82], whereas
in hyperbranched polyesters with terminal acetate, benzoate or aliphatic groups, only
one peak, attributed to the ester group motion, was observed but with much larger
activation energy together with the segmental relaxation [82]. Furthermore, only the
γ- and faintly the β-processes could be identified in a poly(ester amine) [86] and
a poly(amido amine) [87] with the segmental relaxation not being detected unam-
biguously due to the dc conductivity contribution; the segmental dynamics of the
poly(ester amine) [86] could be identified with the complementary use of specific
heat spectroscopy.
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The quantitative analysis of the dielectric spectra was performed by fitting a
superposition of empirical Havriliak-Negami (HN) functions to the ε∗(ω) data:

ε∗(ω) = ε∞ +
∑

k

[
�εk

{
1 + (

iωτHN ,k
)αk

}βk

]
− i

σdc

ε0ω
(2)

where k is the index of each process,τHN ,k ,�εk , and αk , βk (0 < αk , αkβk ≤ 1) are
the Havriliak-Negami relaxation time, the relaxation strength, and the exponents
describing the symmetric and asymmetric broadening of the distribution of relax-
ation times of each process, respectively, ε0 is the dielectric constant of vacuum
and ε∞ the dielectric permittivity at frequencies much higher than the relaxation
frequencies of all considered processes. An ionic conductivity contribution to be
added at low frequencies and high temperatures is accounted for by the last term of
Eq. (2), where σdc is the dc conductivity [13]. It is noted that the Havriliak-Negami
time, τHN, and the position of the maximal loss, ωpeak, are related via the expression=

.

Figure 2 illustrates the analysis of the dielectric data based on the above equation
for three temperatures of Boltorn H20 (Fig. 2a–c) and of Hybrane (Fig. 2d–f). It is
evident from the analysis that, in all cases, multiple HN-functions are necessary to
obtain a good fit to the data, two at temperatures below the glass transition and an
additional one above Tg. From the spectra of H20 at low temperatures, the shape and
relaxation strength parameters are determined for the two sub-Tg processes; for the
faster process, the β exponent is fixed, whereas the shape exponent α as well as the
dielectric strength, Δε, increase with increasing temperature. At temperatures above
T g, the α-process emerges as shown in Figs. 2b and 2c (dash-dotted line); for this
process, Δε decreases from 9.3–3.7 with increasing temperature as anticipated for
the segmental relaxation. These values are very similar for all three generations of
the Boltorn polymers.

In the case of Hybrane, two HN functions are also necessary to analyze the dielec-
tric curves at low temperatures because the peak is too broad to be fitted by a single
HN-function. The faster sub-Tg process is highly asymmetric, whereas the slower
sub-Tg process can be identified only at few temperatures. At higher temperatures, an
intermediate process can be detected above−10 °C, with�ε = 0.14–0.97, increasing
with increasing temperature; this process is partially obscured by the α-process.
Above the Hybrane T g, the segmental relaxation (α-process) is observed with �ε

decreasing with increasing temperature from 19.4 to 8.9.
Figure 3a shows the results of the above described analysis concerning the relax-

ation times in an Arrhenius representation for the three Boltorn polymers. The relax-
ation times of the two sub-Tg processes coincide, follow an Arrhenius temperature
dependence, τ = τ0exp[E/RT ] and can be identified as the γ- and the β-processes
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Fig. 2 Imaginary part of the dielectric permittivity, ε′′, for the H20 (a–c) and for Hybrane (d–f)
at three temperatures far below (a, d), around (b, e), and above (c, f) each polymer glass transition
temperature. The processes needed for the analysis of the spectra are shownwith dashed (γ-process),
dotted (β-process), dash-dotted (α-process), and dash-dot-dot (intermediate process) lines, whereas
the red solid lines are the total fits (together with the conductivity at high temperatures). Reprinted
with permission from Ref. [35], copyright (2015) American Chemical Society (a–c) and from Ref.
[39], copyright (2021) Elsevier Ltd (d–f)

related to the rotation of the hydroxyl and the reorientation of the ester groups, respec-
tively. The activation energies of the γ-processes are Eγ,H20 = 65.0 ± 1.5 kJ/mol,
Eγ,H30 = 69.5 ± 1.0 kJ/mol, and Eγ,H40 = 66.5 ± 1.5 kJ/mol, whereas τ 0 = is in
the order of 10–18 s. It is noted that the values we report for the activation energies
of the γ-process of these polymers are lower than the ones reported in the literature
for similar hyperbranched polymers [82, 84] but still high in comparison to local
processes of other linear polymers [25] or of a different poly(ester amine) [86]. As
far as the β-process is concerned, there are few temperatures from which we can
derive a relaxation time since, as temperature increases, it is in close proximity to
the other two processes. The temperature dependence of its relaxation times appears
very similar to the one of the γ-relaxation process. The activation energies derived
for the three polymers are Eβ,H20 = 70 ± 3 kJ/mol, Eβ,H30 = 81 ± 9 kJ/mol, and
Eβ,H40 = 86± 2 kJ/mol, respectively. For this process, an apparent weak dependence
of the activation energy on the generation is observed probably indicating that the
reorientation of the carbonyl groups becomesmore difficult as the molecules become
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Fig. 3 Arrhenius relaxation
map of a H20, H30, and H40
Boltorn polyester polyols
and b Hybrane poly(ester
amide). Adapted with
permission from Ref. [35],
copyright (2015) American
Chemical Society a and from
Ref. [39], copyright (2021)
Elsevier Ltd b

denser. The large value of the activation energies for both hydroxyl rotation and the
ester reorientation is attributed to intra- and inter-molecular hydrogen bonds that are
formed in these systems due to the large number of functional groups that exist in
the periphery of the molecules. Furthermore, the existence of strong hydrogen bonds
can be corroborated by their X-ray diffraction measurements [35], in which a sharp
peak is observed on top of the amorphous halo at 2θ = 17.3° that corresponds to a
distance of ~0.5 nm indicating a chain packing of the polymers due to an extensive
hydrogen bond network [41, 75, 80, 81].

At higher temperatures and as the glass transition of each polymer is approached
(according to DSC measurements) [35], the segmental process becomes evident.
However, the temperature that this process appears is different for the three poly-
mers in accordance with the increase of T g with increasing generation. On the other
hand, for all three polymers, its temperature dependence follows the Vogel-Fulcher-
Tammann (VFT) equation τ = τ0exp[B/(T − T0)]. Fitting the experimental data
provides all relevant parameters; it is noted that in all cases τ0 = 10−13 s was kept
fixed to decrease the error of the analysis. The resulting parameters are: B = 1939 ±
29 K and T 0 = 225.6± 1.0 K for H20, B= 2113± 24 K and T 0 = 233.5± 1.0 K for
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H30, and B = 2227± 29 K and T 0 = 237.3± 1.0 K for H40. The Vogel temperature
T 0 increases with generation and shows a similar dependence with that of the calori-
metric glass transition temperature, as anticipated. Moreover, the fragility parameter
that is D = B/T 0 = 8.6, 9.0, and 9.4 for H20, H30, and H40, respectively, denoting
that the increase of the generation results in slightly stronger glasses.

For the Hybrane, the three sub-T g processes follow an Arrhenius temperature
dependence, with activation energiesE = 33.0± 2 kJ/ mol (faster secondary process,
γ), 60 ± 4 kJ/mol (slower secondary process, β), and 83 ± 3 kJ/mol (intermediate
process). Clear differences can be observed compared to the results for the Boltorn
hyperbranched polymers described above. The relaxation times for the fastest process
are shorter than the respective ones of the Boltorns. Moreover, its activation energy
is significantly smaller, resembling the values found for linear polymers. This means
that this process corresponds to a hydroxyl rotation that is not restricted by a strong
hydrogen bond network. On the other hand, both the relaxation times and the acti-
vation energy of the second secondary process resemble the constrained hydroxyl
rotation. It is noted that when the dynamics of a similar cross-linked poly(ester
amide) was investigated, comparable activation energies were found [88]. Moreover,
molecular dynamics simulations showed that the existence of hydrogen bonds leads
to a slower secondary sub-T g process with high activation energy [85]. The existence
of hydroxyl groups where their motion is not affected by hydrogen bonds cannot be
identified for Boltorns, as discussed above, indicating that the network formed is
much stronger. This could be anticipated by the fact that the X-ray diffractograms of
the three Boltorns had a characteristic peak attributed to a hydrogen bond network
which cannot be observed in the respective measurement of Hybrane [33, 39]. At
the same time, it is clear from the spectra and the analysis that no process related to
ester reorientation can be resolved; this can be understood on the one hand, by the
smaller number of ester groups of Hybrane when compared to the Boltorns and on
the other hand, by the presence of the intermediate process. It is noted that, although
we again utilize the Greek letters γ and β to name the two secondary processes for
the Hybrane, as is usually done in reports for polymer dynamics, the assignment of
the sub-T g processes of the Boltorn and the Hybrane polymers are different.

The intermediate process in Hybrane appears much slower than the other two sub-
Tg relaxations and possesses a significantly high activation energy (83 ± 3 kJ/mol,
as mentioned earlier in the text). This relaxation mode can be related to the motion of
a larger part of Hybrane polymer. A similar relaxation was reported when molecular
dynamics simulations were employed to study the same polymer; its characteristics
correlated itwith amotionof thebranches of themolecule,whereas a significant effect
of the intra- and inter-molecular hydrogen bond networkwas evident [33].Moreover,
in the case of an H-shaped copolymer of poly(ethylene oxide) and polyethylene, the
presence of a similar process was related to the relaxation of parts of the PEO arms
situated close to its free ends [38].

The segmental relaxation can be identified at temperatures higher than the glass
transition temperature of the neat Hybrane [33]. As anticipated, its temperature
dependence follows the VFT equation. The resulting parameters are B = 2127 ±
25K, theVogel temperature T 0 = 259± 1.0K, and the fragility parameter isD= 8.2,
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which are very close to the values obtained before for the three different generations
of the hyperbranched Boltorn polyols (H20, H30, and H40), whereas τ 0 = 10−13 s
was kept fixed in this case as well.

3 Polymer Dynamics in Na+-MMT Nanocomposites

A nanoadditive that has been widely utilized for the development of polymer
nanocomposites is sodium montmorillonite. It is a material consisting of two-
dimensional layers that are stacked together forming a multilayered structure due
to weak van der Waals forces; each layer structure comprises two tetrahedral sheets
of silica that envelop an octahedral sheet of alumina. The layers possess negative
charges due to isomorphic substitution that are counterbalanced by Na+ cations in
the interlayer galleries. It is the presence of these charges that make the material
polar and favors the interactions with hydrophilic polymers.

Polymer nanocomposites with Na+-MMT exhibit unique properties such as
enhanced strength and thermal resistance, reduced gas permeability, reducedflamma-
bility, etc. [53, 89]. Moreover, intercalated systems provide the opportunity to study
the properties of macromolecules under strong confinement utilizing, however,
macroscopic samples and conventional analytical techniques. Such studies on the
dynamics of intercalated polymers reveal that the relaxation processes of the bulk
polymer are strongly affected by the interaction with the inorganic layers. A number
of investigations showed [22, 24, 25, 28, 90] that when polymer chains exist under
strong confinement, their segmental process (α-relaxation) shows a different behavior
than the respective process of an unconfined polymer. It exhibits a significantly
different temperature dependence that deviates from the usual VFT and resembles
an Arrhenius behavior, it can be resolved even at much lower temperatures than
the T g of the bulk polymer, whereas it possesses much faster relaxation times. In
contrast to the segmental relaxation, the more localized β-relaxation does not show
important differences between a polymer in the bulk and under confinement [25].
In systems, however, where the polymer-inorganic interactions are more attractive,
the α-relaxation observed is much slower than that of the bulk polymer [30, 91, 92].
Recently, the structure of nanohybrids of hyperbranched polymers with Na+-MMT
(supplied by Southern Clay) was studied and the dynamics of the confined polymers
in intercalated nanohybrids have been investigated [33, 35, 39].

X-ray diffraction, XRD, was utilized to characterize the structure of both the pure
polymer and the nanocomposites. The measurements were performed using a RINT-
2000 Rigaku Diffractometer with a 12 kW rotating anode generator, a copper anode
aswell as a secondary pyrolytic graphitemonochromator. TheKα radiation of copper
was utilized with a wavelength λCuKα = 1.54 Å and diffraction angles 2θ from 1.5°
to 30° were scanned with a step of 0.02°. For layered materials that exhibit a periodic
structure, like the ones used in the current work, themeasuredXRDpatterns show the
characteristic (00l) diffraction peaks; the resulting spacing is calculated usingBragg’s
relationship, nλ = 2d00lsinθ, where d00l is the interlayer distance, 2θ the diffraction
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angle, λ the wavelength of the radiation and n the order of diffraction. The existence
of the respective peaks in the nanocomposites, together with the diffraction angles
at which these peaks are observed, will provide information on the structure of the
nanohybrid materials.

Figure 4 shows XRD measurements of nanohybrids composed of the H20, H30,
and H40 hyperbranched polymers (Fig. 4a) and of the Hybrane (Fig. 4b) and Na+-
MMT. The main (001) peak of pure Na+-MMT is found at 2θ = 8.9 ± 0.1°, corre-
sponding to an interlayer spacing of d001 = 0.99 ± 0.05 nm for the empty galleries.
For both Bolton and Hybrane nanocomposites, a clear shift of the diffraction peak of
the inorganicmaterial toward lower angles is observed, indicating that an intercalated

Fig. 4 X-ray diffractograms of aNa+-MMT and nanocomposites of Boltorns (H20, H30, and H40)
with Na+-MMTwith 50 wt% polymer content and bNa+-MMT andHybrane/Na+-MMT nanocom-
posite with 30 wt% polymer content after annealing at 200 °C under vacuum. The inset in both
shows the diffractograms of the respective neat polymers. The curves have been shifted vertically
for clarity. Reprinted with permission from Ref. [35], copyright (2015) American Chemical Society
a and from Ref. [39], copyright (2021) Elsevier Ltd b
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structure has been formed due to favorable interactions between the polymers and
the inorganic surfaces. More specifically, for H20/Na+-MMT the main diffraction
peak is found at 2θ = 4.5 ± 0.1° corresponding to an interlayer spacing d001 = 1.95
± 0.05 nm, for H30 / Na+-MMT at 2θ = 4.3 ± 0.1° and d001 = 2.05 ± 0.05 nm
and for H40 / Na+-MMT at 2θ = 4.1 ± 0.1° and d001 = 2.15 ± 0.05 nm; in all
nanohybrids, the polymer content is 50 wt%. It is noted that, when nanohybrids with
different polymer content are synthesized, discrete interlayer distances are obtained
indicating that the intercalation proceeds in such a way that the galleries are filled
initially with monolayers and then, progressively, with bilayers of polymer chains
until they are completely filled and the remaining of the polymer resides outside of
the completely filled galleries [35]. It is estimated that at a composition of 50 wt%
polymer, there are no polymer chains residing outside the completely filled galleries.
The situation is very similar with Hybrane/Na+MMT nanohybrids. In this case, it
is estimated that the galleries are full for 30 wt% polymer content with the main
diffraction peak (Fig. 4b) observed at 2θ = 4.35 ± 0.1°, which corresponds to an
interlayer distance of d001 = 2.03 ± 0.05 nm [33, 39].

Dielectric measurements were performed for all these nanohybrids in an attempt
to investigate the effect of the severe confinement within the galleries of Na+-MMT
on polymer dynamics. Figure 5 shows the frequency dependence of the imaginary
part, ε′′, of the complex permittivity of the H20 / Na+-MMT, the H30 / Na+-MMT,
and the H40 / Na+-MMT nanocomposites for different temperatures both above

Fig. 5 Frequency dependence of the imaginary part of the dielectric permittivity, ε′′, for the H20
/ Na+-MMT a, b, the H30 / Na+-MMT c, d and the H40 /Na+-MMT e, f, with 50 wt% polymer
content for low (a, c, e) and high (b, d, f) temperatures. Reprinted with permission from Ref. [35],
copyright (2015) American Chemical Society (a, b)
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and below the glass transition temperatures of the neat polymers [35]. Right away,
one should point to the fact that relaxation processes can be identified for a much
broader range of temperatures than for the respective polymers both in the low and
high-temperature regime, whereas clear differences can be observed in their spectra
compared with the ones of the neat polymers.

At low temperatures, the spectra seem to havemultiple relaxation processes like in
those of the pure polymers; however, the peaks have a very different shape with lower
dielectric strength and significantly faster relaxation times than those for the bulk
(when compared at the same temperature). For higher temperatures, but still below
the glass transition temperature of the neat polymers (for the intercalated hybrids, no
calorimetric T g was observed by DSC [35]), the presence of an additional process
becomes evident. In studies of the dynamics of linear polymers confined within the
galleries of layered silicates, a process with an Arrhenius temperature dependence,
which was observed below the polymer glass transition temperature, was identified
as the segmental relaxation, which was significantly modified due to confinement
[22, 25], whereas a similar behavior was identified for glass formers confined within
pores [93–95].

The dielectric data for the nanocomposites were analyzed utilizing a superposi-
tion of Havriliak-Negami functions, similarly with the analysis for the neat poly-
mers discussed above. Three relaxation processes were identified together with an
additional one observed at very high temperatures. The three faster processes will
be mentioned from here on with the same Greek letters like in the neat polymers
followed by a prime apex, i.e., γ´, β´, and α´ from the fastest to the slowest, whereas
the slowest one can be related to the presence of the inorganic surfaces since it is not
observed in the polymers. For all three generations, the β exponent of the γ´ process
is fixed to 1.0 whereas the values for the α exponents and the dielectric strengths,
Δε, were derived based on the dependencies from the low-temperature spectra. At
higher temperatures, but still below the bulk polymer T g, another process appears
and, at even higher temperatures, a slow process becomes evident; for the former,
Δε decreases by increasing temperature, whereas for the latter,Δε increases. At low
frequencies and high temperatures, the addition of a contribution to the fit due to dc
conductivity is necessary.

Multiple relaxation processes are evident in the dielectric spectra of the
Hybrane/Na+-MMT nanocomposite with 30 wt% polymer content, with the imagi-
nary part of the permittivity, ε′′, shown in Fig. 6 as a function of frequency [39]. Two
relaxation processes are observed at low temperatures similar to the case of the pure
Hybrane; nevertheless, all processes have amuch narrower shape and lower dielectric
strength than the process of the bulk polymer. In this case, however, no relaxation
processes are observed at temperatures around the bulk polymer Tg; it is only at
even higher temperatures, 90 °C (dark yellow diamonds) to 150 °C (red circles),
where another process apparently enters the measurement window, as evidenced by
the peculiar increase of the dielectric strength in the respective data. Superposition
of many relaxation processes is necessary, according to the performed analysis, to
fit the data of Hybrane/Na+-MMT nanohybrid in a satisfactory way. The values of
the characteristic relaxation strength, �ε, as well as the shape parameters for the
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Fig. 6 Imaginary part of the
complex dielectric
permittivity, ε", for the
Hybrane / Na+-MMT
nanocomposite with 30 wt%
polymer as a function of
frequency a at low
temperatures and b at high
temperatures. Reprinted with
permission from Ref. [39],
copyright (2021) Elsevier
Ltd

sub-T g processes, are obtained from the low-temperature measurements. The fast
sub-T g relaxation has �ε ~0 .15 and is relatively asymmetric and narrow, whereas
the slower one is very weak and its dielectric strength decreases with the increase of
the temperature. When the temperature is higher than the glass transition tempera-
ture of the neat polymer, another process appears, called α’, with �ε that decreases
with increasing temperature. At the highest temperatures measured, a conductivity
contribution is evident together with a process attributed toMaxwell–Wagner-Sillars
(MWS) polarization.

The relaxation times obtained from the analysis for all nanocomposites are shown
in Fig. 7 in an Arrhenius representation together with the ones of the bulk polymers
(shown as lines). Figure 7a demonstrates that, on the one hand, the relaxation times
of the two sub-T g processes obtained for the Boltorn nanohybrids are very similar
between the three polymers, and on the other hand, they are significantly faster
(especially when compared at low temperatures) for the systems under confinement
in relation to the unconfined ones; moreover, their temperature dependence is much
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Fig. 7 Arrhenius relaxation
map of a the
H20/Na+-MMT,
H30/Na+-MMT, and
H40/Na+-MMT with 50 wt%
polymer and b the
Hybrane/Na+-MMT with 30
wt% polymer,
nanocomposites. The solid
lines are the respective
relaxation times of the neat
polymers. The error is
assumed smaller than the
size of the points. Adapted
with permission from Ref.
[35], copyright (2015)
American Chemical Society
a and from Ref. [39],
copyright (2021) Elsevier
Ltd b

weaker than the respective of the bulk polymers. The latter results in lower activation
energies for the fastest process which is called γ’ and can be correlated with the
motion of the polar hydroxyl groups of the confined polymers, Eγ’,H20 = 32.5 ±
2.5 kJ/mol, Eγ’,H30 = 31± 2 kJ/mol, and Eγ’,H40 = 23± 1 kJ/mol. Similar activation
energies have been found in the past when the dynamics of a linear poly(ethylene
oxide) was investigated below the polymer glass transition temperature [25]. As
discussed earlier, the Boltorn hyperbranched polymers are able to form in the bulk
a network due to hydrogen bonds that leads to high activation energies of the local
processes because of the difficulties it raises in the motion. When the polymers
experience a strong confinement inside the inorganic galleries, the chains are forced
to get more flatten conformations, and therefore, the formation of this hydrogen bond
network is inhibited; therefore, lower activation energy, similar to the one obtained
for systems that do not have the ability to form hydrogen bonds, is anticipated.
Similarly weak temperature dependence is obtained for the second sub-T g process
as well, resulting in activation energies Eβ’,H20 = 23.5 ± 1 kJ/mol, Eβ’,H30 = 32.5 ±
2.5 kJ/mol, and Eβ’,H40 = 26 ± 1 kJ/mol. This process that is called β’ can be related
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to the reorientation of the ester groups under confinement which becomes easier as
well due to the lower number of hydrogen bonds that can be formed.

Equally important differences between the dynamic response of the bulk and
the confined polymers can be observed in the higher temperature regime, as well.
Another process with Arrhenius temperature dependence appears, below the glass
transition temperature of the bulk polymer, that has similar behavior with the α’-
process reported in previous studies of PMPS [22] and PEO [25] under confinement.
The Arrhenius temperature dependence of the α’-process in contrast to the VFT
dependence of the usual segmental relaxation results in faster relaxation times for
the confined Boltorns at low temperatures or close to the glass transition temperature
and in significantly slower ones at higher temperatures in comparison to the ones of
the neat polymers. However, the dielectric strength derived for the α’ process shows
a similar temperature dependence with the usual one of the segmental relaxation,
i.e., it decreases with increasing temperature. At the same time, its activation energy
indicates that it is a process that is not related to the motion of a single sub-unit. Its
values are especially high (Eα’,H20 = 99.4± 2 kJ/mol,Eα’,H30 = 100.7± 2 kJ/mol, and
Eα’,H40 = 99.2 ± 2 kJ/mol) and within the error are the same for the three polymers
under confinement. On the other hand, this process shows a specific dependence
on the generation since it enters the frequency window at −30 °C for the H20 /
Na+-MMT, at −10 °C for the H30 / Na+-MMT, and at 10 °C for the H40 / Na+-
MMT nanohybrid. The difference between these temperatures seems to follow the
difference in the glass transition temperatures of the three polymers; in all three cases,
the α’-process can be resolved at ~40 °C below the respective T g of each polymer.
Thus, the observed dynamic behavior indicates enhanced mobility at temperatures
even below theT g. It is noted, however, that DSCdid not show any thermal transitions
for the specific nanohybrids; it is only for nanocomposites with higher polymer
content that a transition can be observed at temperatures even higher than the one of
the pure polymers [35].

Two sub-Tg processes are observed, as well, in the Hybrane/Na+-MMT nanohy-
brid, with weaker Arrhenius temperature dependencies when compared to the neat
polymer; the activation energies are obtained as 19.0 ± 1 kJ/mol for the faster (γ’)
process and 25.5 ± 0.5 kJ/mol for the slower one (β’); the primes are again utilized
to facilitate comparison with the respective relaxation processes of the bulk Hybrane
polymer. Both processes are attributed to the less and more constrained hydroxyl
motion with the restrictions becoming weaker in the nanocomposite [39]. A similar
behavior was reported when quasi-elastic neutron scattering (QENS) measurements
and computer simulations [33] were employed to investigate the sub-T g dynamic
behavior of aHybrane /Na+-MMTnanohybrid. At higher temperatures, in the regime
where the intermediate and the segmental relaxation were resolved for neat Hybrane,
no relaxation process can be observed in the case of the Hybrane / Na+-MMT
nanocomposite, whereas it is only at much higher temperatures and for a narrow
temperature regime that a slow α’-relaxation appears. The relaxation times of the
α’-process are longer than the respective ones of the bulk polymer and they follow
Arrhenius temperature dependence with a significantly high activation energy, 101
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± 5 kJ/mol [39]. It is noted that a similar process was found in the high-temperature
regime for the Boltorn / Na+-MMT nanohybrids as well.

The results of the slower segmental relaxation under confinement for the
Hybrane/Na+-MMT nanohybrid are in agreement with quasi-elastic neutron scat-
tering measurements which were performed on the same specimen at the IN10
backscattering spectrometer of the Institut Laue Langevin (ILL) in Grenoble, France
[33]. In this technique, the sum of the coherent, Scoh(q,ω), and the incoherent,
Sinc(q,ω), structure factors aremeasured as a function of scatteringwavevector, q, and
frequency, ω. The energy variation was performed by moving the monochromator
and exploiting the Doppler effect; the range of energy transfer was set to −13 <
�E = �ω < 13 μeV. The incident wavelength was λ = 6.271 Å, and the scattering
vector, q, range was set to 0.5 ≤ q ≤ 2.0 Å−1. The samples were contained in flat
aluminum holders with sample thicknesses 0.2 ≤ d ≤ 1 mm. The experimental reso-
lution function, R(q,ω) was obtained by performing measurements at 1.5 K, when
the scattering of the samples within the observation window of the instrument is
entirely elastic.

Initially, the energy-resolved elastically scattered intensity from the samples was
measured as a function of temperature at various wavevectors. In general, this inten-
sity has a maximum at the very low (liquid Helium) temperatures, when the sample
consists of elastic scatterers, whereas increasing temperature causes an enhance-
ment of the molecular dynamics, which leads to a significant decrease of the elas-
tically scattered intensity. The wavevector dependence of the elastic intensity can
be utilized to evaluate the mean squared displacement of the scatterers using the
equation Iel(q, ω = 0) = Iel(q = 0, ω = 0)exp

(−〈u2〉q2/6
)
. The effective mean

squared displacements〈u2〉, msd, of the neat Hybrane, the neat Na+-MMT and the
nanohybrid with 30 wt% polymer are shown in Fig. 8. The msd of Hybrane is almost
insensitive to temperature between T ~ 2-100 K, it then weakly increases as the sub-
T g dynamic motions set in, it reaches a plateau, and then it increases abruptly above
the glass transition temperature T g, when the segmental motion becomes active. The
corresponding msd of the hybrid shows an initial increase that is very similar to that

Fig. 8 Temperature
dependence of the mean
squared displacement, < u2 >
, for the Hybrane (●), the
Na+-MMT (�), and the 30
% Hybrane—70 %
Na+-MMT nanocomposite
(▲) . Reprinted with
permission from Ref. [33]
copyright (2013) American
Chemical Society
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of the polymer showing the same temperature dependence at the low temperatures
(T < T g). However, for temperatures above the bulk polymer T g, the msd of the
hybrid does not show any further increase but remains almost constant indicating the
absence of any dynamics within the time window of the experimental setup. This
leads to the conclusion that the majority of the polymer segments must be immo-
bilized onto the inorganic surfaces of the silicate and they do not participate in the
segmental motion within the time window of the experimental setup. It is noted that
the msd of the inorganic material is quite small and almost constant throughout the
whole temperature range.

The incoherent structure factor S(q,ω) was also measured for both the polymer
and the intercalated nanocomposite at selected temperatures both below and above
the glass transition temperature of Hybrane to study the sub-T g and the segmental
motions. Themeasurements performed at low temperatures (150–200K) forHybrane
showed only a weak temperature effect on the quasi-elastic broadening; however, no
scattering vector dependence was observed as is expected for a very local motion of
a small functional group of the molecule. For the nanohybrid, the weak changes in
the broadening of the quasi-elastic wings indicated even weaker temperature depen-
dence than the one of the pure polymer at the corresponding temperatures. More-
over, the dynamic structure factor of the nanocomposite is almost q-independent.
This behavior is reflected on the relaxation times that are shown as a function of the
scattering vector in Fig. 9 [33]. It is clear that no scattering vector dependence of the
average relaxation times can be seen, which, for the specific temperature, are found
to be somewhat faster for the confined system than for the bulk polymer. The absence
of any scattering vector dependence in conjunction with the similarity of the relax-
ation times at temperatures below the polymer glass transition temperature confirms
the assumption that this is a local relaxation process that is not affected to any signif-
icant extent by the confinement in the order of 1 nm between the inorganic layers. If
anything, the specific motion becomes somewhat easier; this can again be attributed

Fig. 9 Scattering vector
dependence of the average
relaxation time, τ ave, of
Hybrane (open symbols) and
of the nanocomposite with
30 wt% Hybrane (solid
symbols) for the
temperatures indicated,
which are lower than the
bulk polymer Tg. Reprinted
with permission from Ref.
[33] copyright (2013)
American Chemical Society



Dynamics of Hyperbranched Polymers Under Severe Confinement in Intercalated … 207

Fig. 10 Incoherent structure
factor, S(q,ω), of the
nanocomposite with 30 %
Hybrane for various
temperatures above the bulk
polymer Tg. The line is the
instrumental resolution
measured at a temperature of
2 K. The y-axis is shown at
10 % of the intensity of the
data for the temperature of
350 K. Reprinted with
permission from Ref. [33]
copyright (2013) American
Chemical Society

to a reduced number of hydrogen bonds under confinement, which potentially leads
to a reduction of the effects of the constraints on the motion [33].

The incoherent structure factor for Hybrane measured for temperatures above its
T g showed a peculiar scattering vector and temperature dependence. It was only at the
highest temperature measured that the scattering vector dependence of the relaxation
times resembled a behavior anticipated for the segmental relaxation, i.e., the data
showed a q−2 dependence and they were in qualitative and quantitative agreement
with simulation results. At lower temperatures (but still above T g), a non-trivial
temperature dependence indicated the existence of another relaxation process that
cannot be distinguished from the segmental one due to the small frequency window
of the technique. Indeed, molecular dynamic simulations predicted the existence of a
relaxation process attributed to a kind of branch motion in agreement with the results
obtained from the analysis of the dielectric measurements described above.

The incoherent structure factor measurements of the nanohybrid showed a signifi-
cantly different behavior; the data are shown in Fig. 10 togetherwith themeasurement
of the instrumental resolution functionmeasured at 1.5 Kwhere nomolecular motion
exists. It is clear that the data do not show any temperature dependence even at the
highest temperature measured and that all spectra almost coincide with the instru-
mental resolution, indicating frozen dynamics at least for the experimental time range
that is accessible by the IN10 backscattering spectrometer of ILL.

The absence of any dynamics for the confined polymer above the glass transi-
tion temperature of Hybrane is in agreement with the results obtained by dielec-
tric spectroscopy and discussed above that denote the absence of both the inter-
mediate and the segmental motions at least within the temperature regime they are
observed for neat Hybrane; this illustrates the effect of both the confinement and the
Hybrane/Na+-MMT interactions on the polymer dynamics.
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4 Polymer Dynamics in Graphite Oxide (GO)
Nanocomposites

Graphite oxide, GO, has a multilayered structure similarly with other graphitic mate-
rials and like sodium montmorillonite that was discussed above. Recently, graphitic
materials have attracted the scientific interest because of their exceptional morpho-
logical and structural features, their potential for chemical modification as well as
their excellentmechanical, electrical and thermal properties. Polymer/graphiticmate-
rial nanocomposites comprise an interesting category of nanohybrids that have been
already used in a great number of applications as energy materials, in solar cells,
in water splitting, in environmental and catalytic technologies, for electromagnetic
shielding as well as in various biomedical applications [96–100]. Among the various
graphitic materials, graphite oxide has the advantage of a hydrophilic character due
to the various polar functional groups that result from the oxidation of graphite, and
thus it can be easily mixed with hydrophilic polymers, producing nanocomposites
with either exfoliated or intercalated structures. Although it is mainly graphene or
reduced graphene oxide that have been reported in the literature for the preparation
of polymer nanocomposites, there are a few works that utilized graphite oxide [101–
106]; in most of these, just a few percent of additive was used, which precluded the
investigation of the polymer structure and dynamics under confinement [31, 32, 39,
40, 107, 108].

When the hydrophilic hyperbranched polymers Boltorns and Hybrane are mixed
with graphite oxide, favorable polymer/surface interactions are anticipated. Figure 11
shows theX-ray diffractionmeasurements of such nanohybridswith 50wt%polymer
and 50 wt% GO (ACS Materials) content. For all four polymers, the intercalation
of the polymer is evident by the shift of the main diffraction peak of the GO toward
lower angles; this peak for GO (after annealing at 120 °C under vacuum for 12 h to
remove humidity) is observed (Fig. 11d) at 2θ = 12.7 ± 0.1°, which corresponds
to an interlayer spacing of d001 = 0.70 ± 0.05 nm. The main diffraction peak for
the Boltorn nanocomposites are found at 2θ = 6.4 ± 0.1° for H20 / GO and at 2θ
= 5.4 ± 0.1° for H30/GO and H40/GO, which correspond to interlayer distances
of d001 = 1.40 ± 0.05 nm for the former and d001 = 1.60 ± 0.05 nm for the latter
two. The intercalated structures formed in the nanocomposites can be attributed to
the favorable interactions between the polyester polyols and the surface of graphite
oxide that may explain also the shorter interlayer distance for the second generation
H20 polymer, which possesses a smaller number of hydroxyl and ester groups [40].
Along the same lines, Hybrane, which possesses the smallest number of functional
groups and, thus, should have the weakest interactions with the GO surfaces, exhibits
a diffraction peak at 2θ = 8.8°, which corresponds to d001 = 1.0 nm and, thus, a thin
film of only 0.3 nm is formed within the galleries of GO (Fig. 11d) [39].

The dynamics of the hyperbranched polymers when they reside between the
platelets of graphite oxidewasmeasuredwith dielectric spectroscopy aswell [39, 40].
Figure 12 a, b shows the imaginary part of the complex permittivity, ε", as a function
of frequency for H20/GO nanocomposite for many temperatures below (Fig. 12a)
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Fig. 11 X-ray
diffractograms of a H20 /
GO, b H30 / GO, c H40 /
GO, and d Hybrane / GO
with 50 wt% polymer
content. In all plots, the
diffractograms of the
respective polymers are
included (dash lines),
whereas in d the
measurement of GO (black
line) is shown as well. The
curves have been shifted
vertically for clarity.
Adapted with permission
from Ref. [39], copyright
(2021) Elsevier Ltd d

and above (Fig. 12b) the glass transition temperature. At low temperatures, multiple
relaxation processes exist, evident by the width of the dielectric curves, similarly to
the case of the neat H20 (Fig. 1a); however, the data have a very different profile
and are of low dielectric strength. At temperatures around −20 to − 10 °C another
relaxation process becomes evident in the spectra; it is noted that these tempera-
tures are below the glass transition temperature of the neat polymers. At even higher
temperatures, a MWS polarization mode, present due to the existence of surfaces as
well as a conductivity contribution can be observed. The behavior is very similar for
the nanocomposites of higher generations of the Boltorn family.

Figure 12c, d, e demonstrate the representative analysis of the spectra of H20/GO
for three temperatures, two below,−50 °C (Fig. 12c) and−10 °C (Fig. 12d), and one
above (20 °C, Fig. 12e) the T g of the neat H20 polymer. A superposition of Havriliak-
Negami functions was necessary to successfully fit the data, similarly to the case of
the neat polymers. All relaxation processes identified for the polymers should be
included in the analysis for the nanocomposites as well. Moreover, the behavior is
qualitatively very similar between the three nanohybrids. In this case, as in the case
of the Boltorn / Na+-MMT nanocomposites, the same Greek letters used for the neat
polymers will be utilized followed by a prime apex (α′, β´,γ´). From the spectra at
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Fig. 12 a,b Frequency dependence of the imaginary part of the complex permittivity, ε′′, for 50
wt% H20 / 50 wt% GO nanohybrid in the temperature range of a − 90–0 °C and b 0–80 °C. c,
d, e Analysis of the imaginary part of the dielectric permittivity, ε", for the H20/GO with 50 wt%
polymer at− 50 °C (c),−10 °C (d), and 20 °C (e). The HN-functions needed for the deconvolution
of the spectra are shown with dashed (γ’), dotted (β’), dash-dotted (α’), and short dash-dot (MWS)
lines, whereas the solid lines are the summation of the processes (best fit)

low temperatures, the shape parameters and the relaxation strength are determined
for the γ’ and β’ processes of the nanocomposites. For all three generations, the β

exponent of all processes in the nanocomposites was fixed to 1.0. For both the γ′
and the β’ processes, the dielectric strength increases with temperature. At higher
temperatures, but still below the polymer glass transition temperature, the α’ process
appears (dash-dotted line) and, at even higher temperatures, the slowerMWSprocess
becomes evident. For the α’ process, �ε decreases with temperature similarly for
all three nanocomposites; such dependence is anticipated for segmental relaxation.
At low frequencies and high temperatures, the addition of an ionic conductivity
contribution is necessary with a ω−1 dependence.

The frequency dependence of the imaginary part ε" of the complex permittivity
for a Hybrane/GO nanocomposite with 50wt% polymer content is shown in Fig. 13a,
b [39] for low and high temperatures (relative to the polymer glass transition)
together with the analysis at selected temperatures (Fig. 13c–e). For the Hybrane/GO
nanohybrid, one rather strong relaxation process can be clearly observed in the low-
temperature regime, while at a few very low temperatures, a shoulder in the data
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Fig. 13 a, b Imaginary part of the complex dielectric permittivity, ε", for the Hybrane / GO with
50 wt% polymer as a function of frequency in (a) the low temperature regime and (b) the high-
temperature regime. Imaginary part of the dielectric permittivity, ε", of Hybrane/GO (c–e) at (c): T
= − 50 °C far below the bulk polymer Tg, (d): T = 0 °C below the Tg and (e): T = 50 °C above
the Tg. In each case, the individual processes necessary for the deconvolution of the spectra (γ′, β´,
intermediate and α′ relaxation) are shown with black lines, whereas the red lines are the total fits.
Adapted with permission from Ref. [39], copyright (2021) Elsevier Ltd

could be attributed to a faster secondary relaxation process, with very low dielectric
strength. By increasing temperature, but still below the bulk polymer Tg (−43 °C),
an additional intermediate relaxation process is observed, partly obscured by the
emergence of the segmental process as well as of the conductivity. The analysis
showed two sub-Tg processes at very low temperatures similar to the case of the
neat Hybrane and provided the values of their characteristic parameters; the fast
process can be resolved only at a few low temperatures and possesses low dielectric
strength, whereas the slow one is much stronger and prevails in the whole low-
temperature region. Two more relaxation processes can be observed in the spectra
at higher temperatures, however, still below the neat Hybrane T g; an “intermedi-
ate” relaxation observable at few temperatures only and a slower one; the dielectric
strength �ε of both relaxation processes decrease with increasing temperature. An
ionic conductivity contribution is introduced as well to account for the increase of
the data at low frequencies.

Figure 14 shows the temperature dependence of the relaxation times for all
processes obtained from the analysis of all neat (lines) and confined (symbols)



212 K. Chrissopoulou and S. H. Anastasiadis

Fig. 14 Arrhenius
relaxation map for a Boltorn
/ GO [40] and b Hybrane /
GO nanocomposites with 50
wt% polymer. The lines
correspond to the fitting of
the data of the neat polymers
with a VFT equation for the
α-relaxation and with an
Arrhenius equation for the
other sub-Tg processes. The
errors in the times are
smaller than the size of the
points. Adapted with
permission from Ref. [39],
copyright (2021) Elsevier
Ltd (b)

hyperbranched polymers plotted in anArrhenius representation. For theBoltorns/GO
nanocomposites (Fig. 14a), there are threemain relaxation processeswhich all appear
in the experimental spectra at temperatures below the glass transition temperatures
of the neat polymers and all followArrhenius temperature dependence. Starting from
the ones that are seen at the lowest temperatures, it is evident that there is no specific
generation dependence. Both the temperature and generation dependencies of these
sub-T g relaxations resemble the respective ones of the Boltorns, however, the values
of the relaxation times and of the activation energies are lower than the ones obtained
for the neat polymers. The two relaxations can be identified as the hydroxyl rotation
and the ester reorientation that can become unconstrained under confinement due to
the smaller number of hydrogen bonds that can be created within the GO galleries.
Indeed, a more quantitative analysis provides the values of the activation energies as
Eγ′,H20 = 36± 1.5 kJ/mol, Eγ′,H30 = 31± 1.0 kJ/mol, and Eγ′,H40 = 30± 1.0 kJ/mol
for the γ’-process and Eβ′,H20 = 33.5 ± 2.0 kJ/mol, Eβ′,H30 = 35 ± 2 kJ/ mol, and
Eβ′,H40 = 28 ± 2 kJ/mol for the β’-process, i.e., lower than what was found for the
three polymers and similar to cases where the formation of hydrogen bonds is not
anticipated. The third process that appears in the spectra can be identified as the
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segmental dynamics under confinement based on the temperature dependence of its
dielectric strength and the values of the relaxation times that are in the proximity
of the relaxation times of the pure polymer segmental relaxation and despite their
different temperature dependence that deviate from the usual VFT dependence. No
dependence on the generation can be observed, in this case aswell, with the respective
activation energies for the nanohybrids being Eα′,H20 = 99.5 ± 5.0 kJ/mol, Eα′,H30 =
98 ± 3.0 kJ/mol, and Eα′,H40 = 97 ± 2.0 kJ/mol, whereas even the relaxation times
show only a slight trend with somehow slower segmental dynamics with increasing
generation; however, it is noted that this dependence cannot be related to the different
T gs of the polymers which show larger differences, as discussed above. Finally, at
even higher temperatures, the slow MWS process appears in the nanocomposites
due to the presence of a large number of interfaces that may trap ion species in
their proximity. The dynamic response of the three Boltorn polymers, when they are
confined within the GO galleries, is very similar to the one obtained in the Na+-MMT
nanocomposites with respect to both the number and the temperature dependence of
the various relaxation processes; the only observed difference is that the generation
dependence of the segmental process appears stronger for the nanocomposites with
Na+-MMT than for those with the GO.

Figure 14b shows the relaxationmap for the Hybrane/GO nanocomposite. At very
low temperatures, two relaxation processes exist in this case as well, with relaxation
times faster and slower, respectively, than the fast and the slow sub-T g relaxations
of Hybrane. Another difference between the polymer and the nanohybrid is in the
dielectric strength of the two processes; the dielectric strength �ε of the fast process
is larger than that of the slow for for the neat Hybrane polymer whereas the oppsite
is observed for the GO nanocomposite. Their activation energies can be calculated
as Eγ′ = 25 ± 2 kJ/mol for the faster process and Eβ′ = 58 ± 1 kJ/mol for the slower
one; these values indicate that the two processes can be related to the free and the
constrained motion of the hydroxyl functional groups that exist in the polymer. As
temperature increases, there is an additional process that resembles the intermediate
relaxation that is found in Hybrane with similar relaxation times and an Arrhenius
temperature dependence (E = 80 ± 5 kJ/mol). At even higher temperatures, the α’
relaxation, that is usually identified under confinement is resolved in this case aswell,
with activation energy,E = 189± 2 kJ/mol, i.e., exhibiting anArrhenius temperature
dependence. At the highest temperatures that measurements were performed, the
presence of conductivity dominates the dielectric spectra.

When one compares the dynamics in the two Hybrane nanohybrids, i.e., with
sodiummontmorillonite, Na+-MMT, and graphite oxide, GO, significant differences
can be found, demonstrating that the specific polymer/surface interactions influ-
ence both the number of relaxation processes as well as their characteristics. For
example, in the case of Hybrane/GO nanocomposite, three sub-T g processes exist
similarly with the neat polymer, whereas in the Hybrane / Na+-MMT hybrid, the
intermediate process cannot be resolved. Moreover, the relaxation times as well as
the values and the temperature dependencies of the dielectric strength of the two
faster processes indicate the different effects of the hydrogen bond network on the
dynamics. For the GO nanohybrid, the fast γ’-process becomes weaker, whereas
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the slow β’-relaxation becomes slower than the respective processes of the bulk
polymer; this can be potentially attributed to hydrogen bonds formed between the
hydroxyl groups of the polymer and the functional groups of the GO surface, that
causes a reduction in the number of freely rotating hydroxyls. On the contrary, for
Hybrane/Na+-MMTsystem, both the fast and the slowsub-T g motions becomeeasier,
indicating less hydrogen bonds either between the functional groups of the polymer
or between the polymer and the surface. However, in both cases, the segmental relax-
ation exhibits a change from a VFT to an Arrhenius behavior; this is attributed to
the strong confinement that the polymer is subjected to between the layers of both
additives, whereas the overall Hybrane/montmorillonite interactions that seem to be
more favorable result in slower segmental dynamics as well.

5 Conclusions

The dynamic response of different hyperbranched polymers in the bulk and in
nanocomposites is investigated utilizing dielectric spectroscopy. Three generations
of a polyester polyol of the Boltorn family, as well as the poly(ester amide), Hybrane,
are mixed with sodium montmorillonite, Na+-MMT, and graphite oxide, GO X-ray
diffraction shows that the synthesized nanocomposites exhibit intercalated structure
with the interlayer distance that depends on the number of functional groups of the
polymers, and thus on the strength of the interactions between the polymers and
the surfaces. The dynamics are investigated for nanohybrids with compositions for
which all polymers are intercalated and that there are no free chains outside the
completely filled galleries; thus the effects of the severe confinement and of the
different polymer/surface interactions of the dynamics are investigated.

The relaxation processes identified for the neat polymers are observed in the
nanohybrids as well with different temperature dependencies; however, differences
in their identification are observed between the different polymers. In all cases, the
sub-T g processes follow Arrhenius temperature dependencies but with a weaker
temperature dependencies, and thus smaller activation energies than the respective
processes of the neat polymers due to the smaller number of hydrogen bonds that
can be formed inside the galleries. Additionally only one intermediate relaxation is
observed inHybrane and attributed to a kind of branchmotion that is observed only in
Hybrane/GO nanohybrid, whereas it cannot be identified in the Hybrane/Na+-MMT
nanocomposite. The segmental dynamics is either faster or slower under confinement
depending on the polymer/surface interactions; however, in all cases, the segmental
processes exhibit Arrhenius temperature dependencies in confinement in contrast to
theVFT temperature dependence of the neat polymers. In conclusion, the number and
the kind of functional groups of the polymers that control their ability for hydrogen
bond formation between the chains themselves and between the polymer and the
surface as well as the severe confinement define the dynamics in intercalated polymer
nanocomposites.
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Interfacial Effects on the Dielectric
Properties of Elastomer Composites
and Nanocomposites

Bo Li , Georgios Polizos , and Evangelos Manias

Abstract Elastomer-based composites and nanocomposites are discussed, with the
emphasis on the filler and interfacial effects on their dynamics, and the resulting
manifestation in their macroscopic dielectric or mechanical response. Specifi-
cally, selected polydimethylsiloxane (PDMS)/barium-titanate and styrene-butadiene
rubber (SBR)/graphene oxide nanocomposites are discussed, as examples where
controlled spatial distribution of filler (structured composites) gives rise to signifi-
cantly different dielectric and thermomechanical behaviors. Also, ethylene–propy-
lene–diene (EPDM)/carbon black (CB) composites are presented, as examples of
systems that exhibit an abnormal temperature dependence of dielectric relaxation;
and this response is discussed in the context of CB cluster polarization and quantified
through a simple scaling model of the same. Finally, multi-filler EPDM/CB/ceramic
elastomer nanocomposites are discussed, as examples of systems with antagonistic
interfacial effects between conductive and dielectric fillers, as well as with strong
interphase responses that can overwhelm the dielectric contributions from the fillers;
in these systems, interphasial responses result in counter-intuitive dielectric behav-
iors and in strong deviations from standard design principles typically employed in
the design of dielectric composite systems.
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Abbreviations

CB Carbon black
DRS Dielectric relaxation spectroscopy
EPDM Random copolymer from ethylene, propylene, and diene monomers
GO Graphene oxide
HN Havriliak–Negami relaxation
MW Maxwell–Wagner polarization
MWS Maxwell–Wagner–Sillars polarization
PDMS Polydimethylsiloxane
ppb Pixels-per-box (viz. TEM cluster analysis)
rGO Reduced graphene oxide
SBR Styrene-butadiene rubber

α,β Peak shape parameters (e.g., Havriliak–Negami equation)
d f Fractal dimension
dw Diffusion exponent
D Diffusion coefficient
e Electron charge
ε∗ Complex permittivity [function, ε∗(ω, T, . . . ), with ε∗ = ε

′ − iε′′]
ε0 Vacuum permittivity
ε′ Permittivity, real part of complex permittivity (function, ε′ ≡ Re[ε∗])
ε′′ Imaginary part of complex permittivity (function, ε′′ ≡ Im[ε∗])
�ε Dielectric relaxation strength [permittivity change between the onset and the

end of a relaxation, �ε ≡ ε
′
(ωonset) − ε

′
(ωend)]

f Frequency ( f = ω/2π )
fmax Characteristic frequency of a relaxation ( f at ε′′ peak maximum/inflection-

point)
kB Boltzmann’s constant
k Dielectric constant [empirical; typically, the permittivity ε′ value at the appli-

cation relevant frequency range and temperature; often a weak function (of
frequency, temperature) rather than a mathematical constant]

ξ Cluster size
σ Conductivity (function, can be complex/real/imaginary, σ *, σ ′, σ

′′
, See

permittivity)
s, σ0 Conductivity parameters (frequency power and amplitude as ω → 0, e.g.,

HN equation)
T Temperature
τ Relaxation time
tan δ Dissipation factor, loss tangent [function, for dielectric tan δ(ω) =

ε′′(ω)
/
ε′(ω); for mechanical: lossmodulus over storage modulus]

ω Frequency (ω = 2π f )
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1 Introduction

Compared to other material classes, such as ceramics, polymers typically possess
higher electrical breakdown strengths but lower values of dielectric permittivity. At
the same time, materials with high dielectric constants are vital to electrical and
electronic applications—such as power systems, electronic equipment, and energy
storage devices—and oftentimes flexible geometries are required, or highmechanical
strains are expected to occur during the usual operation. In such cases, polymer elas-
tomers are typically the only viable material choice that can combine high mechan-
ical flexibility and toughness with sufficiently high dielectric permittivity. However,
elastomeric polymers are typically characterized by relatively low dielectric permit-
tivities, and proper composite design is required to substantially improve the dielec-
tric performance (e.g., increased dielectric permittivity, at low dielectric loss and
high breakdown strength), so as to meet application requirements, ranging from
simple electrical insulation, to advanced capacitors and high-k dielectrics, to effi-
cient electromagnetic interference shielding. Currently, the predominant approach
to obtain elastomer-type materials with such property sets is the addition of high-
permittivity inorganic fillers and/or conductive carbon black and graphitic fillers, i.e.,
through elastomer composites. The design of these multi-component materials relies
heavily on established models that predict composite dielectric responses based on
the constituents’ permittivities, i.e., of the polymermatrix and filler(s): In such design
approaches, models (e.g., micromechanical mixing rules, Lichtenecker’s logarithmic
mixing rule, Maxwell–Wagner equation, Bruggeman model, etc.) are employed for
selecting the type and concentration of dielectric fillers in composites, so as to achieve
the desired composite properties [1, 2]. However, such models result in increasingly
inaccurate estimations of the composite dielectric properties when interfacial effects
begin to dominate (e.g., for high aspect-ratio fillers, sub-micron and nanosized parti-
cles, multi-filler composites, or whenever extensive polymer/filler interphases with
complex nature and an a priori unknown dielectric behavior exist) [1–5]. Further-
more, composites with anisotropic distribution of fillers can also have significant
differences in their response compared to conventional composite models, since the
dielectric response can vary substantially between different loci in a composite: e.g.,
composites with aligned or clustered fillers versus composites with random filler
dispersions, or multi-filler composites versus single-type filler composites.

Here, we discuss selected examples where synthetic elastomer polymer compos-
ites, reinforced by ceramic-dielectric particles and/or carbon-based conductivefillers,
exhibit behaviors that depart from the typical dielectric responses. Hence, the science
underlying such non-typical behaviors can provide ideas, opportunities, approaches,
and paradigms, for elastomer composites with fundamentally new, emergent, or
highly improved dielectric responses.
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2 Anisotropic Composite Elastomers

Polydimethylsiloxane with Aligned Barium Titanate Nanoparticles
Elastomer composites with anisotropic distribution of the fillers can have significant
advantages over conventional composites with random dispersion of the fillers. Filler
alignment can be induced using a shear force or by applying an external electric field
with high strength. The tailored filler anisotropy can result in marked improvements
in energy storage systems, as well as in flexiblemembranes with enhanced separation
or barrier properties [6–13].

Anisotropic composite silicone elastomers based on polydimethylsiloxane
(PDMS, Sylgard184®) filledwithBaTiO3 (median particle size 190 nm)were synthe-
sized using dielectrophoretic alignment of the fillers [9]. An external electric field
(1.6 kV/mm at 100 Hz) was applied to the elastomer/particle suspension during the
curing process. The spatial distribution of the aligned fillers in the elastomer matrix
is shown in the scanning electron microscopy (SEM) image in Fig. 1. Dielectric
relaxation spectroscopy (DRS [14]) was used to measure the dielectric properties

Fig. 1 SEM image of the PDMS elastomer with dielectrophoretically aligned BaTiO3 fillers
(10 vol%). Figure reproduced with permission from Ref. [9]. Copyright 2008 Amer. Inst. Physics
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Frequency [Hz]

Fig. 2 Real and imaginary parts of the complex permittivity at 293 K (20 °C) of PDMS composites
filled with 22.5 vol% BaTiO3. The lines are the best fit of the HN expression and a conductivity
power law contribution to the experimental data. Figure reproduced with permission from Ref. [9].
Copyright 2008 Amer. Inst. Physics

of the structured composites at directions parallel (1–3 parallel1) and perpendicular
(1–3 perpendicular. See Footnote 1) to the direction of the applied field. The pristine
silicone elastomer and an elastomer with random filler dispersion (0–3 composite.
See Footnote 1) were also measured. The pristine elastomer was subjected to the
same thermal cycling under the same external field as the structured elastomers.
The real and imaginary parts of the complex permittivity of the elastomers filled
with 22.5 vol% BaTiO3 are shown in Fig. 2 Least-square fitting to the experimental
data was performed using the Havriliak-Negami (HN) expression and a conductivity
contribution [14, 15]:

ε∗(ω) = ε∞ + �ε
[
1 + (iωτ0)1−α

]β
− i

σ0

ε0
ω−s (1)

1 0–3 stands for a composite with the fillers not being aligned in any direction. 1–3 parallel and
1–3 perpendicular denote composites with the fillers being aligned parallel and perpendicular to
the direction of the electric field, respectively.
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Table 1 Fitting parameters of Eq. (1) to the experimental data in Fig. 2. Table was adapted with
permission from Ref. [9]. Copyright 2008 Amer. Inst. Physics

Sample α B �ε fmax (Hz)

Silicone 0.76 ± 0.01 1 0.05 ± 0.01 2518 ± 641

0–3 BaTiO3/silicone 0.65 ± 0.03 1 0.15 ± 0.02 194 ± 47

1–3 parallel 0.66 ± 0.01 1 0.76 ± 0.01 68 ± 8

1–3 perpendicular 0.78 ± 0.02 0.75 ± 0.08 1.14 ± 0.06 649 ± 143

The values of the shape parameters (α, β), dielectric strength (�ε), and maximum
frequency f max of the relaxationmechanismare summarized inTable 1.Aweakmech-
anism process is shown in the dielectric losses of the pristine polydimethylsiloxane
elastomer due to interfacial Maxwell–Wagner–Sillars (MWS) polarization effects
that are associated with ionic (catalyst, space charge) residues at the interfaces of
loci with different crosslinking densities [16]. The dielectric strength of this relax-
ation mechanism is significantly higher in the elastomer composites and particularly
in the structured composites (which possess a preferred filler orientation, parallel or
perpendicular to the electric field direction). The increase in the�ε values originates
from the interactions between the elastomer and the high permittivity BaTiO3 fillers.
The variation in the values depends on the filler spatial configuration. A shift toward
lower frequencies of the f max is observed for the composites due to the slowdown
of the dynamics at the elastomer/filler interface. The effect of the filler spatial distri-
bution is also evident in the real part of the permittivity. The ε′(ω) values increase
substantially in the BaTiO3 composites and the highest values were measured at
direction parallel to the filler alignment. The increase of the permittivity due to the
filler alignment becomes even more prominent at high electric fields (Fig. 3) and
can result in important improvements in the energy storage of capacitors operating
at high voltage [9].

3 Styrene-Butadiene Elastomers Filled with Functionalized
Graphene Oxide

Styrene-butadiene rubber (SBR) is one of the most widespread and used elastomers
with numerous applications. Commercially available reinforced SBR composites are
typically based on metal oxides (i.e., silica) or carbon black fillers. The dispersion of
metal oxide fillers is thermodynamically favorablewhen sulfur-based silanes are used
during the mechanical mixing and crosslinking of the SBRmatrix. The dispersion of
carbon black can also be easily accomplished due to the hydrophobic nature of the
SBR matrix. Graphene oxide (GO) is a high performance, high surface area carbon
filler. Its planar geometry and the strong interaction with the styrene groups of the
SBR are ideal for achievingmechanically robust interfaceswith the elastomermatrix.
Moreover, the oxygen-based functional groups (i.e., C = O, C−O, O = C−OH) on
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Fig. 3 Permittivity values of the structured composites at differentBaTiO3 volume fractions. Figure
reproduced with permission from Ref. [9] Copyright 2008 Amer. Inst. Physics

the surface of the GO provide sites that can be functionalized, increase the d-spacing
of the GO planes and improve their dispersion.

GOfillerswith thiol and dodecylamine (GO–DA) functionalitieswere synthesized
[17]. The thiol-modified GO fillers have reactive interfaces and can be crosslinked
with the SBR matrix during the mechanical mixing. During the functionalization
process, GO was partially reduced (rGO) and the oxygen content on the surface of
the fillers was decreased [18, 19]. The rGO–SH fillers were dispersed in the SBR
using aBrabendermixer thatwas operated at 110 °C. The dodecylamine functionality
resulted in a hydrophobic interface on theGOsurface and allowed the solutionmixing
of the GO–DA fillers with the SBR in toluene. The composite matrix was coagulated
in methanol and was dried in vacuum at 80 °C. The high-resolution XPS spectra of
the GO and the rGO–SH for the C1s and O1s are shown in Fig. 4. The reduction
of the GO fillers during the functionalization is clearly shown by the significantly
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Table 2 Filler properties: particle size; Filler permittivity εr (particle or bulk, the expected dielectric
ε value of the fillers in the composites); and measured effective filler permittivity εr

effective in
composites (filler permittivity as quantified from the EPDM composite permittivity: the εr

effective

combines the filler εr plus any interfacial contributions, synergistic or antagonistic). Table adapted
with permission from Ref. [32]. Copyright 2021 by the authors (Springer)

Fillera Filler particle size
(pm)

Filler Filler εr
effectlve in the composite

εr 20 Hz 60 Hz 140 Hz 1 kHz 10 kHz

SiO2 1–2 &0 4 42 30 26 21 18

TiO2 1–2 &0 260 158 138 155 148 142

Sakai-BaTiO3 0.4 &1 3060 537 506 507 495 462

Ionized-BaTi03 0.4 &1 3420 765 780 787 747 740

Ferro–BaTi O3 (fine) 0.6–0.9 &0 9000 328 375 333 310 302

Ferro-BaTi O3 (coarse) 0.9–1.7 &0 9000 601 605 570 565 550

(Nb, In)TiO2 1–2 &2 60000 141 142 142 130 116

&0Measured by the supplier; &1Measured in suspension; &2Measured at 100 Hz after sintering
aThe ceramic fillers are: (i) As-received particulates: SiO2 (S5631, Sigma-Aldrich); Sakai-BaTiO3
(BT-04, Sakai Chemical Industries); Ferro-BaTiO3 (ZL9000, Ferro Electronic Materials, sieved
to separate coarse and fine particulates/agglomerates), and TiO2 (Rutile 43047, Alfa Aesar). (ii)
Surface-modified particulates: ionized-BaTiO3 (by washing the Sakai-BaTiO3 with distilled water,
stirring overnight, and drying at 80 °C, increasing the mobile ions concentration at the BaTiO3
external surface); and “colossal dielectric permittivity” (Nb + In) co-doped TiO2 (termed as (Nb,
In)TiO2, measured to have ε′ (100 Hz) = 60,000 after sintering, prepared as per [45])

lower intensity of the C−O peak in the C1s spectra. The surface composition of the
C−O groups was 22.3 and 8.6 at % for the GO and rGO–SH fillers, respectively. The
composition of the C (sp2) was 7.9 and 43.3 at % for the GO and rGO–SH fillers,
respectively. Similar trends were found for the composition of the O = C−OH
groups that was 6.0 and 1.3 at % for the GO and rGO–SH fillers, respectively. TEM
images of the non-crosslinked SBR/GO and SBR/rGO–SH composites are shown in
Fig. 5. The mechanical properties of the composites were measured using dynamic
mechanical analysis (DMA) at 1 Hz over a broad temperature range. The heating rate
was 5 K/min. Comparison plots of the storage modulus and tanδ are shown in Fig. 6.
The GO and GO-modified filler contents were 4 wt %. The properties of the GO-
based composites were compared to the SBR filled with 9 wt% silica nanoparticles
(SBR/SnP). Silica is the most frequently used filler material [20, 21].

The comparison with the SBR/SnP was performed to establish performance
improvements with respect to baseline composites. All composites were non-
crosslinked. The fillers in the SBR/SnP, SBR/GO, and SBR/rGO–SH composites
were dispersed by mechanical mixing. The SBR/GO and SBR/rGO–SH composites
have comparable modulus values. In the glassy state (T < −40 °C), their modulus
plateau values are 44% higher than that of the SBR/SnP even though their filler
weight content is less than half compared to that of the silica composite. The higher
performance of the GO fillers can be associated with their higher surface area and
planar geometry that resulted in improved interfacial adhesion with the SBR matrix.
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Fig. 4 High-resolution XPS spectra of the aGO and b rGO–SH. Figure reproduced fromRef. [17].
Copyright 2020 by the authors (CC attribution license)

TheGO–DAfillerswere dispersed in the SBRusing solutionmixing. Themixingwas
promoted by the hydrophobic functionality of the GO–DA fillers and the SBR/GO–
DA composite showed more notable improvements. The storage modulus increased
by 60 % in the glassy state and the rubbery plateau values at high temperatures (T >
20 °C) increased almost 200%. The tanδ values in Fig. 6b show a peak at −32 °C
that is associated with the glass transition temperature of the elastomer matrix. The
shoulder at higher temperatures is attributed to an interfacial relaxation mechanism
with slower dynamics due to an interfacial SBR phase that is adsorbed on the surface
of the fillers [22]. This interfacial mechanism is more pronounced in the SBR/GO–
DA composite due to the better filler–elastomer interfacial adhesion. The peak inten-
sity (and area) of the tanδ peak is also significantly lower for the SBR/GO–DA
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Fig. 5 TEM images of the a SBR/GO and b SBR/rGO–SH. Figure reproduced from Ref. [17].
Copyright 2020 by the authors (CC attribution license)

Fig. 6 Comparison plots of the mechanical properties of the SBR composites according to DMA
measurements. a storage modulus and b tanδ. Figure reproduced from Ref. [17]. Copyright 2020
by the authors (CC attribution license)

composite due to less mobile SBR/GO–DA interface. Tailoring the interfacial chem-
istry of the GO fillers can make their mixing with hydrophobic elastomer matrices
thermodynamically favorable and result in highly reinforced elastomer composites.
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4 Elastomer Composites with Clustered Nanoparticulate
Fillers

EPDM Elastomer Composites with Conductive Carbon Black
Formany applications, the increased permittivity in high-k ceramic polymer compos-
ites cannot meet the desired requirements. Conductive fillers are therefore employed,
as they can offer a dramatic increase in dielectric permittivity near percolation transi-
tion (ε′ up to 103–104) [23], when appropriatemeasures are taken to reduce or prevent
percolative electrical conduction. Such composites have attracted considerable atten-
tion for applications as dielectrics, including charge storage capacitors, high-k gate
dielectrics, electromagnetic interference shielding, electroactive materials [24–28].

Typically, it is assumed that the substantial increase in dielectric permittivity
is associated with the formation of microcapacitor networks, within which charge
carriers can migrate too and accumulate at the filler–polymer interfaces (essentially
an interfacial polarization, typically modeled asMaxwell–Wagner–Sillars relaxation
[14, 23, 30, 31]). Despite the success of this approach in quantifying the behavior
of multiple materials, there are many instances where there exit discrepancies [32].
Here, we review a recent study of a near-percolated polymer composite, based on an
ethylene propylene diene polymer (EPDM, Vistalon 5420, ExxonMobil Chemical)
with 32 wt% carbon black (CB, Spheron 6000, Cabot [33]). These nanocomposite
materials deviate in dielectric response from the behavior expected under the usual
assumptions of microcapacitor networks (vide infra).

Figure 7a shows representativeTEM images of the composite structure. Individual
CB particles with an average size of 100 nm are clustered into CB aggregates, which
arewell distributed across the entire composite sample. CBparticles in the aggregates
are strongly connected by nanometer-thin immobilized bound polymer layers [34],
and the arrangement of CB can be described by a fractal dimension (d f ) [35, 36]:

Fig. 7 a TEM image of CB polymer composite. The larger dark-colored particles are a second type
of ceramic fillers. b Derivation of the fractal dimension for the clusters using the pixel-counting
algorithm: TEM images of three CB clusters and the corresponding analyses. Figure and data
adapted with permission from Ref. [29]. Copyright 2021 by the authors
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N (r) ∼ rd f (2)

where r is the size of the cluster containing N (r) number of CB particles. For the
EPDM/CB composites in question, the fractal dimension of the CB clusters could
not be directly measured by SAXS, due to the low angle limit of our instruments,
and instead, we used the fractal box method (pixel-counting algorithm) to estimate
its value [37, 38]. Specifically, grids with varying numbers of boxes are overlaid on
a TEM image containing each CB cluster, and the average number of pixels in each
box is counted as pixels-per-box (ppb). The fractal dimension of this CB cluster can
be calculated from the pixel-counting plot (i.e., ln(ppb) vs. ln(box size)), as shown
in Fig. 7b, and as expected different CB clusters in the same composite show a very
similar fractal dimension, namely df ∼= 2.5.

For these EPDM/CB composites, Fig. 8 provides the temperature- and frequency-
dependent dielectric properties. At each temperature, a strong dielectric relaxation
can be identified, manifested by a strong step change in dielectric permittivity and an
associated peak in ε′′. To better understand the polarizationmechanism, the dielectric
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Fig. 8 a,bDielectric spectra of a near-percolatedEPDM/CBcomposite as a functionof temperature
and frequency, as well as c, d the best fitting Cole–Cole curves. Figure and data adapted with
permission from Ref. [29]. Copyright 2021 by the authors
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spectra of the polymer composite are analyzed within the framework of the Cole–
Cole equation plus a conductivity contribution (Eq. 1 with β and s values set equal to
1.0, for a detailed discussion on the choice of fitting equation, we refer to [39]). The
fitting curves are also shown in Fig. 7, indicating a good fitting of the experimental
data to the Cole–Cole model.

The results from the best fit are plotted in Fig. 9a–d. Interestingly, the evolu-
tion of polarization does not follow the trends as generally expected from MWS
polarization. Specifically, as shown in Fig. 9a, b, the relaxation strength and relax-
ation time increase with temperature in the lower-temperature region, whereas in the
higher temperature region, both parameters decrease with temperature. This non-
monotonic temperature evolution indicates a rather complex nature for the dielectric
relaxation in the polymer composite, which cannot be described by a simple thermal
activation model. The same is also observed in Fig. 9c, where the conductivity keeps
decreasing with increasing temperature, again manifesting a departure from simple
thermally activated mechanism. The shape parameter demonstrates a nearly constant
value of 0.6 (Fig. 9d), and in fact, this value provides strong evidence for the relevant
mechanism (vide infra, Eq. 7).

Fig. 9 Best-fit parameter values for the Cole–Cole model at different temperatures. Figure and data
adapted with permission from Ref. [29]. Copyright 2021 by the authors
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The evolution of the various dielectric variables indicates the significance of the
morphology of the CBfiller clusters, as defined through electrical connectivity, rather
than simple topological/geometric definition. Reducing temperature evidently corre-
sponds to better electrical connectivity between the CB particles within the cluster,
which would be equivalent to shrinkage of the EPDM matrix and closer proximity
of the CB particles, or also equivalent to increasing filler concentration, accounting
for the increased conductivity with reducing temperature. Along the same lines, the
T-dependence of relaxation strength and relaxation time is strongly reminiscent to the
divergence of filler cluster size typically observed across the percolation threshold
[36, 40], as long as both parameters are positively correlated with cluster size. From
this perspective, the measured dielectric and electrical responses can be quantified
by considering the electron transport along the electrically connected CB fillers
(within clusters or across networks), and one can provide scaling relations between
the various dielectric variables and the CB cluster morphology.

For these EPDM/CB polymer composites, since the CB network is self-similar
over different length scales (fractal nature), one can define (Eq. 3) the fractal
dimension (d f ) of the CB aggregates at different length scales, as

N (r) ∼ rd f where

{
d f = 2.5, r < ξ

d f = 3, r > ξ
(3)

r is the size of a CB aggregate containing N (r) number of CB particles (similar to
Eq. 2). Within a CB cluster (of size ξ ), the fractal dimension (d f ) of CB arrangement
is 2.5, whereas macroscopically, beyond the single-cluster size (r > ξ ), the CB
fillers can be regarded as a homogenous three-dimensional dispersion with d f =
3 [36, 41, 42]. Such a fractal CB particle arrangement, would result in electron
transport that scales accordingly over the same length scales, i.e., with the mean
square displacement of electrons < r2(t) > scaling with time (t) as [35, 36])

< r2(t) >∼ t2/dw where

{
dw = 3.8, r < ξ

dw = 2, r > ξ
(4)

That is, electron transport within one CB cluster follows an “anomalous diffu-
sion” with a diffusion exponent dw = 3.8, whereas electrons travel between clus-
ters is governed by normal (charges in external electric field, or even Fickian)
diffusion< r2(t) >∼ t .

5 Frequency Dependence of Dielectric Properties

For the frequency dependence of dielectric properties, one can first consider the
frequency-dependent AC conductivity: At each temperature, the conductivity (σ(w))
is proportional to the number density of electrons participating in the conduction
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process (n) and the diffusion coefficient (D) via σ(w) ∼ nD. The number density
of conduction electrons (n) is proportional to the solid concentration of CB in a
blob (as defined by a collection of CB particles in electrical contact to each other,
i.e., a collection of CB particles that the electrons can explore during one period of
measurement, t). This blob size (r ) can be estimated from Eq. (4) as r ∼ t1/dw and
using Eq. (3), one can get

n ∼ N (r)

r3
∼ rd f −3 ∼ t (d f −3)/dw (5)

The diffusion coefficient (D) will simply be the mean square displacement of the
electrons over the same period of measurement (t), and thus Eq. (4), yields

D ∼
〈
r2(t)

〉

t
∼ t (2−dw)/dw (6)

and combing Eqs. (5) and (6), would result in the frequency dependence of
conductivity:

σ(w) ∼ nD ∼ t (d f −dw−1)/dw ∼ w(dw−d f +1)/dw ∼
{
w0.605, r < ξ

w0, r > ξ
(7)

The conductivity of the polymer compositewill exhibit different power lawdepen-
dences on frequency, when electrons explore a single cluster versus when they
explore larger length scales. The crossover frequency corresponds to the critical
time scale when electrons can explore one entire cluster, and identifies the transition
from anomalous diffusion to normal diffusion for electron transport.

It is interesting to note that the scaling exponent of the high-frequency conductivity
(0.605), is very close to the shape parameter (α) measured from the experimental
data (Fig. 9d). As defined in Eq. (1), α characterizes the slope of the loss (ε′′) curve
of dielectric relaxation and should have the same value as the slope of conductivity
(σw) at the high-frequency end, as σw = 2π f ε0ε′′. A consistent α value of ~0.6
measured across the whole temperature range confirms our assumption of electron
displacement as the dominant relaxation mechanism in the CB polymer composite.

6 Cluster Size Dependence of Dielectric Properties

In order to confirm the validity of the above scaling relations, one can use these scaling
relations to determine the cluster size dependence of the various dielectric variables
measured by dielectric spectroscopy. Thus, by using theTEM-determined cluster size
and fractal dimension and the DRS-determined dielectric quantities, one can directly
compare the scaling laws versus the experimental trends. The dielectric variables that
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can be investigated are the DC conductivity (σdc), the relaxation strength (�ε), and
the relaxation time (τR), as quantified by the fitted parameter values of the Cole–Cole
function.

7 Scaling of Conductivity (σ dc) with Custer Size

At low-frequency limit, the DC conduction (σdc) can be calculated by

σdc = e2n

kBT
D (8)

where e denotes the electron charge; n and D are the number density of conduction
electrons and the diffusion coefficient, respectively, as defined before; kB and T are
the Boltzmann’s constant and temperature, respectively [35, 41, 43]. For long-range
electron transport, n and D are independent of time, but they are strong functions of
cluster size (ξ ), since the number density of conduction electrons is proportional to
the solid concentration of CB in the cluster, that is

n ∼ N (ξ)

ξ 3
∼ ξ d f −3 (9)

and from thedefinition of N (ξ) and ξ , for aCBclusterwas experimentally determined
to be d f

∼= 2.5.
The diffusion coefficient can be calculated by simply considering that the electrons

explore the cluster size ξ , i.e., a mean square displacement of ξ 2, over a time interval
tξ (as described in Eq. 4, with tξ ∼ ξ dw and dw = 3.8, as it applies to electron transport
within a cluster):

D ∼ ξ2

tξ
∼ ξ2−dw (10)

combining Eqs. (9) and (10) with Eq. (8), the DC conductivity and cluster size ξ ,
scale as

σdc = e2n

kBT
D ∼ nD

T
∼ ξ d f −dw−1

T
= ξ−2.3

T
(11)
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8 Scaling of Relaxation Time (τ R) and Relaxation Strength
(�ε) with Cluster Size

The polarization of the conductive CB filler clusters originates from the electron
transport within a cluster (over longer time scales, electrons can travel beyond the
cluster, follow normal diffusion, result in a DC conductivity, and do not contribute
to the polarization). Consequently, the relaxation time measured from the dielectric
spectrum (τR) should scale with the time needed for electrons to explore a cluster
(tξ , as defined in Eq. 4).

τR ∼ t ξ ∼ ξ dw = ξ 3.8 (12)

The dielectric relaxation strength that corresponds to the conductive filler cluster
polarization, can be considered as the relaxation of a number of individual dipoles
with a total dipole moment (P), for which [44]:

�ε = N P2

3ε0kBT
(13)

where N is the number density of dipoles; ε0 is the vacuum permittivity; kB and
T are the Boltzmann’s constant and temperature, respectively. In analogy, for the
EPDM/CB polymer composites, we can have

�ε = N P2

3ε0kBT
∼ Nq2ξ 2

T
(14)

with N now being the number density of clusters; P being the equivalent dipole
moment of polarized clusters,which is proportional to the number density of electrons
in the cluster (q) and the cluster size (ξ ). Since the electron density in a cluster (q)
also scales with the concentration of CB in the cluster, i.e., N (ξ)/ξ 3 ∼ ξ d f −3 (Eq. 9):
Nq should be proportional to the CB concentration in the composite and, therefore,
is a constant in this case. Thus, the relaxation strength can be rewritten as

�ε ∼ qξ 2

T
∼ ξ d f −1

T
= ξ 1.5

T
(15)

Equations (11), (12), and (15) provide the dependences of measured/fitted dielec-
tric parameters on the cluster size (ξ ), which can be replaced (through Eq. 12) by its
scaling with the relaxation time (τR). In this way, by using the scaling between ξ and
τR , we can rewrite the scaling relations Eqs. (11), (12), and (15), as dependencies on
the relaxation time, rather than on the cluster size:

�ε · T ∼ τ 0.40
R ; σdc · T ∼ τ−0.61

R ; σdc · T ∼ (�ε · T )−1.53 (16)
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Fig. 10 Scaling relations between various dielectric parameters. The number on the graphs repre-
sents the slope of the linear regression on experimental data, which is in good agreement with the
scaling prediction. Figure and data adapted with permission from Ref. [29]. Copyright 2021 by the
authors

In this way, the derived scaling relations are expressed through only
measured/fitted values, and one can use experimental data only, as plotted in Fig. 10a–
c, to test the validity of the scaling relations. A good agreement is achieved—maybe
surprisingly given some of the simplifications outlined above—but the scaling of
the experimental data clearly confirm the scaling relations of the model, making a
strong case that the electron transport within the CB clusters is in fact the dominant
polarization mechanism.

Finally, since �ε, τR , σdc and α are the fitted variables in HN or in Cole–Cole,
once these parameters are experimentally determined, it is possible to quantify the
details of the composite/filler morphology and of the filler cluster size based on
dielectric data (as illustrated in Scheme 1).

9 Dielectric Response of Multi-filler Elastomer Composites

EPDM Elastomer Composites with Carbon Black and Ceramic Nanoparticles
In order to identify and highlight the interfacial contributions to the composites’
dielectric properties, we present some results from elastomer/carbon black/ceramic
composites2: In these multi-filler composite materials, we added a series of micron-
sized ceramic fillers to the EPDM/CB composites discussed in the previous section.

In order to distinguish the relative contributions of the fillers and of the filler
interfaces to the macroscopic composite permittivity, a series of ceramic particu-
lates—that span orders of magnitude in permittivity values and have varied surface
chemistries—were compared [32]. Specifically, a series of low-loss ceramic fillers
were used, with 0.4–2 μm in size, differing in nature (i.e., dielectric/paraelectric
SiO2 and TiO2 versus ferroelectric BaTiO3), and spanning a wide range of dielectric
permittivities (particulate or bulk ε′, ranging from 4 to 60,000). For each filler, a
series of EPDM composites was prepared, varying the ceramic filler loading from

2 The text and figures of this section were adapted with permission from a conference proceedings
paper published inRef. [32], Copyright 2021 by the authors (B. Li, E.Manias, et al.,MRSAdvances,
Springer).
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Scheme 1 Schematic illustrating the correlation between dielectric/electrical properties and the
carbon black filler-network morphology. Figure and data adapted with permission from Ref. [29].
Copyright 2021 by the authors

5 to 25 wt%, while keeping the carbon black (CB) content constant at 15 wt% and
the organic/elastomer matrix the same, i.e., all elastomers had constant monomer:
plasticizer and monomer:curing agent ratios (30 phr and 5 phr, respectively). The
dielectric properties of the compositesweremeasured as a function of frequency (20–
10 kHz), at 1 V, using a charge–voltage converter (GADD, integrated with a Stanford
Research SR830 lock-in amplifier [32]) on rectangular specimens (4 × 1 cm wide,
by 3 mm thickness) coated by colloidal silver electrodes, Results were collected by
measuring the real part of permittivity, ε′(ω), Fig. 11a, and the “dissipation factor”,
tanδ(ω), Fig. 11b, as per [45].

In a first approach, keeping the carbon black (CB) content constant at 15 wt%
across all systems, allows for simplifying the comparative discussion across the
various ceramic fillers, by considering thematrix to be the combination of all organics
(EPDM, plasticizer, and crosslinker) plus the carbon black [1]. In this case, the
composite dielectric permittivity, ε, can be quantified by Lichtenecker’s logarithmic
mixing rule applied to the permittivity of the “matrix” and the ceramic fillers:

logε = v f logεr + (
1 − v f

)
logεm (17)
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Fig. 11 a Dielectric permittivity, ε′(ω) and b dielectric dissipation factor, tan delta(ω), as a func-
tion of frequency (ω) at room temperature, for EPDM composites (with 0–25 wt% ceramic fillers). c
The filler’s effective dielectric permittivity in the composites (including interfacial contributions, as
determined by ε in Lichtenecker’s mixing rule) is compared against the particle/filler permittivity
εr Fittings at five frequencies provide five values for each filler’s effective ε (see Table 2). The
dashed-line corresponds to a 1:1 relation, i.e., no interfacial contributions. Figure and data adapted
with permission from Ref. [32]. Copyright 2021 by the authors (Springer)
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Filler Volume Fraction (vol%)

Fig. 12 aMeasured composite permittivity at 140 Hz and fittings of the permittivities versus filler
loading by Lichtenecker’s logarithmic mixing rule. Figure and data adapted with permission from
Ref. [32]. Copyright 2021 by the authors (Springer)

with εr and εm being the permittivities of the ceramic filler and the matrix, respec-
tively, and v f the volume fraction of the ceramic filler (Fig. 12). Subsequent measure-
ment of the macroscopic composite permittivity (ε) as a function of ceramic filler
loading (v f ), can thus yield an “effective dielectric permittivity” (εr ) for each
ceramic filler in the composite; i.e., a permittivity value that quantifies the combined
ceramic filler particle plus their interfacial contributions to the measured composite
permittivity (Table 2, Fig. 11c).

10 Effect of the Interphases on the Dielectric Properties
of the Composites

The values of εr
effective provide a measure of each filler’s realistic contribution to the

measured composite permittivity, and are found to be markedly different from the
values expected (e.g., markedly different from the usual filler “dielectric constants”
εr used in design considerations, or those used for the mixing rule above: which typi-
cally are bulk permittivity values, or particle permittivity values, often averaged over
the application relevant frequency and temperature ranges, or measured particle-ε′
values). This is a clear indication that the dielectric contributions from the inter-
phases and the interfaces dominate the overall composite permittivity, rather than
the ceramic fillers’ εr dielectric values. Although addition of ceramic fillers does
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increase the permittivity of the composites (compared to the unfilled EPDM elas-
tomer, Fig. 12), this increase is qualitatively and quantitatively different from what
is expected.

Intuition and typical design models (e.g., mixing rules) predict a larger dielec-
tric permittivity composite, when fillers with higher εr are incorporated. However, in
Fig. 12, the silica composites exhibit the greatest permittivity (ε-value) among all the
composites, despite SiO2 being the lowest εr filler used, when comparing the various
ceramic particulates. Also, the composites with the Sakai-BaTiO3 (εr = 3060) fillers
show higher permittivity values than the composites with Nb+ In co-doped TiO2 (εr
= 60,000) fillers. These marked deviations of the measured composite permittivities
from the natural expectation that “higher-k fillers should yield higher permittivity
composites” [1], strongly indicate that the composite permittivities are dominated
by interfacial contributions, which are not considered by most mixing rules [1, 2,
46]. Silica displays, maybe, the most straightforward interfacial behavior: A low-
frequency relaxationprocess canbe clearly identified in theEPDM/CB/SiO2 compos-
ites (manifested both as a step in the permittivity and an associated peak in the loss,
Fig. 11). This is a typical behavior of macroscopic-scale/domain polarization—i.e.,
Maxwell–Wagner-Sillars (MWS) polarization—arising from the low-frequency sub-
diffusive transport of the charge carriers (e.g., ions, surfactants, impurities) within
interphases or other domain boundaries, which manifests as an additional increase
in permittivity.

For the other fillers, interfacial effects also exist but, rather than a MWS polariza-
tion, they seem to influence the composite dielectric performance in a qualitatively
differentmanner:As seen in Fig. 11, there exist no pronounced peaks in tan δ aswould
be expected from a high-strength MWS mechanism; instead the composite permit-
tivity is almost frequency-independent. Also, in contrast to any common expectation,
at low contents (at low ceramic volume fractions 1–2 vol%) the composites exhibit
permittivity values lower than theEPDM+CBelastomer: Such composite permittiv-
ities, with values below the “matrix” (EPDM+CB) permittivity, cannot be explained
by any weighted mixing of matrix and filler permittivities (as it would necessitate a
negative filler εr value for the ceramics); rather, this behavior reflects contributions
from the ceramic particle interphases that are antagonistic to the EPDM/CBdielectric
response (e.g., local field effects, restricted mobility for filler-sorbed polymer chains,
etc., yielding a reduced permittivity in the interphases compared to the matrix [32,
46]). One way to quantify these interfacial effects, within the Lichtenecker’s approx-
imation, would be to use an “effective permittivity” value for each filler (Fig. 12),
which combines both filler and interfacial contributions, toward a value that can be
substantially different than the filler’s permittivity (Table 2). In Fig. 11c, when these
“effective permittivities” [of the fillers+ interphases in the composites] are compared
against the expected values from the filler “dielectric constants”, an interesting trend
is observed: Fillers are clustered in groups of same filler type (enclosed in boxes
in Fig. 11c), where the fillers’ dielectric contribution to the composites’ permit-
tivity is measured to relate more to the filler type (e.g., same filler chemistry and,
consequently, similar interphase characteristics), rather than to each filler’s permit-
tivity value. This is completely different to the expected behavior, e.g., mixing rules,
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where the fillers’ dielectric contribution to the composites ε is expected to relate
directly to the permittivity εr of the filler particles. For instance, the εr

effective of the
rutile TiO2 is nearly identical to that of the Nb, In-doped TiO2, even though the two
fillers differ in permittivity by two orders of magnitude (230 × difference in εr);
also, all four different BaTiO3 fillers show similar contributions in the composites
(similar values of εr

effective), despite large variations in their filler/particle dielectric
permittivities εr (Table 2).

The above comparisons clearly demonstrate that the fillers’ effective permittivity
and, therefore, how much each filler realistically contributes to the macroscopically
observed composite’s permittivity, are largely dominated by the interphases and the
interfaces, i.e., the nature of the filler (e.g., chemistry, surface characteristics and
modifications, etc.), rather than by the filler’s permittivity. This conclusion is further
manifested in: (i) the measurable differences recorded in the fillers’ εr

effective when
considering fillers that only differ in size (e.g., for the Ferro BaTiO3 fillers, the
coarse particles have a higher εr

effective than the fine identical-type particles, due to
lower volume-fractions of the unfavorable interfaces). (ii)when comparing fillers that
vary only in surface treatment (e.g., the ionized BaTiO3 demonstrates the highest
effective permittivity among all other BaTiO3 fillers, because of the extra mobile
ions introduced on the filler surfaces, which provide higher space-charge polarization
within the interface); and (iii) the counter-intuitive antagonistic interphasial response
of the ceramics to the carbon black dielectric response (as evidenced by themeasured
reduction in permittivity upon addition of low concentrations of ceramics to EPDM
+ CB, Fig. 12), where the ceramic fillers and their interphases limit the carbon black
cluster polarization, e.g., by interrupting the CB connectivity (electron tunneling)
when ceramic particles are located between adjacent carbon black particles.
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Microstructure and Segmental Dynamics
of Industrially Relevant Polymer
Nanocomposites

Julian Oberdisse and Anne-Caroline Genix

Abstract Recent progress in the filler microstructure and the dynamical properties
of polymer nanocomposites of industrial relevance is reviewed. We focus mainly on
systems used in car tire treads made of styrene-butadiene rubber (SBR) matrices in
which precipitated amorphous silica like Zeosil® with a complex multi-scale struc-
ture is dispersed—while occasionally comparing to other experimental systems,
including model studies with well-defined colloidal silica nanoparticles. Electron
microscopy and small-angle scattering—namely SAXS and SANS—are powerful
methods of structural analysis, and some recent developments including the correla-
tion hole analysis giving access to local aggregate properties or reverse Monte Carlo
approaches providing aggregate distribution functions are discussed. The dynamical
response of such complex systems is then studied by broadband dielectric spec-
troscopy (BDS), starting from the individual components. Maxwell–Wagner–Sillars
interfacial polarization processes including charge and water migration are shown
to be able to probe large-scale microstructure, evidencing filler percolation effects
as observed in rheology. Then, BDS is shown to be highly suitable for studies of
the evolution of the segmental dynamics of rubber, giving insight into vulcanization
mechanisms under the effect of industrial additives, as well as in transitions from
heterogeneous to homogeneous dynamics of polymer blends. Finally, the difficul-
ties of investigating segmental dynamics in industrially relevant filled systems by
BDS are critically discussed, and some recent neutron spin echo results are reported
evidencing only a small impact of filler surfaces on segmental dynamics in weakly
interacting SBR-silica systems.
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Abbreviations

BDS Broadband dielectric spectroscopy
ILM Interfacial layer model
MWS process Maxwell–Wagner–Sillars process
NP Nanoparticle
NSE Neutron spin echo
PNC Polymer nanocomposite
QENS Quasi-elastic neutron scattering
RMC Reverse Monte Carlo
SAXS Small-angle X-ray scattering
SANS Small-angle neutron scattering

1 Introduction

Polymer nanocomposites (PNCs) are fascinating materials that display unique
macroscopic and microscopic dynamical properties, the secret of which lies in the
details of their organization on the nanoscale. They are usually made of nanoparticles
(NPs) dispersed in a polymer matrix. The most common filler particles are carbon
black and silica, while industrially relevant polymers are usually rubbery, i.e., with
a glass transition temperature Tg below room temperature. In general, the matrix
is crosslinked in order to limit the flow of the material, but in some fundamental
studies including ours, crosslinking is avoided. In industrial applications like tire
treads, the original material was natural rubber (NR) made of Hevea Brasiliensis
latex, but geopolitical evolutions during the twentieth century made industry turn
to synthetic polymers, in particular petrol-based polyisoprene and styrene-butadiene
rubber (SBR), before becoming now again interested in NR under the pressure of
environmental issues.

The dynamical properties of PNCs extend over many orders of magnitude in the
frequency domain, covering the entire field from rheology related to chain repta-
tion and flow, to mechanical behavior controlled by rubber elasticity and segmental
dynamics. Obviously, the relevant frequencies for industrial applications like car tires
are related to the rotational speed of the tire used in the rubbery regime. Unwanted
viscous losses on this scale transform the kinetic energy of the car into heat and, thus,
cause the rolling resistance, which ultimately increases fuel consumption and CO2

production. At higher frequency related to fast material deformations on the rugosity
of the road, the tire needs to be dissipative, as only this property makes it stick to the
road. Such wet-skid properties enable the driver to break and steer under unfavor-
able meteorological conditions, which are after all desired capabilities that we are
willing to pay for in terms of higher fuel consumption. To see this, just imagine a
tire entirely made of steel—its dissipation would be zero, and the driver would be
happy as long as he does not have to turn… As a result of such considerations, the
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fundamental dynamical properties of rubber materials on the nano- and microscale
need to be understood and tuned in order to optimize macroscopic rheological prop-
erties. As the pure polymer matrix would not be stiff enough for applications, it is
blended with hard nanoparticle fillers—taking advantage of the so-called reinforce-
ment effect [1, 2]. The magnitude of the latter depends on many parameters, the
most important one being the amount of hard material, followed by its spatial orga-
nization, and connection to the matrix polymer. The choice of the filler material has
been restricted for a century to different grades of the same substance, carbon black.
The latter is hydrophobic and it has strong attractive interactions with most polymer
molecules and is, thus, easily miscible with matrices. A lower rolling resistance of
tire treads formulated with blends of SBR and BR (butadiene rubber) is, however,
achieved using chemically coupled hydrophilic silica as reinforcing filler instead of
the traditional physically coupled carbon black. This change in the formulation has
found its way into the commercial application through the “Michelin green tire”
some thirty years ago. Nanoscale dynamics depends, thus, on various parameters
linked to the filler structure and chemistry and of course also to the details of the
polymer matrix itself: its chemistry, possibly blending, crosslinking, plasticization,
and the impact of any additive. Moreover, the mechanical response of the material
depends also in a non-linear manner on the imposed strain. These effects, in partic-
ular strain softening called the Payne effect [3, 4], are thought to be due to the filler
reorganization undergone by the material under deformation. Although they are not
the heart of our review, we will point out some of these aspects when appropriate for
the present chapter.

Before doing so, a fewdefinitionswill be necessary. First of all,whilewewill focus
on systems of industrial relevance, the comparison to model systems will come in
handy. The idea is that real industrial systems are highly complicated, which makes
physical understanding hard to achieve [5]. We, therefore, concentrate either on
simplified-industrial systems with reduced numbers of components, but employing
industrial silica filler of complex multi-scale structure, or on model systems based
on colloidal silica NPs of well-defined spherical shape and size. Due to its origin,
the industrial filler is usually a powder that is dispersed in the polymer in an internal
mixer, a process termed solid-state mixing. On the other hand, the colloidal parti-
cles are suspended in a solvent, and samples are made by solvent casting. In all
cases of our studies reported here, the polymer is a well-defined, low-polydispersity
styrene-butadiene, so the system remains a “model” in this respect. The interaction
between the polymer and the particles may be tuned, e.g., by covalent grafting of
SBR or by the amount of coating agent. In addition to this, changing the chemistry
of the polymer molecules allows modifying the interactions from basically “neu-
tral” van der Waals interactions to attractive interactions possibly based on hydrogen
bonding, accompanied usually by an increased glass-transition temperature. Obvi-
ously, switching to high-Tg, glassy materials opens the road to entirely new studies,
where the stronger interactions lead to well-defined interfacial regions of new phys-
ical properties. While we refer the interested reader to works of Sokolov et al., this
domain remains outside the scope of this chapter focusing on rubber systems. It is
only noted that standard physico-chemical methods like the determination of bound
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rubber, differential scanning calorimetry (DSC), nuclearmagnetic resonance (NMR),
and of course broadband dielectric spectroscopy (BDS) give experimental access to
such properties.

Our rationale is to develop an understanding ofmodel systems, propose innovative
methodological advances, and then transpose this to the simplified-industrial system.
It is, thus, mandatory to be able to design samples in a highly controlled manner and
then study their structure and dynamics, in order to extract correlations between
parameters and properties, and ultimately gain insight into the underlying processes.
Concerning the structure, our group has a strong background in scattering techniques
(light,X-rays, neutrons). Scattering gives access to correlations in space and time, and
depending on the design of the contrast situation, onemay study NPs, or the polymer,
or cross-correlations between both. In standard polymer-NP contrast, small-angle X-
ray scattering (SAXS) is the method of choice. It allows characterizing individual
filler NP dispersions, the formation of aggregates, or of networks. It can be combined
sometimes to transmission electron microscopy (TEM), which is sensitive to the
same contrast between particles and polymer. Although it is a fascinating topic, chain
structure will not be discussed in this chapter [6]. It is the realm of neutron scattering,
in particular SANS, with isotopic substitution of the polymer in order to label certain
polymer chains, i.e., provide contrast by chemical design.Whatever the technique, the
resulting intensity functions in reciprocal space are not straightforward to interpret.
In the past, our group has proposed a variety of approaches giving quantitative access
to NP structure in PNCs, and some of them are briefly outlined in this chapter.

Knowing the statistical properties of the NP dispersion allows one to imagine on
which spatial scale dynamical processes take place. Different methods of character-
ization of dynamics have been used in the literature, and here we focus mainly on
BDS,with some excursions intoNMR, neutron spin echo (NSE), and rheology. These
techniques give access to various processes, like the segmental motion of molecules
or migration of charges. Our proposition is to combine them with the static proper-
ties, for instance imagining surface motion of ions along silica structures spanning
the sample by analysis of the interfacial polarization.

The organization of this chapter serves the following scope: by putting together
in a step-by-step approach structural and dynamical information available on all
compounds and their blends, we wish to reach the difficult discussion of segmental
dynamics in rubber nanocomposites.We, therefore, startwithSect. 2which is devoted
to the formulation of industrially relevant PNCs. In Sect. 3, we introduce our own
recent contributions on filler structure in both model and industrial nanocompos-
ites. Filler dispersion as characterized by scattering techniques like SAXS sets the
landscape in which dynamical processes can take place. It is emphasized that the
difficulty here does not lie in performing the experiments themselves, but in the
developments of new quantitative data analyses, namely the so-called correlation
hole approach giving access to internal densities and filler aggregate masses and,
thus, space-filling properties up to percolation. In Sect. 4, the dynamical features of
industrially relevant PNCs are discussed, first in terms of their individual compo-
nents—filler and polymer—followed by an analysis of interfacial polarization of
embedded filler described byMaxwell–Wagner–Sillars (MWS) processes. The latter
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include large-scale charge migration along the filler surfaces and can, thus, be used
as a probe of filler structure in the matrix, which evolves as a function of, e.g., filler
content, or grafting. In the last part of Sect. 4, segmental dynamics of the polymer
matrix are reviewed. Its sensitivity to additives allows fine-tuning vulcanization and
the glass transition and, thus, macroscopic rheological properties relevant for appli-
cations. Moreover, blending of different polymer molecules with their individual
relaxation processes may or may not result in blending at the molecular level leading
to a single relaxation. One of the key questions of the community refers to the
influence of the filler surfaces on the polymer dynamics [7, 8], and some recent
progress—including quasi-elastic neutron scattering (QENS) measurements—will
be discussed. Different applications of dielectric spectroscopy, like nanoscale reso-
lution, and a surprising measurement of the adsorption isotherm of coating agents
onto silica buried in the polymer matrix will also be mentioned.

2 Nanocomposite Formulation

Samples related to industrial applications are usually designed in a way to resemble
as much as possible the material finally used. Experimental studies of the structure
and dynamics of such samples start by carefully formulating samples of complex
composition, with many ingredients [9]. Among them, the foremost ones are obvi-
ously the rubber and the filler. Rubbers refer to a class of polymers with specific
elastic properties that are entropic in nature and the have ability to sustain reversibly
large deformations. They are made of long and flexible chains without bulky side
groups, which is the reason why their Tg is significantly below room temperature.
The vast majority of rubbers is formed by the addition of conjugated dienes as it is
the case for natural rubber or its synthetic counterpart polyisoprene, and butadiene
rubber, or by statistical copolymerization of diene and non-diene monomers as for
SBR. In this chapter, our main focus lies on SBR-based PNCs but some examples
based on NR or BR will be discussed. Regarding the industrial filler, we restrict
ourselves to precipitated amorphous silica forming breakable agglomerates of ca.
100 μm size in a dried powder. The typical radius of the elementary silica NPs is
in the 10–20 nm range. The polymer–filler interaction is an important parameter
in system design as it has a direct consequence on both structural and dynamical
properties. It can be tuned with coating or coupling agents. Functionalized polymer
chains that are able to graft onto the silica surface during the hot mixing process
are also commonly used. In the following, the label F- is added to the polymer
acronym to highlight the presence of such chains in PNC (e.g., F-SBR). Interaction
between polymer chains and silica surface-silanols is, thus, either covalent grafting
via the functionalized chain-ends or a coupling agent, or weak non-specific van der
Waals interactions favoring aggregation of bare silica NPs [10]. Surface modification
using a coating agent is an intermediate situation allowing to reduce the filler–filler
interaction, without chemical linkage with the polymer.
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Rubber PNCs are preparedby solid-phasemixingusing an internalmixer and/or an
open two-roll mill. The different ingredients including liquid additives are introduced
in subsequent steps. To improve rubber properties, the polymer chains are vulcanized,
i.e., crosslinked with permanent covalent bonds using sulfur. However, this chemical
process is slow and several additives termed accelerators and activators have to be
included during mixing to reduce cure time and increase the reaction efficiency. The
most common activators are metal oxides and fatty acids, whereas thiazoles and
sulfonamides are often used as accelerators in combination with a basic molecule
like diphenyl guanidine (DPG) acting as secondary accelerator. In Table 1, the most
common additives to SBR-silica PNCs as used in the literature are summarized.

Nowadays, it is worth noting that the usefulness of most additives is well-
motivated as their role (e.g., curative or antioxidant) has been widely studied in
the literature. However, the combination of certain molecules incorporated jointly

Table 1 List of typical tire tread additives that are important for rubber processing, their abbre-
viation, name, and function. In the last column, their presence in industrial-simplified systems is
indicated

Additive Full name Function Simplified
system

IPPD N-isopropyl-N’-phenyl-para-phenylenediamine Antioxidant

6PPD N-(1,3-dimethylbutyl)-N’-phenyl-para-phenylenediamine Antioxidant X

AO2246 2,2’-methylenebis-(4-methyl-6-tertiary-butylphenol) Antioxidant X

TDAE Treated distillates aromatic extract Extender oil

Si69 Bis (3-triethoxysilylpropyl) tetrasulfide Coupling
agent

Si363 3-mercaptopropyltriethoxysilane reacted with
ethoxylated C13-alcohol

Coupling
agent

Octeo Octyl-triethoxysilane Coating
agent

X

S Sulfur Cross-linking
agent

ZnO Zinc oxide particles Cure
activator

SA Stearic acids Cure
activator

MBTS Bis(2-benzothiazole) disulfide Cure
accelerator

TBBS N-butyl-2-benzothiazole sulfonamide Cure
accelerator

CBS N-cyclohexyl-2-benzothiazole sulfonamide Cure
accelerator

DPG Diphenyl guanidine Secondary
cure
accelerator

X
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may provoke additional effects which have not been studied specifically as demon-
strated in the next section for a coating agent with DPG. The association of these
two chemicals commonly used in industrial formulations impacts the filler structure,
which has been specifically studied by us using a new structural model discussed
below [11].

In our recent studies, we have taken the approach opposite to the idea of making
our systems resemble the complex real samples: nanocomposites are chosen to be as
simple as possible, hence called simplified-industrial PNCs [12, 13]. In particular,
care was taken not to introduce any trace of carbon black, ZnO nanoparticles, or
crosslinking agents, which may render the interpretation of X-ray scattering exper-
iments very difficult—just think of the strong scattering contribution of ZnO. Our
samples are made of linear styrene-butadiene chains (SB, or SBR, if one wishes to
emphasize absence or presence of crosslinking), of well-defined masses (typically
between 100 and 200 kg/mol, PI below 1.1), possibly end-functionalized, in which
silica NPs are dispersed. The fraction of functionalized chains among all chains is
termed the F/NF fraction or called%D3 in some of our articles. Concerning the silica,
we used Zeosil 1165 MP from Solvay (of specific surface 160 m2/g) [14], which is
dispersed by internal mixing (Haake) in the polymer. A silane coating agent termed
“octeo”, and DPG (see Table 1) were also added, thus, approaching the formulation
of industrial systems, in particular in terms of the structural complexity of the filler.
In the specific case of swelling studies, crosslinking has been introduced [15], as well
as some cross-checks of its effect in [11]. Apart from this Zeosil-based system corre-
sponding to our “simplified-industrial” one, we have set up an equivalent “model
PNC” system using the same SB polymer but with colloidal silica NPs (of radius
also ca. 10 nm). These model NPs are well-defined particles of low polydispersity,
which are dispersed in the polymer by solvent casting, i.e., mixing in suspension
with polymer solutions in a common solvent and drying. The main advantage of the
colloidal NPs is that their scattering contribution is well-known, and one can build
on it for a more complex analysis.

3 Overview Over Filler Structure in Industrially Relevant
Nanocomposites

The filler structure of “simplified-industrial systems” as described above with ingre-
dients limited to a strictminimum is nonetheless quite complex, due to themulti-scale
structure of the industrial silica. Two methods have been combined in a quantita-
tive way, TEM and SAXS. While the former provides an intuitive analysis but has
limited representativity of local details, the latter is highly representative but techni-
cally complicated to analyze. As often in such cases, it is good practice to observe the
evolution of the signals by varying a single control parameter.We have, thus, progres-
sively studied the influence of silica volume fraction [12], chain functionalization
[16], and chain mass [17]. In a second set of experiments, the influence of small
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molecules was studied [11], before extending our studies to dynamical properties
(see Sect. 4).

In the methodological development described in the following paragraphs,
different levels of the spatial organization need to be analyzed: at the lowest level,
the primary silica particles interact to form aggregates. The aggregate size is rather
easily determined from aKratky plot, i.e., a presentation of q2I(q) versus q, giving the
q-position of themaximum corresponding to a break in slope in the intensity I(q)—an
example is given below [12]. Aggregate polydispersity has to be assumed, and we
have always taken 30%—modifying this number would slightly shift results, but not
change the tendencies. The mass of the aggregates, i.e., the aggregation number, can
only be extracted from an intensity argument, i.e., the height of I(q). It gives access
to the internal silica volume fraction of aggregates, which we call the compacity κ,
and which is a key parameter for later understanding their mechanical properties. In
practice, the height of the signal is related both to the aggregate mass and to their
interactions, expressed by the inter-aggregate structure factor. The latter depends in
a crucial way on the aggregate volume fraction (related to the number of aggregates
per unit volume), not to be confused with their (internal) κ, and for which a quanti-
tative analysis of many TEM-images was necessary. It gave access to the large-scale
filler structure in terms of branches and sheets densely filled with aggregates. Alto-
gether, this opens the road to what we termed a correlation hole analysis giving the
volume fraction of aggregates and, thus, their interactions, their mass, and finally
compacity. The main ideas are outlined below, dividing the task into two parts. First,
the interplay between the local NP density and the resulting interaction measured in
a scattering experiment and expressed by the correlation hole is conceptually intro-
duced for model particles. In the second step, it is applied to industrially relevant
PNCs, where the interaction takes place on two structural levels, within aggregates
and between aggregates.

3.1 Correlation Hole Analysis of Local NP Density in Model
Nanocomposites

While the idea to take interactions into account was originally motivated by our first
studies of simplified-industrial PNCs as a function of silica fraction [12], a general
model approach has been proposed by us only a few years later [18]. The idea was
taken up recently byArleth and Pedersenwithin a generalized description of structure
factors [19]. An empirical description of particle interactions within aggregates has
also been included by Beaucage in his famous multi-scale fractal description of
scattering of aggregates [20, 21]. In our studies, adding more filler led obviously to
stronger local interactions, but they had never been described quantitatively in the
literature before for complex filler NPs of industrial origin.

In order to understand the concept, one can start by looking at the hard-sphere
structure factor S(q), i.e., the Fourier transform of the pair correlation function of
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spheres suspended in a solvent and which possess excluded volume corresponding
to their size, and no other long-range interaction. Such a structure factor influences
the scattering I(q) by introducing a multiplicative term to the form factor P(q),
which describes the particle shape. For monodisperse particles—monodispersity is
only assumed for the sake of a simplified discussion, our analysis always includes
polydispersity— the intensity reads as follows:

I(q) = �NP�ρ2V S(q) P(q) (1)

where �NP is the volume fraction of nanoparticles, �ρ their scattering contrast (in
cm−2), and V their volume. P(q) is normed to one at low q for convenience, while
S(q) is normed to one at high q by definition [22]. If one looks at the shape of S(q) for
hard spheres, it has a low-q limit which is below one, and which is the normalized
isothermal compressibility of the gas of spheres. S(q) can be calculated analytically in
this case, and the so-called Percus–Yevick structure factor [23, 24] has the following
low-q limit:

SPY(q → 0) = (1 − α�NP)
4

(1 + 2α�NP)
2 (2)

where α is a prefactor of the volume fraction. It depends on particle polydispersity,
and for monodisperse spheres, α equals 1. The conclusion is that measuring the
low-q limit of the structure factor gives access to the particle volume fraction �NP!
And conversely, any intensity measured in this range is affected by S(q), and the
particle (or aggregate) volume V in Eq. (1) can only be extracted quantitatively if a
trustworthy estimate of S(q) is available.

The next step is to consider aggregates as depicted in the inset of Fig. 1. Note that
all our calculations include particle polydispersity denoted as σ, and numerical results
have been obtained by averaging over many such aggregates. The resulting average
scattering function I(q) is seen to start at low q from a high number which is related to
the total aggregate mass. It then decreases following what is called a Guinier regime,
proportional to a Gaussian function of parameter Rg, i.e., the radius of gyration of
the aggregate. It finally meets the particle form factor P(q) in the intermediate and
high q-range, where I(q) and P(q) perfectly superimpose. Using Eq. (1), one can
calculate and plot the apparent structure factor S(q) of the aggregates. Its shape has
three different regimes: the same Guinier regime at low q related to the aggregate
size and volume, a high-q regime where it tends to one, and a depression around q*
which is the correlation hole we are interested in. This is the manifestation of Eq. (2)
for a system (i.e., an aggregate) of finite size. By measuring its depth S(q*), one
can extract the internal volume fraction κ of the aggregate, provided one knows α in
Eq. (2) as a function of particle polydispersity.

The question to be answered is, thus, to calculate α for well-known particle densi-
tieswithin aggregates.Wehave, thus, generated and equilibrated a very big (“infinite”
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Fig. 1 Average intensity I(q) (circles), the averageNP form factor P(q) (solid line), and the resulting
apparent S(q) (squares) as a function of scattering vector q of simulated individual aggregates
containing 200 polydisperse NPs (R0 = 10 nm, σ = 15%). Inset: example of aggregate. q* indicates
the position of the correlation hole, and S(q*) its value. Adapted from Ref. [18] with permission
from The Royal Society of Chemistry

on our scale) homogeneous system of repulsive spheres of average volume fraction
�NP, as shown in the cubic simulation box in the inset of Fig. 2a. The compressibility
is a function of this global volume fraction, and if one cuts a spherical piece out of this
representing an aggregate, then the local volume fraction κ = �NP, the compacity,
is related to the depth of the correlation hole. Due to the finite size of such aggre-
gates, the low-q structure factor increases up to a high value related to the number
of spheres in the aggregate, i.e., to the aggregation number. Due to the aggregate of
well-defined spherical shape, typical aggregate form factor oscillations are found in
the intermediate q-range. The correlation hole, as shown in Fig. 2a, corresponds to
the minimum of the envelope of the aggregate form factor oscillations. The higher
the internal aggregate concentration, the deeper the correlation hole S(q*), as shown
exemplarily for two �NP-values, 20 % and 40 %. In Fig. 2b, S(q*) is plotted as a
function of κ for different log-normal particle polydispersities. These functions can
be fitted using Eq. (2), and α(σ) has been reported in [18]. As a result, it is, thus,
possible to relate the observed correlation hole to the internal density and, thus, to
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Fig. 2 a Structure factor S(q) of finite spherical systems made of hard spheres, for two local
volume fractions, k = 20 and 40 % (polydispersity σ = 15 %) generated by setting k = �NP. q*
represents the position of the correlation hole, the continuous black line illustrates its average shape.
Inset: “Infinite” simulation box with equilibrated hard spheres and illustration of cutting out a finite
spherical aggregate in the box center. b Low-q structure factor S(q*) of finite spherical systems
as a function of k based on simulations of hard spheres (σ = 0, 15, 30 %). Dotted lines are fits
using Eq. (2) with α = 0.73, 0.69, and 0.57, for σ = 0, 15, and 30 %, respectively. The solid line is
the (infinite) Percus–Yevick prediction. Adapted from Ref. [18] with permission from The Royal
Society of Chemistry

the average aggregate mass, if the size is known from a Kratky plot. Moreover, using
simulated aggregates which we could characterize extensively in real space before
extracting their compacity from their (calculated) scattering, we have been able to
confirm the proposed “correlation hole” approach [18].

As the last point on this conceptual approach, the reader might wonder why the
mass and density information is not extracted from the low-q Guinier scattering,
where the aggregate radius of gyration and mass are measured. The reason is that
in real systems, there is more than one aggregate, and the more interesting a system
is, the more aggregates there are, in close vicinity, and thus interacting. This higher
level of interaction modifies the low-q scattering such that the Guinier regime is
eventually masked.

3.2 Application of Correlation Hole Analysis
to Simplified-Industrial PNCs

In industrially relevant nanocomposites, the first level of interaction corresponds
to the formation of aggregates by nanoparticles. It results in a correlation hole as
described above. However, this is superimposed by a higher level of organization
caused by the repulsive interaction of aggregates within dense branches or sheets.
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Fig. 3 a Schematic representation of the multi-scale filler structure in industrially relevant PNCs.
Aggregates are highlighted with their local density κ. b Silica structure via the reduced SAXS
intensity, I(q)/�NP, of 50%F-PNCs (140 kg/mol) for different silica contents �NP, with indications
of the different structural contributions. c Silica structure of 8.5 vol%-PNCs (140 kg/mol) with
different matrix compositions from 0 to 100%F. In the inset, two TEM pictures are shown, for 0
% and 100%F, at �NP ≈ 8.5 vol%. Adapted with permission from Refs. [12, 16] Copyright 2013
American Chemical Society

This second level of correlation hole analysis needs additional information on the
presence of silica-free zones in the sample or, inversely, the volume of the branches
and sheets, which are visible in TEM and have been quantified by image analysis
and averages over many images. Aggregates are, thus, themselves concentrated in
large-scale fractal branches or sheets of a lateral thickness of ca. 150 nm, extending
over microns. This is illustrated in Fig. 3a.

The multi-scale filler structure of the Zeosil 1165 MP has been modeled starting
with the primary silica beads as basic building units. Their scattering analysis reveals
a log-normal filler size distribution (R0 = 8.55 nm, σ= 27%, giving an average radius
< RNP > of 8.9 nm and an average bead volume of VNP = 3.6 103 nm3), in agreement
with TEM studies. VNP allows estimating aggregation numbers of silica NPs within
aggregates. The typical radius of these aggregates found from Kratky plots (q2I(q)
vs. q) is in the 40 nm range. These sizes are found in the scattered intensity in Fig. 3b,
where the breaks in slope corresponding to the nanoparticles, the aggregates, and the
branches are identified by arrows. Aggregates repel each other, thus, introducing a
correlation hole effect as introduced in Sect. 3.1, which is illustrated by the arrow
with increasing �NP in Fig. 3b. In this normalized representation of I(q)/�NP, the
increase of silica concentration leads to a decrease of the signal in the intermediate
q-range, reinforcing the correlation hole. As shown above, its depth is directly related
to the concentration of aggregates after subtracting a low-q power law associatedwith
the surface scattering of branches. The aggregate content is higher than the nominal
silica volume fraction due to the confinement within the fractal sheets, the remaining
space being occupied by the polymer. Applying Eq. (2) with parameters given in [12]
provides the aggregate volume fraction in the sheets/branches and, thus, together
with the conservation law of silica, the aggregate mass and internal compacity κ.
The resulting values are in the 30–40 % range, depending on the formulation, which
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corresponds to aggregation numbers of some 50 NPs. The latter does not depend
strongly on the silica content, which was a surprising result given the highly different
system viscosities during mixing. Such a result was not recognized before, probably
because the decrease in the low-q intensity was attributed to a decrease in aggregate
mass upon mixing at higher viscosity, neglecting the correlation hole effect due
to S(q) in Eq. (1). It is also noteworthy that mechanical measurements could be
described using the average aggregate compacity reported here [12].

In Fig. 3c, the influence of another important control parameter on the silica
structure is shown. By varying the fraction of end-functionalized chains from 0 to
100 %, the inserted TEM pictures show a strong reorganization. Unfunctionalized
chains induce more irregular structures, while the opposite is true for functionalized
ones. In the reduced units of the X-ray scattering, the signal at intermediate q is
depressed. If one takes into account the approximately constant correlation hole—
these experiments are performed at fixed silica volume fraction—the aggregate mass
is found to decreasewith the functionalization. The latter is, thus, a convenient control
parameter of filler structure in complex polymer nanocomposites. It also paved the
road to a more global approach, based on the grafting density of the chains on the
silica [25]. Indeed, it was found that the latter determined the silica structure in a
unique way (within a restricted range). Originally, this finding was triggered by the
observation of very similar TEM pictures for different compositions and gave the
name to the corresponding article on “twins”.

The analysis of the importance of grafting on final structure gave rise to a specu-
lative sequence of processes during mixing—we are still hoping to study this in-situ
one day. Depending on the sample viscosity defined by mainly chain mass and silica
content—high viscosity favoring fragmentation—the silica pellets are broken up
finely in the internal mixer. The aggregate size, thus, decreases in the first moment,
before a reagglomeration process sets in. The latter is driven by the attractive inter-
actions between bare silica particles and is impeded if chain grafting takes place. The
higher the chain grafting, the lower the final aggregate masses, as described above.
This mechanism is schematically shown in Fig. 4.

For the sake of completeness, it is also mentioned that the structural studies based
on the correlation hole idea have been applied to industrial PNCs formulated with
natural rubber and silica [26]. Quite some research is currently devoted to systems
obtained by rapid coagulation [27], which seems to be an industrially promising way
to return from synthetic to natural, bio-based, and, thus, sustainable materials. In the
work by Boonsomwong et al. [26], the structure of such systems has been measured
by SAXS, with specific attention paid to the mechanical rejuvenation of the samples.
The remarkable result concerning structure is that the scattered intensity I(q) overlaps
over a large q-range, including the correlation hole and the high-q scattering, both for
all PNCs and the primary silica powder. Without being quantitative, this is a strong
indication that the local correlations between the silica NPs are not affected by any
mechanical work, in particularmilling. On the other hand, the low-q structure evolves
with concentration and milling, showing the break-up of large-scale NP assemblies,
while the Payne effect weakens simultaneously.
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Fig. 4 Evolution of the aggregate size during the solid-state mixing process compatible with the
result observed after mixing. Aggregates are thought to deagglomerate more or less depending on
the viscosity of the polymer–particle blend, but reassemble in the “hot phase”, in a way that is
controlled by the grafting density. Adapted from Ref. [17] with permission from the Royal Society
of Chemistry

3.3 Impact of Small Molecules on Nanocomposite
Microstructure

The effect of so-called small molecules has been studied on virtually identical
simplified-industrial PNC samples [11]. One of the most important molecules is
a silane coating agent, commonly called “octeo” (see Table 1 and Sect. 2). In Fig. 5a,
the reduced scattered intensity I(q)/�NP is plotted for different amounts of octeo, the
nominal value being 8 % in mass with respect to the silica filler, all other parameters
remaining fixed.

The scattering in Fig. 5a is typical for our simplified-industrial PNCs as discussed
in Fig. 3. The coating agent has a strong effect on the aggregate structure probed at
intermediate q. The intensity levels vary considerably on this logarithmic scale. In
absence of octeo, the dispersion is worst, with the highest intensity in Fig. 5a, and it
improveswith increasing octeo content as shownby the arrow.Aquantitative analysis
of these data shows a decrease in aggregation number Nagg from approximately 50
to 30, accompanied by a decrease in aggregate size Ragg from 34 to 30 nm as one can
see from the Kratky plot shown as the inset. The decrease in Nagg indicates a higher
compatibility of the filler with the matrix, as there is more polymer in contact with
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Fig. 5 ReducedSAXS intensities I(q)/�NP allowing the structural comparison betweenF-SBPNCs
with ca. 18 vol% of silica and different compositions in octeo and DPG. Arrows indicate the q-
ranges of particle- and aggregate-scattering. a PNCs made with DPG and different amounts of
octeo: 0 (diamonds), 4 (crosses), and 8 wt% (squares). The inset shows the corresponding Kratky
plot q2I(q) versus q highlighting the structural evolution (dashed arrow). b PNCs made without
small molecules (bare, triangles), with DPG only (diamonds), with octeo only (circles), and with
both octeo and DPG (squares). The fraction of octeo (when present) is 8 wt%. The inset shows the
bound rubber of the same PNCs. Adapted with permission fromRef. [11] Copyright 2017American
Chemical Society

silica surfaces for smaller aggregates. Incidentally, this induces a higher amount of
bound rubber (not shown here, [11]).

We have also studied the simultaneous effect of both the coating agent octeo and
DPG, as shown in Fig. 5b. A synergetic effect is found, in the sense that none or only
one of the twomolecules leads to a rather high scattering in the intermediate q-range,
corresponding to a high aggregation number if one follows again the quantitative
analysis based on the correlation hole outlined above.Only the simultaneous presence
of both induces a low aggregation number and size (Nagg ≈ 30, Ragg = 30 nm) and
correspondingly a higher bound rubber value as shown in the inset of Fig. 5b.

3.4 Complete RMC Study of Model System

In the preceding paragraphs, we have described how one can extract quantitative
information even in complex multi-scale filler systems, in particular on aggregate
sizes and their internal densities, from small-angle scattering, with the help of large-
scale image analyses based on TEM. This analysis is based on the implicit assump-
tion that both primary particles and aggregates possess spherical symmetry, and
polydispersity affects only the radii, not the shape. There is, however, no visual
proof, say by imaging techniques, that this is indeed true, although such a simplified
description is probably not too far from reality—after all, primary particles look
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somewhat “potatoe-like”. If one wishes to go one step further in the calculations,
one needs to step back (hopefully only momentarily) to the more ideal systems of
colloidal nanoparticles. As their shape is essentially spherical and well-described
by some average radius and polydispersity, such a model system is better suited for
more involved calculations of scattering patterns. The reason behind this is again
that Eq. (1) is strictly valid only for (monodisperse) objects of spherical symmetry.
A more elaborate version of Eq. (1) for polydisperse spheres can be derived in a
straightforwardmanner, as used by us in [12], but nonspherical shapes would include
computationally intractable orientational dependencies of the form and structure
factors.

We have designed model PNCs based on the same SB polymer, but introducing
colloidal particles of a radius of 12.5 nm and log-normal polydispersity 0.12. Using
a reverse Monte Carlo (RMC) approach [28, 29] which we have applied for the first
time to individual PNC aggregates [30] and recently large-scale PNC systems [31],
it is possible to explore particle configurations in space that have a scattering signal
compatible with the experimentally observed intensity. Many details would need to
be discussed here, but for lack of space (and adequacy of the topic), the interested
reader is referred to the above-mentioned literature. The most important point is that
there is no unique solution to this ill-posed problem, but all solutions define a family
which can be investigated statistically. For illustration, a comparison of TEMpictures
with (arbitrary) slices of the simulation box containing possible configurations is
shown in Fig. 6a–d, for different silica fractions of the model system [31]. The
“model” nature is immediately recognized in the TEM pictures, as beads are visible
individually. The computer slices of the same thickness as the experimental ones

Fig. 6 Series of TEM pictures of colloidal silica-SB PNCswith increasing particle volume fraction
�NP. a 2.6 vol%, b 6.0 vol%, c 10 vol%, and d 20 vol%. For illustration, 70 nm-thick slices of the
RMC-simulation box are shown below each picture, at the same nominal concentrations. Adapted
from Ref. [31] with permission from The Royal Society of Chemistry
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(70 nm) show strict monodispersity due to the plotting program. In reality, particles
do have polydispersity.

In Fig. 6a–d, the crowding of the system, with the formation of strands and irreg-
ular aggregates, is nicely reproduced by the simulation. At higher concentrations,
voids or pores seem to be formed, again in agreement with the experimental result.

Once one has obtained a set of particle positions that agree with the scattering—
this agreement is shown in Fig. 7a where the simulation lines perfectly overlap with
the experimental points—one can analyze these configurations quantitatively. An
example of a simulation box is shown in the inset of Fig. 7a, where an aggregate
(including periodic boundary conditions) is highlighted in red. It is then possible to
evaluate the aggregation number and count the number of existing aggregates having
this aggregation number. The result is an aggregate mass distribution plot as shown
in Fig. 7b, where one can read off howmany particles are single, doublets, etc. As the
concentration is increased, the reduced scattering intensity at low q decreases again
under the effect of the correlation hole. Bigger and bigger aggregates are formed until
finally almost the entire box forms a giant aggregate. This can be seen in Fig. 7b by
the formation of aggregates with around 10,000 NPs. It is, thus, interesting to see
how the average aggregate mass evolves with concentration. We have proposed an
indicator of aggregate mass, <Nagg

2> / <Nagg> , which is related to the low-q intensity
in polydisperse systems.

Plotting this indicator in Fig. 7c shows the strong increase with particle volume
fraction at a critical threshold, which is related to the percolation of the hard silica
across the entire sample—or the simulation box on our scale. As a comparison, the

Fig. 7 a Reduced SAXS intensities I(q)/�NP of colloidal silica-SB PNCs, for different NP volume
fractions�NP. The dotted lines superimposed to the symbols represent the result of the RMCfit. The
NP form factor in the polymer is represented by a black line. b Examples of distribution functions
of Nagg deduced from scattering normalized by the total number of aggregates in each configuration
and averaged over 100 configurations. The distribution for a random dispersion of the same NPs
(�NP = 10.4 vol% , δ = 0.6) is represented by black crosses. c Aggregation indicator < Nagg

2 > /
< Nagg > as a function of �NP for the silica-SB PNCs. The dotted line illustrates the aggregation
of the same NPs with a random dispersion in the simulation box. The vertical arrows point toward
the percolation threshold for both sets of NPs. Adapted from Ref. [31] with permission from The
Royal Society of Chemistry
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indicator calculated in the same manner for a random dispersion of the same poly-
disperse spheres in the box is shown to have a retarded increase. This demonstrates
the propensity of the NPs to aggregate and eventually connect the entire sample,
inducing mechanical percolation at lower filler content.

4 Dynamical Signatures in Industrially Relevant
Nanocomposites Probed by BDS

BDS is a powerful tool with a straightforward principle: a sinusoidal electric field is
applied to the sample sandwiched between two flat electrodes and one measures the
complex impedance leading to the dielectric permittivity as a function of temperature
and frequency as well as possibly pressure. The main benefit of BDS applied to
polymericmaterials is that it allows covering a broad frequency range (10–2–106 Hz in
most cases). A complete dynamical process is, thus, captured in a single experiment,
as opposed to mechanical measurements where it is generally needed to build master
curves applying the time–temperature superposition principle. This is known to be
problematic as soon as two processes with different T-dependence overlap. The two
main polarization mechanisms responsible for the dielectric response of polymers
and PNCs are the dipolar polarization due to the reorientation of permanent dipoles
and the polarization resulting from the migration of charges. Any molecular motion
involving fluctuations of the dipole moments is detectable by dielectric spectroscopy
as detailed discussed in this section. At low frequency, the motion of ionic charges
(here basically residual impurities) gives rise to conductivity but also to interfacial
polarization, which is pronaunced in composite systems and may hinder a proper
characterization of the segmental relaxation. Both contributions are schematically
represented in Fig. 8.

4.1 Dielectric Response of Individual Components

We begin with an independent determination of the dynamics of the two main PNC
components, namely the rubber matrix and the silica filler. Polymer melts display
various dynamical processes depending on the probed length and time scales. Among
them, the segmental dynamics (also named α-process) corresponds to the primary
structural relaxation associated with the glass transition. It involves cooperative
segmental motions of the polymer chain arising from conformational transitions.
Figure 9 shows the typical evolution of the frequency-dependent dielectric loss
for a pure styrene-butadiene random copolymer in the temperature range of the
α-relaxation (typically 253–278 K). The position of this relaxation in the frequency
window depends on the styrene content, a higher proportion of styrene units leads to
a higher Tg [33]. In the frequency domain, the α-relaxation is commonly described
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Fig. 8 Schematic overview of dynamical processes evidenced by isothermal dielectric loss spectra
of polymer and polymer nanocomposites

by a Havriliak–Negami (HN) function with a simultaneous fit of the imaginary and
real parts of the complex permittivity

ε∗(ω) = ε∞ + �ε
[
1 + (iωτHN )γ

]δ
(3)

where �ε is the dielectric strength, τHN the characteristic relaxation time, and γ

and δ are the width and asymmetry parameters of the HN distribution, respectively.
As observed for many polymers [34], the α-process of the neat SB polymer has an
asymmetric shape (δ in the range 0.4–0.6).We found that the shape of the distribution
does not depend on the functionalization of the SB chains. However, it becomes
symmetric in the vulcanized system, the low-frequency side of the relaxation peak
being the only part impacted by crosslinking with a slowing-down of the cooperative
segmental motions [35, 36].

On the high-frequency side of the low-temperature spectra in Fig. 9, the tail
of a second process is discernible. It corresponds to the secondary β-relaxation
observed belowTg with a typicallyweak, Arrhenius T-dependence (activation energy
of 32 kJ/mol). This process is perfectly observable in the frequency window at
173 K. Among the different molecular units constituting the SB chain, it has been
shown that local motions of the butadiene units are responsible for the β-relaxation
[33], with distinct contributions of the 1,4-cis and 1,2-vinyl groups on the high- and
low-frequency side of the dielectric process, respectively [37].

We now turn to the precipitated silica filler. Silica NPs are hydrophilic due to
the presence of a large number of silanol groups on the surface [38]. These groups
promote the adsorption of water via hydrogen bonding, and humidity levels of the



270 J. Oberdisse and A.-C. Genix

Fig. 9 Dielectric loss spectra as a function of frequency for pure F-SB between 253 and 278 K
every 5 K and at T = 173 K (black circles). Solid lines represent fits with an HN function

order of 7 % have been reported for highly dispersible silica [14]. Cerveny et al.
proposed a complete dielectric study of Zeosil 1165 MP produced by Solvay, high-
lighting the effect of the hydration level [39]. Silanols andwatermolecules contribute
on a similar level due to their comparable and strong dipole moment. Figure 10a
shows the evolution of the dielectric loss of silica particles with different water
concentrations at low temperatures. Two main relaxation processes have been iden-
tified in the frequency window as illustrated in Fig. 10b: a low-frequency process
(called process 2 in the figure) associated with the reorientation of hydrated, vicinal
and geminal, silanol groups, and a well-defined high-frequency process (termed
process 1) due to the relaxation of water molecules. The dielectric strength of the
latter strongly depends on the water content with the formation of water clusters at
high concentrations.

A similar identification of the dielectric relaxation processes of precipitated silica
NPs has been made by Meier et al. in SBR nanocomposites [40], and an overall β’
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5.26 wt%
6.15 wt%
6.43 wt%
7.17 wt%
7.54 wt%

Fig. 10 Dielectric loss spectra of hydrated silica NPs at T = 146 K. The solid lines through the
data points represent fits to the experimental data using the sum of two Cole–Cole functions (δ = 1
in Eq. (3)) and a conductivity term. a NPs at different water concentrations, b decomposition of the
dielectric response of NPs containing 6.4 wt% of water. At this temperature, processes 1 (solid line,
water) and 2 (dashed-dotted line, silanols) are observed. Note that they are termed processes 2 and
3, respectively, in the original publication [39]. Inset: schematic drawing of the water adsorbed at
the silica surface (blue dots: hydrogen bondwater, red triangles irrotational water).Water molecules
are distributed homogeneously or grouped to form clusters at high concentrations (dotted circles).
Adapted with permission from Ref. [39] Copyright 2012 American Chemical Society

process is illustrated in Fig. 8 for the silica contribution. The authors studied the
impact of surface modification, showing that grafting silane molecules at the silica
surface leads to a reduction of the amplitude of the high-frequency silica process
(process 1 in Fig. 10) and to an increase in the corresponding activation energy.
Accordingly, the presence of nonpolar molecules at the silica/polymer interface
reduces both the amount of interfacial water molecules and their mobility. Inter-
estingly, the activation energy of this process is an indicator of the strength of the
NP-polymer interaction: 0.60 eV (57.9 kJ/mol) for bare silica, 0.65 eV (62.7 kJ/mol)
for the same silica NPs modified with a coating agent, and 0.69 eV (66.6 kJ/mol)
when a coupling agent is used. On the opposite, it was found that there is nearly no
impact of the dispersion state that can be varied by reducing the mixing time on the
dielectric relaxation of silica.

4.2 Structure-Dependent Charge Migration in PNCs

The two different phases of nanocomposites—polymer and filler—are characterized
by different electrical properties, and additionally, interfacial polarization known as
the Maxwell–Wagner–Sillars effect is generally present in PNCs, including filled
rubbers [34, 41]. The MWS process arises from the migration of charge carriers
present from the stage of mixing, such as additives or impurities, at the filler/polymer
interface. The trapped charge carriers form induced dipoles of large size leading
to an additional contribution of the charges to measured spectra as illustrated in
Fig. 8. In this section, we review BDS results focusing on the interfacial polarization
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processes in PNCs with multi-scale filler structure. These processes as well as ionic
conductivity are affected by structural reorganizations, which are themselves closely
related to the mechanical properties [42, 43]. In other words, the microstructure,
i.e., the nanoparticle dispersion, sets the frame for the dynamics. Consequently, the
evolution of the BDS signal can be used to detect changes in the dispersion state.

4.2.1 Influence of Water

A strong MWS polarization process has been reported in industrial rubber PNCs at
the low-frequency side of the α-process (see Fig. 8 for illustration) [35, 42, 44]. The
position of this process within the experimental frequency window depends strongly
on the water content—it becomes slower upon in-situ drying within the dielectric
cell—whereas both its intensity and spectral shape are nearly unmodified [35]. The
activation energy for this process is of the order of 0.55 eV (53 kJ/mol), also without
any significant variation with the water content. The dielectric response of the MWS
polarization has been described by the interlayer model (ILM) in SBR PNCs [35].
This model proposed by Steeman et al. [45, 46] considers a two-phase systemwith an
adsorbed water layer located at the interface. As evidenced in Fig. 11, the dielectric
loss spectra at different hydration levels are well-reproduced by the ILM model
using a single fit parameter, namely the water conductivity which depends on the
water content and fixes the interfacial layer thickness. All these results indicate that
MWS polarization in rubber PNCs is controlled by the amount of adsorbed water
molecules at the silica surface, with a dielectric loss peak shifting reversibly within
the frequency window.

4.2.2 Evidence of Filler Percolation

Electrical conductivity has been used for a long time as an indicator of the forma-
tion of percolating paths of conductive filler in non-conducting matrices [47]. For
example, the relationship between electrical conductivity and dispersion in filled
rubbers has been discussed for different NP types and shapes in a review article
by Roland [48]. Here, we choose to highlight the original work by Le et al. on in-
situ conductance measurements of SBR-carbon black PNCs [49]. A rather crude
measurement of the dispersion by optical microscopy at selected moments during
mixing gives access to the fraction of non-dispersed particle agglomerates bigger than
a fewmicrons and, thus, to the inverse parameter termed “dispersion” in Fig. 12. This
parameter is found to increase with the mixing time of the compounds, while the
conductance varies in a non-monotonous way. Its evolution has been separated into
three stages by the authors: In the beginning, there is no infiltration of the CB by the
polymer, and the electrical conductivity drops as the powder is incorporated. In stage
2 in Fig. 12, the dispersion value increases strongly, and so does the conductance:
the CB powder disperses while building up a network. In the last stage, finally, the
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Fig. 11 Dielectric loss spectra at T = 295 K for SBR PNCs with 30 phr of silica and different
water contents: CH2O = 0.55 wt% (crosses), 0.95 wt% (squares), and 1.11 wt% (diamonds), after
subtracting the α-relaxation and conductivity contributions. Solid lines represent the ILM descrip-
tions. Inset: interlayer conductivity σH2O as a function of water volume fraction �H2O. Adapted
with permission from Ref. [35] Copyright 2013 American Chemical Society

best dispersion is obtained, corresponding to a break-up of any percolated network,
and, thus, a slow decrease in conductivity.

In the preceding section, we have seen that conductivity is not the only process
sensitive to charge migration. Besides MWS1 denominating the process discussed
in Sect. 4.2.1, the second interfacial polarization process labeled MWS2 has been
evidenced by our group a few years ago in simplified rubber PNCs in the high T-
range, well above the glass transition [42, 43]. The MWS2 process is located at the
low-frequency side of MWS1, and its evolution with the silica content in PNC is
shown in Fig. 13a. It is visible at best for the lowest silica fraction with a broad
dielectric loss peak in which two distinct contributions have been identified and
described each by an HN function. For higher silica contents, the peak overlaps with
the strong contribution of ionic conductivity, but two processes are always necessary
to describe the dielectric spectra quantitatively.

For both MWS1 and MWS2 processes, the activation energies are found to be
independent of the silica fraction. The activation energy of ca. 114 kJ/mol forMWS2
is similar to the one corresponding to the temperature dependence of the ionic conduc-
tivity. One may deduce that MWS2 is predominantly controlled by the dynamics of
the polymer, as it was already the case for the ionic conductivity. On the other hand,
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Fig. 12 Electrical conductance (left scale) measured in-situ during mixing of 50 phr N220 carbon
black in SBR; corresponding filler dispersion (right scale) measured at selected times is indicated
by the symbols with a line as a guide to the eye. Adapted with permission from Ref. [49] Copyright
2006 Rubber Division, American Chemical Society

(vol�)

Fig. 13 a Dielectric loss spectra at 333 K for 50%F-SB PNCs with different �NP. Solid lines are
fits by the sum of two HN functions and a DC-conductivity term. b DC-conductivity at 393 K
(diamonds) and the average value of the dielectric strengths over T for MWS1 (circles) and MWS2
(squares) as a function of filler fraction for the same PNCs. The percolation threshold as obtained
from rheology is indicated by an arrow. Adapted from Ref. [42] with permission from the PCCP
Owner Societies
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the MWS2 time scales are controlled by the filler concentration but not by the hydra-
tion level, indicating different origins for both interfacial polarization processes.
Whereas MWS1 is a local phenomenon based on charge diffusion in water layers
along the surface of silica aggregates (which are the building units of the microstruc-
ture, see Sect. 3.2), the polarization mechanism of MWS2 consists of large-scale
charge diffusion across the polymer matrix between aggregates. The evolution of the
dielectric strengths of both MWS1 and MWS2 processes as a function of the silica
fraction is reported in Fig. 13b togetherwith the ionic conductivity. The latter exhibits
first a decrease attributed to the reduction of free charges in the polymer matrix due
to trapping at the silica surface. It is followed by a two-order of magnitude increase
in the range of the percolation threshold as determined independently by means of
rheology on the same samples. Here, it is found that MWS1 depends only marginally
on the silica content and, thus, microstructure, whereas MWS2 is strongly impacted
by large-scale structural reorganizations with the formation of a percolated network
of aggregates. One may note here that a similar process to MWS2 has been partially
identified in carbon black filled rubbers and linked to structural reorganization due
to crosslinking or high-temperature treatments [50]. In these experiments, floccula-
tion in SB-carbon black PNCs just below the percolation threshold has been induced
by thermal treatments. The effect could be followed via the increase in mechanical
strength, with the simultaneous development of a Payne effect indicative of filler
networking. In parallel, BDSmeasurements have been interpreted in terms of charge
migration across gaps between filler NPs, and closing of these gaps is consistent
with the formation of filler networks. Innovative experiments coupling simultaneous
dielectric and mechanical spectroscopy have been reported by Huang et al. in NR-
carbon black PNCs [47]. These authors link the modification of interfacial polariza-
tion to mechanical properties. In PNCs of high filler content, a significant decrease of
the real part of the permittivity under increasing strain is concomitant to the classical
Payne effect on G’. A similar confrontation with mechanics has been followed by
us in an above-mentioned article [26], however, without details on charge migration
by BDS measurements indicative of filler contact. Scattering and mechanical Payne
effect experiments show that thermal treatment may be used to rejuvenate a floccu-
lated and possibly percolated aggregate structure, after having destroyed the filler
network by milling.

It is, thus, possible to connect the dynamical dielectric response of these interfacial
processes with the various structural length scales. Such an approach is original as
BDS is not a spatially resolved experimental technique, which is why it is only
rarely used [47, 51] to access structural information, beyond simple conductivity
measurements. The latter are a common approach to the detection of percolation
since the invention of the carbon microphone some 140 years ago.

4.2.3 Impact of Grafting Density

As described in Sect. 3.2, the use of graftable polymer chains is a powerful way of
controlling the dispersion state which sets the frame for the mechanical properties of
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Fig. 14 a Dielectric loss spectra at 333 K for SB PNCs with ca. 8.5 vol% of silica and different
amounts of graftable chains. Solid lines are fits by the sum of two HN functions and a DC-
conductivity term. Individual contributions are included for the sample without graftable chains. b
DC-conductivity at 393 K (diamonds) and the average value of the dielectric strengths over T for
MWS1 (circles) and MWS2 (squares) as a function of matrix composition for the same PNCs. c
Rheological response at 60 Hz in terms of the reinforcement factor G/G0 as a function of silica
fraction for SB PNCs with 0%F (circles) and 50%F (squares). Solid lines are fits discussed in [12],
arrows indicate the percolation threshold. The purely hydrodynamic reinforcement, 1 + 2.5�agg,
is also included (dashed lines). Adapted with permission from Ref. [43] Copyright 2015 Elsevier

rubber PNCs. The dielectric response of a series of simplified-industrial nanocom-
posites with different amounts of functionalized SB chains is illustrated in Fig. 14a.
The strong evolution of the dielectric loss with grafting is clearly visible, and the
decomposition into the above-mentioned interfacial processes, MWS1 and MWS2,
is also shown.

The evolutionof the dielectric strengths aswell as the ionic conductivity is reported
as a function of the fraction of graftable chains in Fig. 14b in analogy to Fig. 13b.
The strength of the local MWS1 process is mostly unaffected by grafting whereas
the MWS2 strength is found to follow the same evolution as the ionic conductivity,
as already observed in Fig. 13b. Here, a significant drop of theMWS2 intensity at ca.
25 % of functionalized chains is observed, which is interpreted as the break-up of the
percolated aggregate network upon grafting at fixed silica content. This effect has
been termed depercolation. It is directly related to the evolution of the filler structure
with polymer grafting (Sect. 3.2). The formation of aggregates of lower mass at low
grafting density notably shifts the mechanical percolation threshold as evidenced in
Fig. 14c. There, the reinforcement factor defined as the ratio of the plateau moduli
of PNC and the pure matrix is plotted as a function of the filler fraction for different
grafting densities. These data have been fitted using a percolation model based on
percolating aggregates within large-scale branches extending across the sample. It
uses the aggregate volume fraction deduced from the combination of SAXS and
TEM as the main variable instead of the silica fraction. The good description of
the rheological data in Fig. 14c underlines the consistency of the proposed approach.
Moreover, the volume fraction at percolation and its shift with functionalization agree
nicely with the dielectric analysis of interfacial processes. Following the evolution of
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such processes is, thus, a sensitive tool to probe large-scale structural reorganization
in rubber PNCs.

4.3 Segmental Dynamics of Rubber Compounds

The segmental relaxation of polymer matrices is the physical origin of dominating
macroscopic rheological properties crucial for industrial applications. There is a
large body of results related to fine-tuning these properties, and following our indus-
trial application of car tire treads, we review here only effects of crosslinking-
related additives (in particular activators), as well as blends, with dielectric spec-
troscopy as the main technique. Once the matrix-only part is understood, we will
turn to polymer nanocomposites, with a critical discussion of the modification of
the segmental dynamics close to nanoparticle interfaces in weakly interacting rubber
systems like SBR-silica. Here, the BDS data are complicated to analyze due to
overlapping processes, and some recent neutron scattering results are discussed.

4.3.1 Following Vulcanization Mechanisms by BDS in Unfilled Rubbers

The vulcanization of rubber leading to the formation of a permanent 3D network
is required to enhance the macroscopic properties of the final product. This process
involves a large number of additives beyond sulfur (e.g., ZnO, stearic acids, CBS,
among others listed in Table 1), which makes it rather complex due to possible
interactions between the different additives and also interactions with the silica filler.
All additives are present in the formulation in small quantities with respect to the
polymer (typically between 1 and 5 phr each) and quite a few of them possess a
strong dipole moment (e.g., 2.90 D for CBS, 3.99 D for DPG) [52, 53]. It follows
that a sensitive and selective technique such as dielectric spectroscopy is a highly
appropriate tool to study the impact of the presence of vulcanization additives on
the segmental relaxation. Modifications of the dynamics that are observed by BDS
may be helpful for a better understanding of the vulcanization mechanism, which is
critical for technological developments. These effects are reviewed here for unfilled
rubber.

Ortiz-Serna et al. report dielectric measurements carried out on samples of natural
rubber containing the common vulcanization additives but processed to avoid vulcan-
ization [54]. The dielectric spectra reveal a broad loss peak that could be described
by two contributions: a fast α-process due to the segmental motions of NR and a
slower process assigned to the dynamics of stearic acids linked to the NR chains.
The authors studied the impact of water and found, surprisingly, that the dielectric
strength of the low-frequency contribution is higher for the dry rubber. This effect
is interpreted as a consequence of different ordering of the lipid hydrocarbon chains
which depends on the water content. High-pressure dielectric spectroscopy was also
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used to track the influence of temperature and density on the segmental dynamics.
It shows that the relaxation processes detected here are driven by temperature vari-
ation instead of free volume. In a similar NR-based system, Hernandez et al. also
report the second relaxation process, slower than the segmental dynamics of NR
[55]. Going through a step-by-step study where the different vulcanizing additives
are removed one by one, they rather attributed the slow process to ionic clusters
of ZnO. These clusters act as crosslink precursors, which restrict the mobility of
interfacial polymer segments, confirming the role of ZnO as an activator for sulfur
vulcanization. This result is in agreement with a previous SANS study on vulcanized
polyisoprene (the synthetic version of NR) swollen in a deuterated solvent [56]. The
SANS results evidenced heterogeneous network structures formed by high-density
network domains which surround ZnO clusters dispersed in the rubbery matrix.
Stearic acids are nonetheless necessary to disperse ZnO and form zinc stearate after
reaction, promoting crosslinking.

In the same spirit as Hernandez et al. [55], the effect of vulcanizing agents in
unfilled SBRmixtures has been explored by Ortega et al. [52]. The same kind of slow
contribution to the α-relaxation peak has been observed by BDS and it is evidenced
in Fig. 15a. By comparing the dielectric response of the mixture without one or the
other additives, the slow process could be assigned to the cure accelerator couple,
DPG and CBS (see Fig. 15b). Furthermore, there is a dominant effect of the DPG
content on the dielectric strength of this process. It was also demonstrated that DPG
itself (and not byproducts from the vulcanization reaction) is related to the slow

Fig. 15 Dielectric loss spectra at T= 289 K for F-SBR. a Full formulation, b the same formulation
without DPG and CBS accelerators. Solid lines represent the fits to the experimental data using
one or two Cole–Cole functions (δ = 1 in Eq. (3)) and a conductivity term. A single relaxation
is observed in b. For the sake of clarity, the conductivity contribution is not shown. Adapted with
permission from Ref. [52] Copyright 2019 Elsevier
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process by comparing the dielectric response of a sample before and after in-situ
vulcanization in the dielectric cell. BDS measurements under pressure showed that
both contributions to the α-process display a similar activation volume (same shift of
the relaxation times with pressure), indicating that the dynamics of DPG is coupled
to the segmental dynamics. The latter is itself not modified by the presence of DPG.
Lindemann et al. determined an activation energy of ca. 150 kJ/mol for the slow
process in the same SBR system showing that it may eventually merge with the
segmental relaxation in the high-temperature range [57]. Looking finally to the filled
rubber mixture [52], the slow process is found to display a lower dielectric strength
in presence of silica presumably due to the lower amount of DPG available in the
matrix as this molecule tends to adsorb on the silica surface.

The examples discussed above highlight that a slower contribution to the
segmental dynamics is systematically observed in rubber systems containing vulcan-
izing additives. This contribution may have different molecular origins depending
on the polymer and the set of additives present in the recipe.

4.3.2 Studying Miscible Rubber Blends by Dielectric Spectroscopy

The dynamical properties of thermodynamically miscible polymer blends—even in
absence of filler NPs—represent an entire research topic of their own [58]. This is
due to the possibly wide dynamical asymmetry, where the interplay of the segmental
dynamics of each compound can induce qualitatively new phenomena. Dynamical
asymmetry refers to the fact that the α-relaxation of each polymer may be active
at very different frequencies—or in other words, they display a large difference in
individual Tg’s. A representative example of asymmetric blends is the well-known
poly(ethylene oxide)/poly(methyl methacrylate) blend [59]. Following the litera-
ture and in particular the groundbreaking work of the groups in San Sebastian [58]
and Jülich, [59, 60] uncrosslinked blends usually show a common, intermediate
macroscopic (calorimetric) Tg. If one resolves selectively the segmental dynamics
with BDS, the surprising finding is that two distinct processes corresponding to
the segmental dynamics of each component are reported with slight modifications
due to the local composition in the blend. A rationalization of this effect based on
the concept of self-concentration linked to chain connectivity has been proposed
by Lodge and McLeish [61]. It was further refined by combining this concept with
the Adam–Gibbs theory [62] linking structural relaxation time and configurational
entropy [63]. If, however, one forces the interaction between the two chains by intro-
ducing specific connections (hydrogen bonds or crosslinks), then the local processes
average out to a single one, i.e., dynamic heterogeneity may not persist on the probed
length scale.

The segmental dynamics of unfilled vulcanized SBR/BRblends prepared by solid-
phasemixing has been investigated recently. These are twomiscible polymers, which
are both dielectrically active, with a large difference in Tg of about 80 K. In this
industrially relevant system, a single loss peak has been reported by BDS for the
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α-relaxation, indicating the same—or at least close—segmental relaxation times for
the two polymers. In a recent contribution by the group of Blume, Rathi et al. [64]
focus on the distribution and impact of extender oils (TDAE) on the mechanical
performance of tire treads, namely wet-skid resistance, low wear, and low rolling
resistance. These properties are difficult to predict presumably due to dynamical
heterogeneities within the blend. They observe a systematic broadening of the glass
transition in 50/50 vulcanized blends studied by calorimetry, dynamic mechanical
analysis, and BDS. In dielectric spectroscopy, the authors decompose the single
loss peak of the blend without TDAE (see Fig. 16) into a fast α- and a slow α0-
process, each described by an HN function: the fast α-process is associated with
the contribution of dissociated polybutadiene segments, while the blended SBR and
polybutadiene segments lead to the slower α0-process. For the blends with extender
oil, the general trend is that both the α- and α0-processes show longer relaxation
times with increasing amounts of oil, which was to be expected since the TDAE oil
has slower relaxation dynamics compared to the blends. However, there is a larger
effect on the fast α-relaxation coming from polybutadiene segments only, which is
similar to the effect of the oil on pure BR. The dynamical heterogeneity is, thus,
reinforced by the presence of the oil, contributing to the complex material response.

Starting from the individual components—BR and SBR of different microstruc-
ture—Schwartz et al. in collaboration with Goodyear quantitatively describe dielec-
tric spectroscopy results of the vulcanized blends with a modified Adam–Gibbs

Fig. 16 Dielectric loss spectra normalized to their maxima versus temperature at 1 Hz for the pure
polymers: SBR and BR, and for the SBR/BR blends with different contents of TDAE oil: —— 0, -
- 10, and – - 20 phr. Adapted with permission from Ref. [64] Copyright 2018 John Wiley and Sons
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approach [36]. The latter relates the time scale of the segmental motion to the excess
entropy of the mixture taking into account the interactions between components via
an effective Flory-parameter, χeff. As outlined above, a single segmental relaxation
process is observed due to the strong intermolecular interaction provided by the
crosslinks, and the temperature dependence of the relaxation times is well-described
using the proposed model. The resulting interaction parameter quantifies the T-
dependent change in configurational entropy, and it can even be negative (lower
entropy) for unfilled blends at the highest temperature, presumably implying a more
efficient packing. The interaction is moreover shifted with the chain composition
and also with silica-filling, using precipitated silica at a rather high load (120 phr).
The model, thus, accounts for the presence of the filler NPs in terms of an increased
interaction between chains.

4.3.3 The Complex Analysis of the Dynamics of Filled Rubbers

The segmental dynamics of SBR loaded with silica filler has attracted considerable
attention over the past two decades. The question of modifications of the polymer
dynamics close to the interface has been approached with various techniques, in
particular mechanical measurements [65–68], and of course BDS [40, 69, 70]. The
problem which has triggered considerable discussion in the literature is that most
of these results—however well done on each specific system and for each exper-
imental approach—are not mutually consistent: sometimes an interfacial layer of
slowed-down dynamics is reported, and sometimes there is basically no impact of
the presence of silica on the segmental dynamics. Depending on what one wishes
to promote, the authors, thus, have the natural tendency to cite either one or the
other of these “schools”… It is not the purpose of this modest chapter to review this
entire discussion, but we attempt to replace some studies in this context. First of all,
Arrighi et al. have shown the existence of the second high-temperature contribution
in mechanical measurements of crosslinked SBR-silica systems represented as the
loss tangent, tan(δ), versus temperature [65]. This additional process is enhanced
by the addition of a coupling agent and it is attributed to a dynamical change in a
nanometer-thick interface, assuming a given filler structure. The second tan(δ) peak
in the viscoelastic response of SBR PNCs is also reported by Tsagaropoulos and
Eisenberg [66] whereas it is not visible in the data of Mélé et al. [67] and Robertson
et al. [68], though in both cases notable differences on the high-temperature side
of the tan(δ) peak are observed. It has been pointed out by Robertson et al. that
the observed differences in tan(δ) do not necessarily reflect modifications in the
segmental dynamics of the polymer as the loss modulus is essentially not evolving
with the polymer–filler interaction. They may rather be due to filler-network contri-
butions and the variation of the elasticmodulus (reinforcement), or restricted terminal
flow in presence of NPs [71, 72]. It is, thus, not always necessary to invoke mobility-
restricted polymer layers near the filler nanoparticles. The same SBR-silica system
[65] has been studied by BDS by Pissis et al. [69], and they speculate on the influence
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of the surface treatment on structure—without having access to quantitativemeasure-
ments—and finally on MWS processes that are more pronounced when untreated
silica is used possibly due to aggregate formation. Fragiadakis et al. propose work
on natural rubber filled with in-situ created silica [70]. Two states of dispersion have
been prepared, unfortunately again without any quantitative characterization, and the
authors showed that only the better dispersion leads to a small increase of the calori-
metric Tg, with a silica-dependent low-frequency process observed at 2 to 3 orders
of magnitude below the main α-relaxation. Such a strong effect—with a restricted
mobility extending over a ca. 3 nm-thick interfacial layer—is difficult to understand
taking into account the weak interaction between NR and silica and may result from
very specific sample preparation. From these different examples, it is clear that the
following points deserve further attention:

(a) System preparation: Any small surface-active molecule (e.g., coating agents)
may also influence dynamical matrix properties and, consequently, also
rheology. Complex systems are, thus, … complex to analyze.

(b) Robustness of the interpretation of complex BDS spectra: Given the very broad
range ofmost dielectric processes, it is not easy to discard the influence of other
processes on the position and shape of a given one (likeMWS on the segmental
relaxation).

(c) Crosscheck by other techniques: Which other microscopic probes can be used
to analyze local polymer dynamics?

(d) Microstructure: Knowledge of the primary NP size is important, but not always
sufficient to characterize the amount of polymer in interaction with filler
structures. What about aggregation states and interlayer overlap?

In reply to these points, we have designed the simplified-industrial system defined
in Sect. 2. Moreover, the adsorption isotherm of coating agents on filler NPs has
been investigated in-situ and is discussed below. This work illustrates the differences
between system design (all molecules should go to the interface) and reality (some
do not!). Next, the overlap with MWS processes that have been detailed in the above
subsection may or may not influence the shape of the α-relaxation process. Without
a quantitative description of the latter, it is difficult to conclude on either a shift, a
broadening, or the generation of an additional process for the segmental motions.
As observed already by Meier et al., a broadening (without shift) of the dielectric
loss peak with increasing silica content seems to be robust [40]—these authors do
not identify any strong MWS process which could alter the interpretation, but this
may be structure and loading dependent. The broadening is presumably related to the
slowed-down dynamics of the chain molecules close to the interface, but the authors
do not provide a detailed analysis of the α-relaxation and focus, as mentioned above,
on the secondary relaxations. On the other hand, nano-dielectricmeasurements based
on an AFM-type apparatus have shown that there is no detectable change in local
dynamics across a sample, regardless of the distance to the next filler surface [73].
Despite locally different mechanical properties defining an interacting layer, the
observation of bulk-like segmental dynamics in this layer may result from the use of
a coupling agent acting as a flexible link between the polymer and the silica filler.
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The question of cross-checking BDS results, in particular if peaks are ill-resolved,
brought us to QENS outlined briefly below. These results clearly show that the
change in dynamics in weakly interacting rubber systems is systematically present,
but equally systematically small. Of course, structural investigations range also under
“additional techniques”, which is why we have opened the present chapter with a
detailed review of recent advances in this field. If one focuses, e.g., on the thickness
of the interfacial layer, the latter is usually deduced from some overall fraction of
dynamically modified polymer. As a function of the filler landscape onto which this
“slowed-down” volume is distributed, different thicknesses are obtained: thus, the
thickness of the interfacial layer depends in a crucial way not only on particle size, but
also on dispersion. As an example, Papon et al. have tackled this problem in silica-
acrylate PNCs [74], making use of a RMC approach as described in Sect. 3.4. The
result is a statistical representation of overlapping interfacial layers, which is related
to the degree of vicinity, i.e., positional correlation, of the nanoparticles. Close-by
NPs, thus, share an interfacial layer, thereby increasing their thickness with respect
to the ideal, fully dispersed system having the same amount of slowed-down volume.

4.3.4 Dielectric and Neutron Spin Echo Spectroscopy Applied
to Simplified-Industrial Systems

Figure 17a shows the dielectric data of a simplified-industrial PNC containing
20 vol% of silica. The dielectric loss exhibits a strong MWS contribution with a
poorly defined high-frequency shoulder associated with the α-relaxation. The data in

Fig. 17 a Dielectric loss spectra of SB PNCs with ca. 20 vol% silica at T = 273 K. Lines are
fits by a purely dissipative DC-conductivity term (dashed line) and two HN functions: interfacial
MWS process (dashed-dotted lines) and α-process (dotted lines). a Simplified-industrial PNC. Four
different spectral shapes associated with the KWW distributions given in the inset are shown to
reproduce the α-process. β = 0.44 corresponds to the stretching exponent obtained for the pure SB
matrix (black curve). b Colloidal PNC. The KWW distribution of relaxation times associated with
the α-process in this model PNC is given in the inset (red curve, β = 0.35). Adapted with permission
from Ref. [32] Copyright 2020 American Chemical Society
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Fig. 17a have been described using the sum of two HN functions plus a purely DC-
conductivity term. For consistency with the following QENS data, where a stretched
exponential function—known by the names of Kohlrausch, Williams, and Watts
(KWW)—is used to describe the relaxation behavior in the time domain, we used
coupled shape parameters in Eq. (3) to describe the α-process, following the connec-
tion between the frequency-domain HN function and the KWW function proposed
by Alvarez et al. [75, 76]. It is clear from Fig. 17a that there are large uncertain-
ties regarding the shape and position of the α-process. Indeed, an equivalently good
description of the data is obtained using a selection of stretching exponents β ranging
from 0.44 (the value obtained for neat SB) to 0.30. The corresponding—compat-
ible—distributions of relaxation times for the segmental dynamics in PNC are, thus,
possibly larger in presence of silica, as illustrated in the inset of Fig. 17a. Interest-
ingly, the representative average characteristic times, 〈τ〉 = τW �(1/β)/β, associated
with these functions still lie in a very restricted range (−4.2 to −4.4 in log scale,
including the pure matrix timescale), in agreement with the observation of a constant
calorimetric Tg. Such results indicate that the segmental dynamics is only weakly
affected by the presence of silica in the rubber system. This was confirmed by low-
field NMR measurements on similar simplified-industrial samples [43], but also on
their vulcanized counterparts including the whole ingredient list [77]. In both cases,
the fraction of rigid polymer amounts only to a few percent, i.e., much lower than
values reported for colloidal silica NPs dispersed in poly(ethyl acrylate) using either
a coating or a coupling agent [78]. The small rigid fraction detected by NMR has
nevertheless a critical role in the viscoelastic response of filled rubbers [77].

Here, one may wonder about the dynamical response of colloidal nanocomposites
based on the same SB polymer as used in the simplified-industrial formulation but
incorporating well-defined spherical NPs (see the model system defined in Sect. 2).
In this case, the dispersion state as discussed in Sect. 3.4 is rather good, without the
typical multi-scale structure of industrial PNCs which involves strongly interacting
aggregates. Accordingly, one can see in Fig. 17b that theMWS process is less intense
and is shifted toward a lower frequency. As a consequence, the α-process is now
well-defined in the frequency window probed by BDS, and its description points
toward a broader distribution of relaxation times (β = 0.35, see inset in Fig. 17a)
with respect to the neat polymer. The position of the maximum of the distribution
is not modified by the presence of silica, and only a negligible slowing-down of the
average characteristic times (log 〈τ (s)〉 = −4.1) is observed. There is, thus, a minor
impact of the silica NPs on the segmental dynamics in the model PNC in spite of a
larger range in relaxation times.

Given the impossibility to correctly resolve the α-relaxation in industrially simpli-
fied PNCs, QENS has been employed in a recent study [32]. Due to their rather low
energy, which unlike the one of X-ray photons is comparable to kBT, neutrons are
often the only radiation probe capable of investigating spatially resolved dynamics.
Neutron Spin Echo spectroscopy is one of these methods. It is based on the measure-
ment of the changes in neutron speed after interacting with the sample. It is usually
performed with deuterated samples (coherent scattering) in order to study the collec-
tive motions associated with the segmental relaxation, but this is difficult here for
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Fig. 18 a NSE data at q = 0.54 Å−1 for the neat SB (black) and the simplified-industrial SB PNC
with 20 vol% of silica measured at different temperatures. Lines are fits using a KWW function
with β = 0.55. b Relaxation map with the characteristic average times for segmental relaxation
from NSE data (q = 0.54 Å−1) and BDS for the simplified-industrial and colloidal PNCs (same
filler content) and the pure SB polymer. For the industrial PNC, the same shape parameter as for
the matrix has been used in the analysis of the BDS spectra for consistency with NSE. The Vogel–
Fulcher–Tammann (VFT) fit of the BDS times for the pure polymer matrix is represented by a
dashed line. Adapted with permission from Ref. [32] Copyright 2020 American Chemical Society

practical reasons, in particular cost issues for large samples. NSE can also be used
with hydrogenated samples to probe incoherent scattering, though the signal is
strongly reduced in this case [79]. In our study, we have chosen the relevant q-
range in order to avoid coherent scattering of the filler. We have then been able to
demonstrate that incoherent NSE can be used to access small changes of segmental
dynamics of simplified-industrial PNCs. The self-dynamics of the polymer chains in
presence of the filler is shown in Fig. 18a where it is compared to the neat polymer.
Due to the chosen q-vector, the spatial scale of these modifications is approximately
1 nm, and as they are caused by the NPs, they must take place close to the filler
interface. As a result, our high-resolution NSE measurements show for the first time
that the segmental motion is slightly but systematically slowed-down by the presence
of the industrial filler NPs, without modification of the width of the time distribution
in the high T-range well above Tg. Moreover, this is observed at all temperatures
studied here (100–160 °C), and these results were included to the relaxation map in
Fig. 18b. The NSE-relaxation times are in the continuation of the dielectric ones of
both model and industrial systems, in a domain inaccessible for BDS as discussed
above. They show that even in a strongly aggregated system, the shift in relaxation
time is small—but nonetheless always present at high T.
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4.3.5 Studying in-situ Adsorption of Small Molecules Onto Filler
Particles by Dielectric Spectroscopy

We have seen in Sect. 4.3.1 that additives in the polymer matrix possibly modify
its dynamical properties and that this can be probed by BDS. In a recent approach,
we have made use of this effect in order to study the partition of silane coating
molecules between the silica filler and the SB polymer matrix in a model PNC [80].
The idea behind this is that coating agents are part of the standard formulations of
industrial PNCs, but it is difficult to know if they really go only to the filler interface.
As we have seen in the NSE section above, it is challenging to isolate by BDS the
segmental relaxation signal in the more complex industrial PNCs, and therefore,
we have chosen to investigate the model system. Using the plasticization effect of
the coating agents blended with the unfilled SB polymer, we have first established
a BDS-calibration curve shown in Fig. 19a. This calibration is based on the shift
of the α-process toward higher frequency when increasing the amount of coating
agent in the unfilled matrix. In presence of silica in a PNC sample without grafting
of the silanes, i.e., where silanes are free to go either in the bulk or at the silica
surface, it is, thus, possible to determine the mass fraction of coating agent dispersed
in the matrix, ζfree, via its impact on the position of the dielectric loss peak. Then,

Fig. 19 a BDS segmental relaxation time at T = 258 K as a function of the nominal silane matrix
concentration ζ in F-SB. Calibration curve for a polymer with various amounts of silane, C8 (crossed
empty squares), C12 (empty squares), and C18 (plain squares), in F-SB. The solid black line repre-
sents a linear fit to all silanes in log representation. The data for PNCs without (resp. with) acti-
vation of the grafting reaction are superimposed (red circles, resp. green diamonds) for nominal ζ

in samples, together with a linear fit for the non-grafted PNCs. The construction (red dotted lines)
illustrates the determination of the effective ζfree within the matrix in presence of NPs. b Dielectric
loss spectra at T = 258 K of F-SB (without and with C18 at ζ = 3.4 %) and F-PNCs (�NP ≈ 10
vol%, same amount of C18). Possible silane grafting is indicated in the legend. Solid lines represent
the fit to the experimental data based on Eq. (3) plus a purely dissipative dc-conductivity term.
Adapted with permission from Ref. [80] Copyright 2020 American Chemical Society
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by mass conservation, one can conclude on the quantity of coating agent actually
covering the silica surface by adsorption. In Fig. 19b, the dielectric response for PNC
systems is shown for different options of activation of grafting of the coating agents
in PNCs. They are compared to the neat polymer (without any NPs) in the presence
or absence of a coating agent. The result is that the loss peak for a PNC without
grafting of the silanes is located in between those of the pure SB matrix blended
with an equivalent amount of silanes and the same PNC where grafting has been
activated (i.e., no free silane in the bulk). This demonstrates the partitioning of the
coating agent between the functionalized matrix (via chemical compatibility) and
the NP interfaces. A similar phenomenon is expected in industrial rubber PNCs in
the first stage of mixing, before grafting reactions are activated. As a final result, we
have determined the adsorption isotherm of the coating agent onto the filler within
the PNC (not shown, [80]). The isotherm tells us that the maximum adsorbable
amount is reached for the lowest silane concentration used in formulations, which
also corresponds to industrial standards. It is concluded that this concentration must
have resulted from optimization of properties of the nanocomposites while using
only a minimal amount of agents.

5 Conclusion

We have reviewed recent studies of the filler structure and the polymer dynamics of
nanocomposites of industrial relevance, including segmental relaxation and interfa-
cial polarization processes at the polymer–nanoparticle interface. Structural studies
have been shown to have progressed to a large extent through the quantitative anal-
ysis of the small-angle scattering, even for complex industrial filler nanoparticles
with multi-scale structures. Interfacial polarization processes are not always visible
in dielectric spectroscopy, as they depend on the large-scale filler structure of the
samples (MWS2) or the water content (MWS1) and, thus, on details of the formula-
tion. If MWS processes are dominant, which is typically the case for large filler
assemblies or percolating networks, they may impact the analysis of segmental
dynamics.While there has been a lively discussion in the literature about the effect of
nanoparticle interfaces on the segmental dynamics of the polymer in close vicinity,
we have chosen to broaden the view and include the effect of additives and blending.
In presence of nanoparticles, several recent contributions including nano-dielectric
measurements and neutron spin echo spectroscopy seem to indicate that the modifi-
cation of the dynamical response of the polymer is only weakly affected in rubbery
systems, in particular silica-SBR: in such elastomeric systems of weak polymer–
particle interaction, there is a small but nonetheless detectable shift of the whole
relaxation time distribution of segmental dynamics in the high T-range, in agreement
with NMR studies. Our understanding of the weak interfacial layer in silica-based
rubber system has, thus, made a few steps forward after patiently seeking and assem-
bling information on the microstructure of such systems, characterizing the influ-
ence of additives, and finally focusing on segmental dynamics with combinations of
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dielectric and neutron scattering techniques. Weakly interacting rubber PNCs may
be opposed to systems with a strong attraction like poly(2-vinyl pyridine) (P2VP)
mixedwith silica—reviewed by key players in the field in this collection [81]. In such
systems, a distinct interfacial mobility extending over several nanometers is resolved
by BDS. This second process is attributed to the slowed-down dynamics of the inter-
facial layer, and it shows a peculiar chain-mass dependence, which suggests that it is
related to chain packing properties close to the interface [82]. On the other hand, bulk
mobility is found not to be impacted. Interestingly, a measurable static interfacial
layer formed by out-of-equilibrium chain packing leading to a lower density could
be evidenced by SAXS [83]. It is tempting to identify the static and the dynamic
interfacial layers in attractive PNCs, but many more questions need to be addressed
beforehand: while the spatial extension of both layers is in the nanometer range, it
is unclear why the decrease in local density as described by reverse Monte Carlo
is accompanied by a slowing-down of this layer. In this context, the idea of chain
stretching in the interfacial region has been put forward [81]. It is also consistent
with measurable enhancement of mechanical moduli in the interfacial layer even
in the glassy state. A balance between chain stretching and density variations may,
thus, control the interfacial layer properties. There remain many open questions to
be answered in the field of glassy or rubbery polymer nanocomposites, and it is
concluded that the field of segmental dynamics in complex polymer–nanoparticle
systems will stay a fascinating challenge for yet some years to come.

Acknowledgements Access to experimental installations and chemicals by Michelin, Solvay, and
Synthos is gratefully acknowledged. Support by the European Soft Matter Infrastructure (EUSMI)
for conducting the BDS experiments in San Sebastian is highly appreciated. Scattering experiments
would not have been possible without powerful beamlines and support at large-scale facilities
(ESRF, ILL, and Soleil).

References

1. Jancar J, Douglas JF, Starr FW, Kumar SK, Cassagnau P, Lesser AJ, Sternstein SS, Buehler
MJ (2010) Polymer 51:3321–3343

2. Heinrich G, Klüppel M, Vilgis TA (2002) Curr Opin Solid State Mater Sci 6:195–203
3. Chazeau L, Brown JD, Yanyo LC, Sternstein SS (2000) Polym Compos 21:202–222
4. Payne AR (1962) J Appl Polym Sci 6:57–63
5. Mark JE, Erman B, Eirich FR (1994) Science and technology of rubber. Academic Press, San

Diego
6. Banc A, Genix A-C, Dupas C, Sztucki M, Schweins R, Appavou MS, Oberdisse J (2015)

Macromolecules 48:6596–6605
7. Glomann T, Schneider GJ, Allgaier J, Radulescu A, Lohstroh W, Farago B, Richter D (2013)

Phys Rev Lett 110:178001
8. Papon A, Montes H, Hanafi M, Lequeux F, Guy L, Saalwächter K (2012) Phys Rev Lett

108:065702
9. StephenR,ThomasS (2010)Rubber nanocomposites: preparation, properties, and applications.

Wiley
10. Wolff S (1996) Rubber Chem Technol 69:325–346



Microstructure and Segmental Dynamics of Industrially Relevant … 289

11. Musino D, Genix A-C, Fayolle C, Papon A, Guy L, Meissner N, Kozak R, Weda P, Bizien T,
Chaussée T, Oberdisse J (2017) Macromolecules 50:5138–5145

12. Baeza GP, Genix A-C, Degrandcourt C, Petitjean L, Gummel J, Couty M, Oberdisse J (2013)
Macromolecules 46:317–329

13. Genix A-C, Baeza GP, Oberdisse J (2016) Eur Polym J 85:605–619
14. Guy L, Daudey S, Bomal Y (2009) Kautsch Gummi Kunstst 62:383–391
15. Baeza GP, Genix A-C, Paupy-Peyronnet N, Degrandcourt C, Couty M, Oberdisse J (2016)

Farad Discuss 186:295–309
16. Baeza GP, Genix A-C, Degrandcourt C, Petitjean L, Gummel J, Schweins R, Couty M,

Oberdisse J (2013) Macromolecules 46:6388–6394
17. Baeza GP, Genix A-C, Degrandcourt C, Gummel J, Couty M, Oberdisse J (2014) Soft Matter

10:6686–6695
18. Genix A-C, Oberdisse J (2017) Soft Matter 13:8144–8155
19. Larsen AH, Pedersen JS, Arleth L (2020) J Appl Cryst 53:991–1005
20. Beaucage G (2012) Polymer science: a comprehensive reference, vol 2. In: Möller MA (ed)

Elsevier BV: Amsterdam, pp 399–409
21. BeaucageG,Ulibarri TA,BlackEP, SchaeferDW(1995)Hybrid organic-inorganic composites.

Am Chem Soc 585:97–111
22. Lindner P, Zemb T (2002) Neutrons, X-ray and light scattering. North Holland, Elsevier,

Amsterdam
23. Percus JK, Yevick GJ (1958) Phys Rev 110:1–13
24. Ashcroft NW, Langreth DC (1967) Phys Rev 156:685–692
25. BaezaGP, GenixA-C, Degrandcourt C, Gummel J,MujtabaA, Saalwächter K, Thurn-Albrecht

T, Couty M, Oberdisse J (2014) ACS Macro Lett 3:448–452
26. Boonsomwong K, Genix A-C, Chauveau E, Fromental J-M, Dieudonné-George P, Sirisinha C,

Oberdisse J (2020) Polymer 189:122168
27. Cattinari G, Steenkeste K, Le Bris C, Canette A, Gallopin M, Couty M, Fontaine-Aupart M-P

(2021) J Appl Polym Sci 138:50221
28. McGreevy RL (2001) J Phys Condens Matter 13:R877–R913
29. McGreevy RL, Pusztai L (1988) Mol Simul 1:359–367
30. Oberdisse J, Hine P, Pyckhout-Hintzen W (2007) Soft Matter 2:476–485
31. Musino D, Genix A-C, Chauveau E, Bizien T, Oberdisse J (2020) Nanoscale 12:3907–3915
32. Musino D, Oberdisse J, Farago B, Alegria A, Genix A-C (2020) ACS Macro Lett 9:910–916
33. Cerveny S, Bergman R, Schwartz GA, Jacobsson P (2002) Macromolecules 35:4337–4342
34. Kremer F, Schönhals A (2003) Broadband Dielectric Spectroscopy. Springer-Verlag, Heidel-

berg
35. Otegui J, Schwartz GA, Cerveny S, Colmenero J, Loichen J, Westermann S (2013) Macro-

molecules 46:2407–2416
36. Schwartz GA, Ortega L, Meyer M, Isitman NA, Sill C, Westermann S, Cerveny S (2018)

Macromolecules 51:1741–1747
37. Souillard C, Chazeau L, Cavaillé J-Y, Brun S, Schach R (2019) Polymer 168:236–245
38. Zhuravlev LT (2000) Colloids Surf A Physicochem Eng Asp 173:1–38
39. Cerveny S, Schwartz GA, Otegui J, Colmenero J, Loichen J, Westermann S (2012) J Phys

Chem C 116:24340–24349
40. Meier JG, Fritzsche J, Guy L, Bomal Y, Kluppel M (2009) Macromolecules 42:2127–2134
41. Tsangaris GM, Psarras GC, Kouloumbi N (1998) J Mater Sci 33:2027–2037
42. Baeza GP, Oberdisse J, Alegria A, Couty M, Genix A-C (2015) Phys Chem Chem Phys

17:1660–1666
43. Baeza GP, Oberdisse J, Alegria A, Saalwächter K, Couty M, Genix A-C (2015) Polymer

73:131–138
44. Hernández M, Carretero-González J, Verdejo R, Ezquerra TA, López-Manchado MA (2010)

Macromolecules 43:643–651
45. Steeman PAM, Maurer FHJ, Vanes MA (1991) Polymer 32:523–530
46. Steeman PAM, Baetsen JFH, Maurer FHJ (1992) Polym Eng Sci 32:351–356



290 J. Oberdisse and A.-C. Genix

47. Huang M, Tunnicliffe LB, Zhuang J, Ren W, Yan H, Busfield JJC (2016) Macromolecules
49:2339–2347

48. Roland CM (2016) Rubber Chem Technol 89:32–53
49. Le HH, Qamer Z, Ilisch S, Radusch H-J (2006) Rubber Chem Technol 79:621–630
50. Meier JG, Kluppel M (2008) Macromol Mater Eng 293:12–38
51. Böhning M, Goering H, Fritz A, Brzezinka KW, Turky G, Schönhals A, Schartel B (2005)

Macromolecules 38:2764–2774
52. Ortega L, Cerveny S, Sill C, Isitman NA, Rodriguez-Garraza AL, Meyer M, Westermann S,

Schwartz GA (2019) Polymer 172:205–212
53. Bocharov VN, Bureiko SF, Koll A, Rospenk M (1998) J Struct Chem 39:502–507
54. Ortiz-Serna P, Díaz-Calleja R, Sanchis MJ, Floudas G, Nunes RC, Martins AF, Visconte LL

(2010) Macromolecules 43:5094–5102
55. Hernández M, Ezquerra TA, Verdejo R, López-Manchado MA (2012) Macromolecules

45:1070–1075
56. Ikeda Y, Higashitani N, Hijikata K, Kokubo Y, Morita Y, Shibayama M, Osaka N, Suzuki T,

Endo H, Kohjiya S (2009) Macromolecules 42:2741–2748
57. Lindemann N, Schawe JEK, Lacayo-Pineda J (2021) J Appl Polym Sci 138:49769
58. Colmenero J, Arbe A (2007) Soft Matter 3:1474–1485
59. Genix A-C, Arbe A, Alvarez F, Colmenero J, Willner L, Richter D (2005) Phys Rev E72
60. Hoffmann S, Willner L, Richter D, Arbe A, Colmenero J, Farago B (2000) Phys Rev Lett

85:772–775
61. Lodge TP, McLeish TCB (2000) Macromolecules 33:5278–5284
62. Adam G, Gibbs JH (1965) J Chem Phys 43:139–146
63. Cangialosi D, Schwartz GA, Alegría A, Colmenero J (2005) J Chem Phys 123:144908
64. Rathi A, Hernández M, Garcia SJ, Dierkes WK, Noordermeer JWM, Bergmann C, Trimbach

J, Blume A (2018) J Polym Sci, Part B: Polym Phys 56:842–854
65. Arrighi V, McEwen IJ, Qian H, Prieto MBS (2003) Polymer 44:6259–6266
66. Tsagaropoulos G, Eisenberg A (1995) Macromolecules 28:6067–6077
67. Mele P, Marceau S, Brown D, de Puydt Y, Alberola ND (2002) Polymer 43:5577–5586
68. Robertson CG, Lin CJ, Rackaitis M, Roland CM (2008) Macromolecules 41:2727–2731
69. Pissis P, Fragiadakis D, Kanapitsas A, Delides K (2008) Macromol Symp 265:12–20
70. Fragiadakis D, Bokobza L, Pissis P (2011) Polymer 52:3175–3182
71. Robertson CG, Rackaitis M (2011) Macromolecules 44:1177–1181
72. Warasitthinon N, Robertson CG (2018) Rubber Chem Technol 91:577–594
73. Kummali MM, Miccio LA, Schwartz GA, Alegría A, Colmenero J, Otegui J, Petzold A,

Westermann S (2013) Polymer 54:4980–4986
74. PaponA,Montes H, Lequeux F, Oberdisse J, Saalwächter K, Guy L (2012) SoftMatter 8:4090–

4096
75. Alvarez F, Alegra A, Colmenero J (1991) Phys Rev B 44:7306–7312
76. Alvarez F, Alegría A, Colmenero J (1993) Phys Rev B 47:125–130
77. Mujtaba A, KellerM, Ilisch S, RaduschHJ, BeinerM, Thurn-Albrecht T, Saalwächter K (2014)

ACS Macro Lett 3:481–485
78. Papon A, Saalwächter K, Schäler K, Guy L, Lequeux F, Montes H (2011) Macromolecules

44:913–922
79. Richter D, Monkenbusch M, Arbe A, Colmenero J (2005) Neutron spin echo in polymer

systems, vol 174. Springer, Berlin, pp 1–221
80. Musino D, Oberdisse J, Sztucki M, Alegria A, Genix A-C (2020) Macromolecules 53:8083–

8094
81. Cheng S, Carroll B, Bocharova V, Carrillo J-M, Sumpter BG, Sokolov AP (2017) J Chem Phys

146:203201
82. Genix A-C, Bocharova V, Kisliuk A, Carroll B, Zhao S, Oberdisse J, Sokolov AP (2018) ACS

Appl Mater Interfaces 10:33601–33610
83. Genix A-C, Bocharova V, Carroll B, LehmannM, Saito T, Krueger S, He L, Dieudonné-George

P, Sokolov AP, Oberdisse J (2019) ACS Appl Mater Interfaces 11:17863–17872



Filler Networks of Carbon Allotropes
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Dielectric and Rheo-Electric Investigations

Ingo Alig, Konrad Hilarius, Dirk Lellinger, and Petra Pötschke

Abstract Dielectric permittivity and electrical conductivity of percolating filler
networks of different carbon allotropes such as carbon black (CB), multi-walled
carbon nanotubes (MWCNT) , and graphite nanoplates (GNP) dispersed in a poly-
carbonate (PC) matrix were studied by broadband dielectric spectroscopy (BDS) and
rheo-electrical measurements. CB, MWCNT, and GNP represent carbon allotropes
of different shapes and dimensionalities, which build electrical conductive network
structures within the polymer matrix. In a first part, the dielectric properties of
solid samples with different CB, MWCNT and GNP contents were studied by BDS.
The concentration-dependent dielectric properties are compared and discussed with
regard to the particle shape. Since the structure of the filler network is extremely sensi-
tive to deformations of the melt, the second part deals with rheo-electical measure-
ments on composite melts. Under steady shear conditions, an interplay between
build-up due to attractive interactions between the particles, and break-up of the
network structures indicated by steady-state values of DC conductivity and viscosity
can be observed. The increase of theDC conductivity in the quiescentmelt after shear
deformation is due to a recovery of the filler network. In order to study the orientation
kinetics of the particles, additional rheo-electric measurements perpendicular to the
shear flow and in flow direction were performed. The influence of particle shape and
dimensions on the electrical, dielectric, and rheological properties are discussed in
terms of agglomeration and break-up of the filler network and orientation kinetics
of the particles in the polymer melt.
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Abbreviations

b and d Length along the axis of symmetry of an oblate spheroid
and its diameter perpendicular to this axis

BDS Broadband dielectric spectroscopy
CB Carbon black
CNT Carbon nanotubes
d and L Diameter and length of a cylindrical particle
Dtrans , Drot Diffusion coefficient for translation and rotation
DC Direct current
G∗ = G ′ + iG ′′ Complex shear modulus
GNP Graphite nanoplates
kB Boltzmann constant
ko Kinetic coefficient for agglomeration in a quiescent melt
k1 and k2 Kinetic coefficients for build-up and destruction of agglom-

erates in a sheared melt
l Lateral dimension of a particle, which for plates is equiva-

lent to the plate diameter b, and for cylinders to the length
L

MWCNT Multi-walled carbon nanotubes
n Exponent
pa Agglomerate concentration
pa,0 and pa,∞ Agglomerate concentration at t = 0 and at long times (t →

∞)
p′ Inverse of the aspect ratio
pc Concentration at percolation threshold
Petrans and Perot Péclet number for translational and rotational diffusion
PC Polycarbonate
q = b/d Axis ratio of an oblate spheroid
r Radius of a pressed plate
RS Radius of the spherical particle
s, s´ and t´ Critical exponents
t Time
T Absolute temperature
v, H and z Pressing speed, sample height before and after pressing,

respectively
β and ν Critical exponents
η0 Zero-shear viscosity
ηstat Stationary value of the shear viscosity
ηT(t) Transient viscosity
τ(t) Time-dependent shear stress
γ (t) = γ̇ t Total shear
γ̇ Shear rate
ε∗ = ε′ − iε′′ Complex relative dielectric permittivity
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ε0 Vacuum permittivity
ε′

s = ε′(ω → 0) Static relative dielectric permittivity
σDC = σ ′(ω → 0) Direct current conductivity
σ ∗ = σ ′ + iσ ′′ Complex electrical conductivity
σstat = σDC(t → ∞) Stationary value of the electrical conductivity

 Average angle of orientation with respect to the flow

direction
ω = 2π f Angular frequency
ωc = 2π fc Crossover angular frequency

1 Introduction

Solid-state properties and rheological behavior of polymers containing micro- or
nanofillers are known to be sensitive to the size, shape, volume fraction, dimen-
sionality, surface modification of the particles, and their distribution within the filler
network (see e.g., [1, 2]). The arrangement of the fillerswithin the polymer composite
is determined by the filler–filler and filler–polymer interactions as well as transla-
tional and rotational diffusion within the polymer melt. The characteristic times for
formation or rearrangement of the filler network are closely linked to the relaxation
time spectrum of the polymer melt. Accordingly, structure and dynamics of the filler
network not only depend on size, shape, and volume fraction of the particles and the
interparticle forces, but they are also strongly dependent on the thermo-rheological
or processing prehistory.

In 1996, Schüler et al. [3, 4] found that the agglomeration of carbon black (CB)
in an epoxy matrix has a tremendous influence on the final electrical conductivity.
For clay particles in a thermoplastic melt under quiescent conditions, Heinrich et al.
[5] reported in 2005 on the influence of particle agglomeration or flocculation on
the dynamic shear modulus. Agglomeration and structural reorganization and their
dependence on thermo-rheological or processing history have been probed by several
authors for polymer–carbon nanotubes [6–17] or polymer–clay composites (see e.g.,
[5, 18] and references therein) bymeans of electric, dielectric, rheological , and rheo-
electricalmeasurements.Due to the close coupling to the viscoelastic properties of the
polymer melt, the arrangement of the nanofillers is extremely sensitive tomechanical
deformations, such as shear or elongational flow. Vice versa there is a feedback of
the generated filler network on the viscoelastic properties of the composite melt.
Therefore, rheological methods are well suited for investigating the filler dispersion
(see e.g., [1, 2, 18]).

In the case of anisometric particles such as rods or platelets, both, the positions of
the particles with respect to each other and their orientation determine the properties
and rheological behavior of polymer composites [1, 18, 19]. The orientation of aniso-
metric particles in shear or elongational flow typically results in anisotropic properties
such as electrical or thermal conductivity. In elongated blend structures, containing
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CB in one of the phases, large differences in the electrical conductivity perpen-
dicular and parallel to the melt flow direction were found by broadband dielectric
spectroscopy (BDS) [20].

Above a certain concentration, the so-called percolation concentration (pc), the
filler particles form a space-filling network. For conductive filler particles, this
results in conductive paths through the polymer matrix. Since the electrical conduc-
tivity changes at the percolation threshold by orders of magnitude, this provides
an extremely sensitive tool to probe the structure of the filler network by using
DC electrical conductivity measurements or BDS. By combining a rheometer (e.g.
plate–plate geometry) with simultaneous measurements of the electrical properties,
it is possible to study changes in the structure of the filler network for different
filler particles under different deformation modes and in the quiescent melt. For
carbon nanotubes in polymer melts the interplay between destruction and build-up
of the filler network under steady shear and in the quiescent melt has been studied
in combined rheological and electrical conductivity measurements (see e.g., [6–17]
as well as rheo-optical measurements [15].

Over the years, nearly all types of nanofillers have been used for the preparation of
so-called polymer nanocomposites. Examples are organoclays, carbon black, carbon
nanotubes (CNT), graphite oxide and graphite nanoplates (GNPs), fumed and colloid
silica, cellulose whiskers, metallic oxide, etc. Nanocomposites containing carbon
allotropes such asCB [17, 21–23], CNT [6–17],GNP [22–25], and theirmixtures [17,
22] have been studied by time-resolved rheo-electrical experiments using different
shear flow protocols.

It is the aim of this chapter to review some of our work on filler networks of
carbon allotropes of different shapes and dimensions in a polymer matrix by the
use of dielectric and rheo-electrical measurements including new results on GNP
[6–16] and more recent direction-dependent conductivity measurements. In order to
be comparable and due to the good compatibility to carbon allotropes, polycarbonate
(PC) was chosen as the matrix polymer for all composites. The carbon allotropes
studied differ significantly in their geometrical structures:

i. two carbon black types of different structures (fractality) of the aggregates with
(spherical-)averaged diameters of about hundred nanometers,

ii. multi-walled carbon nanotubes (MWCNT), which resemble the shape of a
cylinder, with diameters of several nanometer and a length in the micrometer
range, and

iii. graphite nanoplates with a thickness of a few nanometers and a lateral size in
the micrometer range.

Figure 1 shows transmission electron microscopy (TEM) images and schemes
of the dominant geometric shape of filler particles together with the number of
dimensions in the nanometer range (“nanoscale dimension”) and the corresponding
dimension of the charge transport within the particles. The fractal dimensions of the
filler networks assembled by the filler particles are expected to have a dimensionality
between 2 and 3, which depends on the thermomechanical pre-history.
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Fig. 1 Shape and number of dimensions in the nanoscale of different carbon allotropes

The chapter is organized as follow:After the introduction, some basics on agglom-
eration and orientation of nanofillers in the quiescent and sheared polymer melt are
presented together with some basics of conductive filler networks. The following
part deals with the materials, sample preparation as well as the dielectric and rheo-
electric measurement methods. Then the test protocol for the rheo-electric experi-
ments consisting on three time intervals for annealing, shear-induced destruction,
and recovery of the filler network are described. The results of the measurements on
the composites with different carbon allotropes are presented and discussed in terms
of the influence of the filler dimensionality on structure and formation kinetics of the
filler network as well as the filler orientation.

2 Polymer Nanocomposites: Particle Agglomeration
and Orientation

2.1 Agglomeration

From a physical point of view, nanoparticles suspended in a fluid are exposed to
particle–particle forces, particle–fluid interactions, viscous forces under flow, and
Brownian forces [2]. The Brownian motion arises from a random force field repre-
senting the effect of the thermal fluctuations of the surrounding molecules on the
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particles. Without specific interactions, this would lead in a quiescent fluid at long
times to a random distribution of the nanoparticles within the matrix. For agglomer-
ation of nanoparticles, attractive interactions between the nanoparticles are needed
to balance the tendency to randomization. In terms of phase separation between
nanofillers and the macromolecules, a Flory-Huggins-type interaction parameter
may be assumed. Similar to the phase separation of binary mixtures by spinodal
or binodal decomposition, the segregation structures are temporary and develop with
time. On the one hand, hydrodynamic forces during flow can fragment large droplets
or agglomerates dispersed in a fluid, and, on the other hand, the flow field promote
collisions, which are resulting in coagulation of small droplets or agglomerates. In
Taylor’s theory, the balance of these two effects leads to a preferred droplet size
proportional to the interfacial tension between the droplet phase and the surrounding
medium and inversely proportional to the shear rate, and the viscosity of the external
fluid. In a generalized form, this can be transferred to the agglomeration and de-
agglomeration of nanoparticles under deformation. For anisometric particles such as
rods or platelets, the orientation has to be taken into account (see next section). In
terms of transport processes, both, translational and rotational diffusion have to be
considered.

Figure 2 show exemplarily transmission electron microscopy images of different
arrangements of MWCNT (Nanocyl NC™ 7000 nanotubes from Nanocyl S.A.,
Sambreville, Belgium) in a PCmatrix: (a) insufficiently dispersed primary agglomer-
ates (1 wt%), (b) well-dispersedMWCNTs after proper melt mixing (1 wt%, random
distribution, no preferred orientation) and (c) secondary agglomerates formed after
isothermal annealing of well-dispersed MWCNT (0.825 wt%). For details of the
sample preparation and prehistory see [12].

Figure 3 show the frequency dependence of the real part of the complex conduc-
tivity σ ′( f ) of two samples with 0.875 wt% MWCNT in polycarbonate after melt
pressing at 250 and 300 °C. The composite was prepared by master batch dilution

Fig. 2 Transmission electronmicroscopy (TEM) images of different arrangements of multi-walled
carbon nanotubes in a polycarbonate matrix: a insufficiently dispersed primary agglomerates, b
well-dispersed MWCNT after proper melt mixing, and c secondary agglomerates formed after
annealing of well-dispersed MWCNT in polycarbonate. Adapted with permission from Elsevier
from [12], in which the details of the sample preparation and pretreatment are described



Filler Networks of Carbon Allotropes of Different Shapes … 297

Fig. 3 a Frequency
dependence of the real part
of the complex conductivity(
σ ′)and related TEM
micrographs of
compression-molded plates
(0.875 wt% MWCNT),
pressed at 300 °C (solid
symbols) and at 250 °C
(open symbols) with a
pressing speed of
6.0 mm/min. The figure is
adapted with permission
from Elsevier from [12]. For
details see there

at 250 °C. Due to the relatively high viscosity at 250 °C, the initially well-dispersed
state after melt mixing is preserved during melt pressing, as indicated by the TEM
image. This state of dispersion after melt mixing is expected to be frozen by vitrifi-
cation. The frequency dependence of σ ′ and the DC conductivity (not shown) of this
sample are similar to those of the neat polymer. This indicates that the nanotubes
are separated and almost insulated by polymer chains. The distances between the
nanotubes are expected to be above those for tunneling of electrons. The σ ′( f )

curve of the sample pressed at 300 °C is several orders of magnitude above that of
the sample pressed at 250 °C and shows a conductivity plateau, which is typical for
an electrically conductive composite well above the percolation threshold. The TEM
image (inset) of the sample pressed at 300 °C shows the formation of agglomerates.
Such secondary agglomerates are expected to be formed at low viscosities (here due
to the higher melt temperature) and/or longer annealing times. The pressing time at
300 °C is expected to be sufficient so that agglomeration can occur and a conductive
pathway can be formed by percolation of the conductive agglomerates [6].

Applying shear or elongational flow to such agglomerated nanoparticles in a
viscoelastic melt causes a break-up of the filler network into smaller agglomerates
down to isolated particles (Fig. 4, upper row). On the other hand, the motion of
the nanoparticles relative to each other in the deformation field promotes collisions
and attractive interactions between them, and can than result in agglomeration or
flocculation (Fig. 4, lower row).

In a steady flow under stationary conditions, build-up by shear-induced agglom-
eration and break up of agglomerates due to hydrodynamic forces are expected to be
balanced and a pseudo-stationary (temporary) filler network develops. For a poly-
carbonate composite containing 1 wt% MWCNT this state is achieved after a total
shear deformation (γ = γ̇ t) of about 40 rad [14].

Figure 5 exemplarily compares the DC conductivity during steady shear experi-
ments with a shear rate of 0.02 s−1 in the melt at 230 °C of composites with initially
dispersed and with initially agglomerated nanotubes. Both composites contain the
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Fig. 4 Schematic representation of shear-induced agglomeration and deagglomeration of carbon
black aggregates in a polymer melt under steady shear (plate–plate geometry)

Fig. 5 Time dependence of the DC conductivity during steady shear for MWCNT composites
with initially ‘dispersed’ (blue squares) and ‘agglomerated’ nanotubes (red circles). Both samples
contain 1 wt%MWCNT in polycarbonate and differ only by the thermo-mechanical pre-treatment.
The measurements are performed with a shear rate of 0.02 s−1 at 230 °C. The figure is adapted with
permission from Elsevier from [14]

same amount of 1 wt% MWCNT in a polycarbonate matrix. The agglomerated
composite was prepared by a thermo-mechanical pre-treatment as described in [14].
For description of the experimental setup see below. The DC conductivity of the
sample with dispersed nanofillers shows an increase during steady shear, which is
explained by dominance of shear-induced agglomeration as schematically shown in
the lower part of Fig. 2. For the agglomerated sample, the DC conductivity decreases
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Fig. 6 Steady-state values
(σstat ) of the DC
conductivity and viscosity
(ηstat ) after 600 s of steady
shear versus shear rate
(replotted with permission
from Elsevier from [14])

s-1

during shear deformation, which can be explained by an at least partial destruction
of the conductive paths. Since the real and imaginary parts G’ and G” of the complex
shear modulus also decrease (not shown, see e.g., [14]) mechanical reinforcement
undergoes a destruction as well. After a certain time, both samples regardless of the
initial structure of the filler network (either ‘dispersed’ or ‘agglomerated’) approach
constant values for the conductivity as well as for the rheological quantities, which
indicate a stationary state of the dynamicfiller network for a given shear flow. Figure 6
shows the shear rate dependence of the steady-state values of the DC conductivity
and the viscosity. The DC conductivity changes by more than two orders of magni-
tude, whereas the viscosity changes only by a factor of about four. This indicates
that the mechanisms of charge transport and reinforcement within a filler networks
are quite different. However, the tendency that the DC conductivity and viscosity
approach constant values under steady flow conditions supports the assumption that
a dynamic filler network is formed by the interplay of shear-induced agglomeration
due to attractive interactions between the nanoparticles and the destruction of the
agglomerates in the shear field.

The increase in the agglomerate concentration in the quiescent melt can be
described with a kinetic equation of nth order (see e.g., [5, 9, 10, 14, 16]):

dpa(t)

dt
= k1

(
pa,∞ − pa(t)

)n
, (1)

in which k1 is the kinetic coefficient of the build-up in the agglomeration process,
t the time, pa(t) is the agglomerate concentration, and pa,∞ is the agglomeration
concentration at long time (t → ∞). Measurements of the DC conductivity or the
elasticmodulus of thermoplasticswith nanofiller [5, 9, 10, 16] or uncured rubberwith
carbon black [26] during agglomeration show that the agglomeration kinetics can
be described within the error limits alternatively by first- or second-order kinetics.
For agglomeration kinetics of second order, it is assumed that two filler particles
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combine to form a new agglomerate, whereas first-order kinetics is rather related to
the attachment of a filler particle to an existing agglomerate. For sake of simplicity,we
use the first-order description in the following. The related solution for agglomeration
of first order is

pa(t) = pa,0 + (pa,∞ − pa,0)[1 − exp(−k1t)] (2)

where pa,0 is the agglomerate concentration at time t = 0. Agglomeration in the
quiescent melt is assumed to be controlled by particle transport due to Brownian
diffusion of the particles over a distance, which is needed to form a contact with
another particle or agglomerate. If the particles (including aggregates and agglomer-
ates) come close enough (within a “capture length”), attractive van der Waals forces
pull them to an equilibrium distance, where they bond to each other.

As already discussed above, shear flowbrings particles closer together, which then
can agglomerate due to the attractive interaction. If, on the other hand, the shear forces
are sufficiently high to destroy the existing agglomerates again, the agglomerate
concentration decrease. The competition between shear-induced agglomeration and
break-up can be described by a differential equation with an additional destruction
term [10, 14]:

dpa

dt
= k1(γ̇ )(pA∞ − pA) − k2(γ̇ )pA (3)

where k1(γ̇ ), and k2(γ̇ ) are the kinetic coefficients for the build-up and destruction
of the agglomerates. For a constant shear rate γ̇ , a dynamic equilibrium is established
between the build-up and destruction. The solution of the differential Eq. (3) can be
incorporated in an equation for electrical percolation or an effective medium model
to describe the time evolution of the DC conductivity as a function of the agglom-
erate concentration during the shear. The balance between build-up and destruction
then leads to a constant conductivity. Its steady-state value depends on the applied
shear rate. Under steady shear conditions, this results in a steady-state value of the
agglomerate concentration in the dynamic equilibrium:

pa,steady = pa,∞
k1

k1 + k2
. (4)

However, the agglomerationmodel provides only an incomplete description, since
only attachment and break-up of individual filler particles are included. The contri-
bution of agglomerates of higher order and their size distribution is not included.
Therefore, in [10] a hierarchical model is proposed, which takes the formation of
agglomerates of different sizes by a set of differential equations into account [10, 14].

For the description of the DC conductivity, the solution of Eq. (2) for pa(t) has
to be coupled with an equation for electrical percolation or an expression based on
effective medium approach (see e.g., [16] and references).
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Near the percolation threshold, the DC conductivity at constant current σDC of a
compositewith conductivefillers followspower laws above andbelow thepercolation
concentration pc [27–32]:

σDC = σ(p) ∝

⎧
⎨

⎩

(
pc−p

pc

)−s
, p < pc

(
p−pc

1−pc

)t
, p > pc

⎫
⎬

⎭
(5)

The usually accepted values of the critical exponents s and t [33–36] are s = t ≈
1.3 for two dimensions and s ≈ 0.73, t ≈ 2.0 for three dimensions (see e.g. [37] and
references therein).

To study charge carrier diffusion in fractal conductive filler networks, both,
the complex electrical conductivity σ ∗(p, ω) and complex dielectric permittivity
ε∗(p, ω) = ε′(p, ω) − iε

′ ′
(p, ω) can be used, with p being the content of the

conductive filler and ω = 2π f the angular frequency (see e.g., [37] and references
therein). The composition dependence of the static permittivity ε′

s = ε′(ω → 0)
near the percolation threshold pc can be described for both cases, p < pc and p > pc

by [31]:

ε′
S ∼ |p − pc|−s ′

. (6)

The critical exponent s´ is defined by s ′ = 2β − ν, where β is the percolation
exponent, which characterizes the probability that a site belongs to the infinite cluster
(for p > pc), and ν is the exponent of the concentration dependence of the correlation
length of the clusters. The numerical value for this critical exponent for 3D has
been found to be s ′ ∼= 1.33 [34–36], which agrees with experiments on MWCNT
composites in [37] for p < pc.

In a system in which conductive agglomerates form the percolating network,
the filler content p in Eq. (6) has to be replaced by the time-dependent content of
conductive agglomerates pa(t) and the concentration pc at the percolation threshold
of the ‘percolating’ conductive agglomerates. This has been assumed to be the case
for CB and MWCNT composites (see e.g., [8–17]).

To describe the time-dependent insulator–conductor transition (sometimes
mentioned as dynamic percolation), the solution of the differential equations for the
concentration of conductive agglomerates pa(t), e.g., (1) or (3) can be combinedwith
the effective medium theory [38–40] to calculate the time-dependent conductivity of
the composite without any singularity:

(1 − pa(t))
σ

1
s

m − σ
1
s

DC(t)

σ
1
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m + 1−pc,a
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σ

1
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σ
1
μ

a − σ
1
μ

DC(t)

σ
1
μ

a + 1−pc,a

pc,a
σ

1
μ

DC(t)
= 0, (7)

where σm and σa are the DC conductivities of the polymer matrix and the agglom-
erate pc,a is the percolation concentration of the agglomerates, s (for p< pc,a) andμ
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(for p> pc,a) are the critical exponents and σDC(t) is the conductivity at the agglom-
erate concentration pa(t). The critical exponents μ and s can be assumed to be 2 and
0.73, respectively, which are typical values for 3D filler systems (see [37] and refer-
ences). Alternatively, Fournier et al. [41] proposed an empirical equation to describe
the time-dependent conductivity at a percolation transition. It has been shown that
both equations describe the behavior of MWCNT systems in polycarbonate in a
comparable way [11].

2.2 Particle Orientation

For anisometric particles, the geometric shape of the diffusing particles has to be
included into the description of the Brownian motion of the nanoparticles [42–
48]. For the description of translational and rotational diffusion of the nanoparticles
studied some approximations related to their shape have to be made. Neglecting their
fractal structure, the carbon black agglomerates can be approximated by spheres. For
a sphere, the diffusion coefficient for translation Dtrans and rotation Drot in a viscous
medium are given by [42, 43]:

DSphere
trans = kB T

6πη0RS
, DSphere

rot = kB T

8πη0R3
S

. (8)

RS is the radius of the sphere embedded in a fluid with the zero-shear viscosity η0,
kB the Boltzmann constant, and T the absolute temperature.

For nanotubes (CNT) the shape of a cylinder can be assumed. The translational
and rotational diffusion coefficients of cylinders are [47, 48]

DCylinder
trans = kB T

6πη0

(
3

2p′2

) 1
3 ( L

2

)
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3

) 1
3

(9)

and

DCylinder
rot = kB T

8πη0

(
3

2p′2

)(
L
2

)3 · 9 ln(p + δ)

2p′2

with

p′ = d

L
, δ ≈ −0.662 + 0.917

p′ − 0.05

p′2

and
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γ ′ ≈ 0.312 + 0.565

p′ + 0.100

p′2

L is the length and d the diameter of the cylinder, p′ is the inverse of the aspect ratio.
The shape of a graphite nanoplate (GNP) can be approximated by an oblate

spheroid. The translational and rotational diffusion coefficients [44–46] are given
by

DOblate
trans = kB T

6πη0
(
db2

) 1
3

·
q

2
3 arctan

(√
q2 − 1

)

√
q2 − 1

, (10)

and

DOblate
rot = kB T

8πη0
(
db2

) · 3q2
(
2 − q2

)

2
(
1 − q4

)√
q2 − 1

arctan
(√

q2 − 1 − 1
)
,

in which b is the length of the particle along its axis of symmetry of the oblate
spheroid and d its diameter perpendicular to this axis, which define an axis ratio q
= b/d. The axis of rotation of the oblate spheroid is located within its plane. For
plates, which are approximated by oblate spheroids, b corresponds to the thickness
of the plate and d to its diameter. For an oblate spheroid, q can be considered to be
the inverse aspect ratio.

The translational and rotational diffusion coefficients for spheres, cylinders, and
oblates are given in Table 1 for typical geometrical values of the fillers studied. In
addition, the values for nanotube agglomerates (agglom. CNT) assuming an agglom-
erate radius of 250 nm for the MWCNT studied here, are included in Table 1. For the
zero-shear viscosity of the polycarbonate melt at 230 °C a value of 6409 Pa s was
taken. Based on this, the translational diffusion of nanotubes and to a larger extend
of GNP are expected to be considerably slower compared to that of CB. The transla-
tional diffusion coefficient is expected to determine the rate of network build-up due
to agglomeration in the quiescent melt. Based on the values in Table 2, the build-up
of the filler network between spheres, representing CB aggregates, and cylinders

Table 1 Diffusion coefficients for different geometric shapes at a temperature of 230 °C and a
zero-shear viscosity of 6409 Pa s in polycarbonate calculated from Eqs. (8), (9), and (10)

Particle shape (approximated
filler)

Geometrical parameter Dtrans(m2/s) Drot (s−1)

Sphere (CB aggregates) Rs = 50 nm 1.15 · 10−18 3.45 · 10−4

Sphere (CNT agglomerates) Ra = 250 nm 2.30 · 10−19 2.76 · 10−6

Cylinder (CNT) L = 1μm, d = 10 nm 5.30 · 10−19 4.76 · 10−6

Oblate ellipsoid (GNP) b = 15μm, d = 10 nm 6.02 · 10−21 3.01 · 10−11
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Table 2 Péclet numbers for translational and rotational diffusion in a shear field for shear rates
of 0.01 s−1 and 1 s−1 for nanocomposites with particles of different shape representing CB, CNT
agglomerates, CNT and GNP. The polymer melt (PC) has a viscosity of 6409 Pa s

Shape (approximated filler) Petrans Perot

γ̇ = 0.01 s−1 γ̇ = 1 s−1 γ̇ = 0.01 s−1 γ̇ = 1 s−1

Sphere (CB, Rs = 50 nm) 8.7 · 101 8.7 · 103 2.9 · 101 2.9 · 103
Sphere (agglomerated CNT,
Ra = 250 nm)

1.1 · 104 1.1 · 106 3.6 · 103 3.6 · 105

Cylinder (CNT, L = 1μm) 1.9 · 103 1.9 · 105 2.1 · 103 2.1 · 105
Oblate ellipsoid (GNP,
b = 15μ m)

7.6 · 109 7.6 · 1011 3.3 · 108 3.3 · 1010

for MWCNT differ by a factor of 2. The translational diffusion of oblate ellipsoids,
which are representing GNP, is even more than two orders of magnitude slower than
that of spheres, which approximate the CB aggregates.

The influence of the anisotropy of particles on rotational diffusion is even more
pronounced. The orientation of a cylinder, representing an individual nanotube, is
two orders of magnitude slower, than that of a “spherical” CB agglomerate (see
e.g., [10]). It should be noted that Drot of oblate ellipsoids as a representative for
GNP is by seven orders of magnitude smaller than for the sphere representing the
CB. The difference to randomly distributed or agglomerated nanotubes is still five
or four orders of magnitude, respectively. This suggests a fundamentally different
orientation behavior of GNP than for the other nanofillers and even its agglomerates,
at least for comparable melt viscosities.

The case of the shear-induced orientation of nanoplates in a polymer melt has
been discussed for nanoclay in Ref. [18], and this argumentation can be adapted to
GNP. It is generally accepted that anisometric particles tend to align toward the flow
direction, when the hydrodynamic forces due to shear flow dominate the action of
Brownian forces [49]. A dimensionless Péclet number can express the ratio of the
timescale for Brownian motion to that for convective motion. The corresponding
Péclet numbers for translational and rotational diffusion are

Petrans = γ̇ l2

Dtrans(γ̇ )
, and Perot = γ̇

Drot (γ̇ )
, (11)

in which l is the lateral dimension of the particle in the shear field. For platelets, l is
equivalent to the diameter of the plate b, whereas for nanotubes, l has to be replaced
by the length L of the cylinder (l = L).

The Péclet numbers have been calculated for shear rates of 0.1 and 1 s−1, for
spheres, cylinders, and platelets (see Table 1) using the average dimensions of CB
aggregates, MWCNTs, their agglomerates and GNP, and are given in Table 2.

For translational diffusion, it can be seen in Table 2 that for all types of nanofillers
as well as for CNT agglomerates the hydrodynamic forces in the shear field dominate
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the Brownian ones (Petrans � 1). Interactions between the particles are expected to
further suppress their diffusive motion.

Even at slow flow rate, the Péclet numbers for rotational diffusion are larger than
unity (Perot > 1) for all types of particles. This indicates the dominance of hydro-
dynamic forces compared to the Brownian forces. Interestingly, the Péclet numbers
for rotational diffusion differ not more than about one order of magnitude from those
of translational diffusion for all nanocomposites including the agglomerated CNT.
The Péclet numbers for both translational and rotational diffusion of platelets differ
by five and more orders of magnitude from those of the other nanoparticles. This
suggests that GNP align already at very low shear rates and that rotational diffusion
of shear-oriented GNP in a highly viscous melt is extremely suppressed. Already
at moderate concentrations, the platelets are expected to become trapped by each
other, which allows only minor orientation or translational rearrangements toward
randomization. Consequently, it is difficult (if not impossible) to prepare samples
with randomly oriented GNP by melt processing. The flow rate for squeeze flow due
to pressing is in our case is in the order of γ̇ = 0.1 s−1 (see [22] and below). As we
discuss in more detail later, the resulting orientation angles of GNP with respect to
the flow direction oriented by squeeze flow during pressing are approximated to be
between 13° and 18° for about 10 wt% of GNP in a polycarbonate.

Furthermore, the values in Table 2 support the finding for CNT in Sect. 2.1 that the
competition between agglomeration and de-agglomeration is the dominating mech-
anism and that orientation is of second order at moderate flow conditions. Corre-
spondingly, the electron microscopic image in Fig. 2 shows for compression-molded
plates only agglomerates and no significant orientation of individual nanotubes. The
same is expected for CB in a polymer melt and will also be shown later. As discussed
in [16] the situation is different for melt spinning with take-up velocities of up to
800 m/s and in low viscous liquids or semi-dilute dispersion in which orientation of
the MWCNT along the direction of flow has been found even at low shear stress.
Shear-induced orientation was also found near to the walls in injection molded parts
[16].

3 Experimental

3.1 Materials

For the matrix polymer, polycarbonate (PC) was chosen due to its low DC conduc-
tivity of 2 · 10−9 S/m at 230 °C in the polymer melt. In the glassy state at room
temperature, the DC conductivity of 2 · 10−15 S/m is six orders of magnitude lower
than in the melt, since the charge transport of ions is frozen. Furthermore, poly-
carbonate is suitable for the incorporation of carbon-based fillers by melt mixing
and allows better filler distribution in the polymer by melt mixing compared to
other thermoplastics such as polyolefins (see e.g., [16]). For all composites of this
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Table 3 Types of carbon black (CB) and its characteristics according to the supplier

Type Size of primary particles
(nm)

Specific surface from
BET (m2/g)

Dibutyl phthalate
absorption (ml/100 g)

Printex XE2 30 910 380

Printex L6G 18 250 123

study, Makrolon® 2600 [50] from Bayer MaterialScience (Leverkusen, Germany)
was used. It is a short-chain type with a molecular weight of 3.3 · 104 g/mol, and
a low melt viscosity suitable for injection molding. According to the manufacturer,
the density at room temperature is 1.2 g/cm3. The glass transition temperature T g

was determined by differential scanning calorimetry (DSC) to be 150 °C.
For the multi-walled carbon nanotubes, NC7000™ from Nanocyl S.A. (Sambre-

ville, Belgium) is used [51]. The manufacturer specifies the average diameter (d) and
average length (L) to be 9.5 nm and 1.5 μm, respectively. This corresponds to an
inverse aspect ratio d /L of about 1/150. The specific surface area is given by the
supplier with 250–300 m2/g.

For the carbon black, two different types with different specific surface areas are
used. The notations and some of the characteristic properties are summarized in Table
3. Both CB types are supplied by Orion Engineered Carbons (Germany).

The specific surface area was determined by gas adsorption of nitrogen using the
Brunauer–Emmett andTeller (BET)method.Anothermethod for the characterization
of the CB structure is the oil adsorption of the soot particles. Oil is added to the
particles, usually dibutyl phthalate (DBP), and the amount of oil atwhich the viscosity
becomes maximum under constant shear is determined as given in Table 3. Printex
L6G has a lower primary particle size, surface area, and oil absorption than Printex
XE2.

For the graphite nanoplates, a commercial grade xGnP®-Grade M-15 from XG
Sciences (USA) was used. According to the manufacturer, the particles have an
average diameter of 15 μm and a thickness of around 6–8 nm, which corresponds
to around 20 graphene layers [52]. The type used is thus classified as GNP, even
if named by the producer as graphene nanoplatelets. The specific surface area is
120–150 m2/g (BET measurement).

3.2 Sample Preparation

All composites were produced by melt mixing using a micro-compounder DSM
Xplore 15 (DSMResolve, The Netherlands), representing a co-rotating conical twin-
screw extruder with a filling volume of 15 cm3. A mixing time of 5 min and a mixing
temperature of 280 °C at a rotation speed of 250 rpmwere selected for all composites.
Figure 7 shows exemplarily TEM image of a PC composite with 4 wt% CB (Printex
L6G), 3 wt% MWCNT, and 10 wt% GNP (xGnP-M15).
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Fig. 7 TEM images of PC composites with a 4 wt% CB (Printex L6G), b 3 wt% MWCNT, and c
10 wt% GNP

For all allotropes, the dispersion was satisfactory. For the MWCNT these
processing parameters provided a suitable dispersion with only a slight shortening
of the nanotube length. The compounded strands of ca. 2 mm in diameter were melt
pressed into circular plates using a PW40EH hot press (Paul-Otto Weber GmbH,
Germany). For this, the strands were positioned in a preheated stainless-steel mold
heated to 250 °C and covered with PTFE film as a separating layer. After 2 min
heating the plates were pressed together with a speed of 6 mm/min and a maximum
force of 50 kN. The resulting thickness of the pressed plates was between 500 μm
and 1 mm. For DC conductivity and BDS measurements, samples with a diameter
of 26 mm were punched out of the pressed plates. Gallium–indium–tin (Galinstan,
Geratherm Medical AG) was applied to both sides of the sample to form circular
electrodes of 20 mm diameter.

For the measurements in the rheoelectric setup, the samples were first dried for
90 min at 120 °C under reduced pressure. A dried sample was placed on top of the
lower electrode of the rheometer, which was preheated to 230 °C, and the upper
electrode was moved down in order to touch the surface of the sample. The thermal
expansion of the sample was compensated by moving the sample holders slightly
apart during heating. This procedure was completed after about 2 min before the
recording started. A contact force between 0.08 N and 0.4 N was set, to guarantee
sufficient contact between the electrodes and the composite melt over the course of
the measurement.

3.3 Dielectric and Electric Measurements

The frequency-dependent real part of the conductivity (σ ´) and the real (ε′) and
imaginary part (ε′′) of the complex permittivity (ε∗(ω) = ε′(ω) − iε′′(ω)) were
measured by BDS at standard climate (23 °C and 50 % ± 10 % relative humidity)
at frequencies f between 10–2 Hz and 106 Hz. The angular frequency is ω = 2π f.
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The dielectric function ε∗(ω) and the complex electrical conductivityσ ∗(ω) are
related to each other by

σ ∗(ω) = σ ′(ω) + iσ ′′(ω) = iωε0ε
∗(ω). (12)

For the BDS measurements, a frequency response analyzer SI 1260 (Solartron)
in combination with a broadband dielectric converter (Novocontrol, Germany) was
used. The measurements were carried out on discs prepared from hot-pressed plates
(see above). For some measurements, hot-pressed plates of 22 mm in diameter are
used, with gold electrodes with 20 mm diameter sputtered on both sides of the discs.
The measured data were analyzed by means of the software WinDeta (Novocontrol,
Germany). Alternatively, measurements of the DC conductivity were performed on
the plates at standard climate by means of a Keithley 6517A electrometer (Keithley
Instruments, Solon, Ohio, USA) in combinationwith the resistivity test fixtureModel
8009 (Keithley).

3.4 Rheo-Electric Measurements

For time-resolved rheo-electrical measurements with defined shear flow protocols, a
commercial rheometer (ARES, TA Instruments, USA) was modified to allow simul-
taneousmeasurements of electrical and rheological properties (see e.g., [8, 16]]). The
rheometer motor is controlled by an external NI PXI 8186 data acquisition system
(National Instruments, USA), which also records the resulting torque from a torque
transducer which is attached to the opposite plate.

For a sinusoidal shear deformation, torque and phase difference δ is used to calcu-
late real and imaginary parts of the shear modulus (G∗(ω) = G ′(ω) + iG ′′(ω)). In
order to measure G ′(ω) and G ′′(ω) under steady shear conditions (see applied shear
protocols below), a sinusoidal shear deformation canbe superimposed to a continuous
shear deformation, which results in a modulated shear deformation.

Measurements with continuous shear are an alternative to frequency-dependent
measurements. The transient viscosity is related to the time-dependent shear stress
τ(t) by

ηT(t) = τ(t)

γ̇
. (13)

Here, γ̇ is the constant shear rate. The total shear deformation γ (t) = γ̇ t is
increasing during shearing with time.

For themeasurements of theDCconductivity, different electrode arrangements are
used (Fig. 8): an electrode geometry with two insulated rings (capacitor arrange-
ment), and a geometry where one ring electrode is replaced by an interdigitating
ring structure (see Fig. 9). The ring geometry was chosen in order to obtain a nearly
constant shear rate in the examined volume.
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Fig. 8 Experimental setup for combined measurements of the dynamic shear modulus and DC
conductivity (schematically) using ring electrodes for measurement at a defined shear rate. For
measurement of the DC conductivity in the shear plane and perpendicular to the shear direction,
the ring electrode can be replaced by a ring electrode with interdigitating electrodes (see Fig. 9)

Fig. 9 Electrode arrangement for measurement of direction-dependent DC conductivity using a
plate–ring geometry with interdigitating electrodes (left). Simulation of the electrical potential
between the strips of the interdigitating electrodes (green) and between the interdigitating ring
electrode and the opposite ring electrode (blue)

Replacing the Keithley 6514 electrometer by the frequency response analyzer
SI 1260 in combination with a broadband dielectric converter (see above), rheo-
BDS measurements were possible too. The geometrical factors needed to convert
the measured impedances into specific conductivity and permittivity values were
determined by FEM simulations.
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3.5 Rheological Protocols

Rheo-electrical experiments combining measurements of DC conductivity and rheo-
logical properties under well-defined shear conditions can provide a deeper under-
standing of the underlying physicalmechanisms of the conductive network formation
and destruction as well as structural recovery in the quiescent melt.

Since the DC conductivity changes in the vicinity of an insulator-to-conductor
transition (or electrical percolation) by orders of magnitude, those measurements
provide an extremely sensitive tool to study small changes in the arrangement of
conductive filler particles within a conductive filler network. The conductive filler
particles can be considered as highly sensitive “probes” for the influence of shear
flow on composite melts. By time-resolved detection of DC conductivity and/or
dielectric permittivity, the kinetics of network formation, rearrangements and struc-
tural recovery can be studied in a broad time and temperature interval. Further-
more, the rheometer setup allows complex flow protocols. To our knowledge, rheo-
electric experiment (also called rheo-impedance measurements) were for the first
time applied to polymer–carbon nanotube composites in [6–8]. The setup used for
this study is described in more detail in [16].

To obtain further insight into the effect of a weak shear flow on formation, destruc-
tion, and recovery of the arrangement of the different filler types, the same test
protocol was applied to all composites at 230 °C in order to enable a comparison
between the different materials. This temperature is well above the glass transition
temperature of polycarbonate. Although after melt mixing a slight reduction of the
molar mass could be observed, the changes of the molar mass during heat treatment
of the neat PC and the compounds during 4 h at 230 °C in the rheometer are with
about 4 % less than the experimental error of the gel permeation chromatography
(GPC) [22].

The DC conductivity of the materials was determined within the rheometer setup
in plate–plate geometry under nitrogen using different electrode geometries such as
ring or interdigitating electrode geometries (for details see below). A rheological
protocol assembled of three steps was applied to all composites. This protocol was
originally developed for nanotube composites [8, 10, 14]. Figures 10a and b show the
three step protocol togetherwith the shear rate (input variable) aswell as themeasured
DC conductivity and viscosity exemplarily for a polycarbonate composite containing
3 wt% carbon black at 230 °C. Instead of the DC conductivity, the AC conductivity
and the complex permittivity can be measured by replacing the electrometer by an
impedance analyzer.

In the first step (annealing) of the protocol, the sample is annealed at 230 °C
for 1 h without shear in order to allow the network structure, which is influenced
by the previous processing and sample preparation such as melt mixing and hot
pressing, to equilibrate. The structure of thefiller network resulting fromsuch thermo-
rheological history is usually not well defined and the annealing step should allow
the network structure to clear or “erase” the process history at least partially. In the
second step (steady shear), the sample is sheared with a shear rate of 1 s−1 for 120 s.
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Fig. 10 a Three-step rheological protocol for rheo-electric measurements composed of an
annealing step (step 1), a steady shear step (step 2) and a recovery step (step 3) for 3 wt% carbon
black XE2 in PC at 230 °C. b Measurement the of DC conductivity and viscosity during steady
shear (enlargement of step 2)

The DC conductivity and the transient viscosity are measured simultaneously. For
the measurement of G ′ and G ′′, an oscillation can be superimposed to the steady
shear deformation (see above). Step 2 is shown enlarged in Fig. 10b for all three
quantities. It is assumed that by steps 1 and 2, a defined thermo-rheological pre-
history can be “imprinted” to the composites by the defined shear and the previous
thermal annealing. It is expected that, for a sufficient time of steady shear, a dynamic
equilibrium structure of the filler network (e.g., by the interplay of destruction and
agglomeration), which is represented by a constant conductivity and viscosity, can
be achieved. The structure of the filler network generated by this procedure serves as
a starting point for the third step (recovery), which is analogous to the first process
step but with a better defined initial state. The sample is again held for 1 hour without
shear at 230 °C and the DC conductivity is measured. Sometimes an oscillation with
a very low shear amplitude is applied to monitor the changes of the complex shear
modulus in parallel.

For measurements of the anisotropic DC conductivity of the GNP composites
with interdigitating electrodes, the times of the steps were extended. The network
formation process was prolonged to 2 h and the recovery time up to 14 h.

4 Results and Discussion

4.1 Broadband Dielectric Spectroscopy of Solid Composites

For sample characterization, in this paragraph, the dielectric properties of all carbon
allotrope composites studied are summarized. The matrix polymer for all compos-
ites was polycarbonate. The BDS measurements were performed at 23 °C on
compression-molded plates of 2 mm thickness as described above. The dielectric
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relaxation spectrum for the neat PC can be found in reference [22]. In the compos-
ites, the contribution of the PC to the dielectric relaxation spectrum is masked by the
contribution from the conductive filler network and can be neglected for higher filler
concentrations. It has to be noted that the dielectric spectra represent the structure of
the filler network for the actual preparation conditions (melt mixing, squeeze flow
during pressing and vitrification).

4.1.1 Carbon Black Composites

Figure 11 shows the real part ε′( f ) and imaginary part ε′′( f )of the complex dielectric
permittivity and the real partσ ′( f ) of the complex electrical conductivity for different
concentrations of carbon black type XE2 (a) and type L6G (b). The conductivity
spectra σ ′( f ) are typical for conductive fillers in a non-conducting matrix below and
above the insulator–conductor transition. The appearance of a low-frequency plateau
in the real part of the electrical conductivity at carbon black concentrations of 4.5
wt% XE2 and at about 9 wt% L6G is related to the increase in the DC conductivity
(σDC = σ ′( f → 0). The increase in σDC by orders of magnitude represents an
insulator–conductor transition, which is related to a percolation threshold, for which
pc is the critical filler content of the threshold.

Fig. 11 Real part σ ′ of the complex electrical conductivity (above) and real ε′ and imaginary part
ε′′ of the complex dielectric permittivity (below) as a function of the frequency for different filler
concentrations (in wt%) of carbon black type XE2 (a) and type L6G (b) at 23 °C in PC
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The percolation transition shown in σDC is coupled to an increase of the low-
frequency contribution of the real part of the permittivity ε′( f → 0), which is
discussed in more detail later in connection with Fig. 15. Above the percola-
tion threshold pc, the real part of the permittivity ε′( f ) decreases with increasing
frequency as expected for charge carrier diffusion in fractal structures or RC
networks. The curves for ε′′( f ) represent the same dataset as the frequency-
dependent conductivity, with σ ′(ω) = ωε0ε

′ ′
and ω = 2π f . This leads to the same

interpretation. Thus, the low-frequency plateau in the conductivity “translates” to a
power law ε′′( f < fc) ∼ f −1.

For concentrations above pc, the frequency dependence of the electrical conduc-
tivity changes from the plateau value at low frequencies σ ′( f < fc) = const.) to a
power law dependency at higher frequencies: σ ′( f > fc) ∼ f b,with b ≈ 1. This
change in the frequency dependency can be characterized by a crossover frequency
fc = ωc/2π . The values of fc can be extracted from fitting of the σ ′( f ) data (see
[22]).

This type of frequency dependence of σ ′( f ), with a cossover from a DC conduc-
tivity plateau to a power law behavior, is characteristic for ion conductivity in glass-
forming liquids and canbe related to the dynamic heterogeneity in those systems.This
behavior can be explained by a spatially randomly varying (frequency-independent)
conductivity [53]. In a discretized model, it can be described by an equivalent circuit
(representing a simple cubic lattice) of resistors and capacitors (see [53]). Restricted
or frustrated charge carrier hopping leads to similar results.

One may assume that, for conductive fillers embedded in an almost non-
conducting polymer matrix, the crossover frequency fc represents a transition from
charge carrier transport on length scales larger than the correlation length of the
conductive sites or clusters for f < fc to anomalous charge carrier diffusion at short
length scales within a fractal filler network for f > fc. Possibly, there is an analogy to
the spatially varying electrical conductivity in glass-formers (see [53]). In composites
with conductive fillers, the frequency dependence of the complex conductivity can be
explained as well by charge carriers accumulated at the boundaries between conduc-
tive (here: carbon allotropes) and less conducting regions (here formed by polymer
chains). Microcapacitors due to a polymer interlayer in the nanometer scale between
the filler particles are discussed, e.g., for CB reinforced elastomers. However, the
description of the frequency dependence of the complex conductivity and permit-
tivity for conductive filler clusters in a polymer matrix is still under debate. In addi-
tion to classical assumptions, such as fractal resistor–capacitor arrays, tunneling
conductivity have to be considerd.

In order to get an estimate for the DC conductivity
(
σDC ≈ σ ′(ω → 0)

)
, the

conductivity spectra for the composites are fitted for p > pc by an equation proposed
by Jonscher [54], which is an extension of the Barton–Nakajima–Namikawa (BNN)
equation [55–57]:

σ ′(ω) = σ ′(0) + Aωb. (14)
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The results of the fits (not shown) to σ ′( f ), with f = ω/2π , for all allotropes are
summarized in Fig. 14 and will be discussed later.

4.1.2 Carbon Nanotube Composites

In Fig. 12, the real part of the electrical conductivity as well as the real and imaginary
parts of the complex permittivity are plotted as a function of frequency for different
concentrations of MWCNT in PC below and above the percolation threshold.

The frequency-dependent dielectric behavior (σ ′, ε′ and ε′′) for the PC-MWCNT
composites is similar to that of the CB composites in Fig. 11, with the typical
features of a percolation threshold between 0.5 and 1 wt%. Below this transition
(curves for 0.25 and 0.5 wt%), a typical behavior for non-conductive compos-
ites is indicated. The real and imaginary parts of the dielectric permittivity below
the threshold are small and mainly due to the dielectric relaxations of the poly-
carbonate (see [22]). As in the case of the CB composites, with increasing filler
concentration, a low-frequency plateau appears in the σ ′(ω) curves. For concentra-
tions above the percolation threshold, the typical crossover from the low-frequency

Fig. 12 Real part σ ′ of the
complex electrical
conductivity (above) and real
ε′ and imaginary parts ε′′ of
the complex dielectric
permittivity (below) as a
function of frequency for
different concentrations
(wt%) of MWCNT at 23 °C
in PC
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conductivity plateau (σ ′(ω < ωc) = const.) to a power law (σ ′(ω > ωc) ∼
ωb) above a crossover frequency ωc is obvious. As expected, for charge carrier diffu-
sion in fractal clusters, the value of ωc shifts toward higher values with increasing
nanotube concentration. To estimate a value for the DC conductivity, the σ ′(ω) for
p > pc are fitted by Eq. (14) and compared in Fig. 14 to those for the CB composites.

The increase of the low-frequency values of ε´ with concentration up to values of
103 can be again explained by the emerging clusters formed by the filler particles (see
discussion on Fig. 15) and has been observed before for similarMWCNT composites
in PC [37].

4.1.3 Composites Containing Graphite Nanoplates

Figure 13 shows the real part of the complex electrical conductivity together with
real and imaginary parts of the dielectric permittivity as a function of frequency for
different concentrations of GNP in PC. The conductivity spectra σ ′(ω) are similar to
those of CB and MWCNT. A conductivity plateau appears at concentrations above
10 wt% with a value of only 1.4 · 10−6 S/m at 20 wt%.

Compared toMWCNTcomposites, the percolation threshold of theGNP compos-
ites, which is indicated by the appearance of the low-frequency conductivity plateau,

Fig. 13 Real part σ ′ of the
complex electrical
conductivity (above) and real
ε′ and imaginary parts ε′′ of
the complex dielectric
permittivity (below) as a
function of the frequency for
different concentrations
(wt%) of GNP at 23 °C in PC
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Fig. 14 Comparison of the extrapolated DC conductivity ((σDC = σ ′( f → 0)) as a function of
filler content (in wt%) between two types of CB (XE2 and L6G) and MWCNT (a) as well as GNP
(b) at 23 °C in PC. The dashed lines are fits using a power law Eq. (3) for concentrations above the
percolation threshold

Fig. 15 Comparison of the real part of the dielectric permittivity at f = 104 Hz as a function of
filler content between CB (XE2), MWCNT and GNP composites at 23 °C in PC. The dashed lines
are fits with Eq. (6) for concentrations below the percolation threshold

occurs at considerably higher concentrations, and is only weakly pronounced. This
is remarkable, since both, GNP and MWCNT, have a similar ratio between lateral
size and thickness (or diameter), and therefore, a low percolation concentration was
expected for both. The σ ′(ω) curves for p > pc are also fitted by Eq. (14) and
summarized in Fig. 14. The low-frequency values of the permittivity are discussed
along with the corresponding values for CB andMWCNT composites in conjunction
with Fig. 15.
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4.1.4 Comparison of Composites with Different Carbon Allotropes

Figure 14 compares the low-frequency conductivitiesσ ′(ω → 0)of both types ofCB,
MWCNT (a) and GNP composites (b), which is a measure for the DC conductivity
(σ ′(0) ≈ σDC ). The low-frequency conductivity values are estimated by fitting the
σ ′(ω) curves for all composites by Eq. (14). The large standard deviations, indicated
by the error bars, aremost probably due to differences in the processing or preparation
conditions. For instance, the filler dispersion and their agglomeration depend strongly
on the melt viscosity, which varies not only with the filler type but also depends
considerably on the filler content itself.

The dashed lines represent fits [22] with Eq. (5) for p > pc to determinepc. For pc

values of (0.7 ± 0.2) wt%, (4.9 ± 0.5) wt%, and (8.6 wt% ± 0.5) wt% for MWCNT,
CB type XE2, and CB type L6G, respectively, were evaluated. The corresponding
values in volume content are 0.46, 3.3, and 5.6 vol%. As expected, the values for the
MWCNT composites are considerably lower than for both CB types. However, for
percolation of cylinders with the aspect ratio of the MWCNT, an order of magnitude
lower values for pc were expected [16]).

The lower value of pc for the CB type XE2 compared to L6G can be explained
by the higher structuration of the CB aggregates, with more primary particles per
aggregate. The higher fractality of XE2 results in a lower percolation concentration.
For a more detailed interpretation of the influence of the CB structure on the DC
properties and parameters such as porosity or fractality, see [22] and references
therein. The fit value of pc for the GNP composites (Fig. 14b) was found to be (8.7
± 1) wt%, which is equivalent to 4.9 vol%. Taking into account the similar ratio of
lateral size to diameter or plate thickness for MWCNT and GNP, respectively, the
value for the GNP is surprisingly higher than that forMWCNT. For other GNP types,
Kim et al. [24] and Via et al. [58] reported values of 1.3 and 4.6 vol%, respectively.
The reasons are not clear andmay lie in the different GNP types or preparation routes
such as granular coating [58]. The possibility of different orientations of the GNP in
the shear flow is discussed later.

In Fig. 15, the real part of the dielectric permittivity at a frequency of 104 Hz,
assumed to represent ε′(ω → 0), are plotted as a function of filler content for CB
(XE2), MWCNT, and GNP composites at 23 °C in PC. The dashed lines are fits with
Eq. (6) for concentrations below the percolation threshold, which yield pc values of
0.7, 5, and 8.7 wt% for MWCNT, CB (XE2), and GNP, respectively. For details of
the fitting, see [22].

An increase of ε′( f → 0)with filler content is visible for all allotropes studied. It
can be explained by the emerging clusters formed by the fillers and has been observed
before for MWCNT composites [37]. One possible explanation is the time-delay
(represented by a waiting time distribution) of charge carriers diffusing in fractal
clusters, which are probing the size of the cluster. Alternatively, the capacitance in
resistor–capacitor networks may explain this increase.

A decrease of ε′( f → 0) above the percolation threshold, as proposed by Eq. (6),
could not be found for any of the composites. However, the origin of the remaining
high values above the percolation threshold are not yet understood. It is assumed that
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permanent microcapacitors are formed by polymer chains that are trapped between
the filler particles [37]. Such microcapacitors are expected to be similar to the so-
called bound rubber in CB–rubber composites.

Although the general features for an insulator to conductor transition and themain
assumption of the percolation theory are fulfilled for the frequency dependence of the
complex conductivity and DC conductivity as well as for the permittivity (at least for
p < pc) for all three types of carbon allotropes, there are large deviations from the
theoretical predictions. Based on our previous findings related to the strong influence
of shear or elongational flow or the processing conditions during melt mixing (see
e.g., [16]), deviations between the composites and even between samples within one
series are therefore not surprising.

4.2 Rheo-Electric Experiments

This paragraph summarizes the rheo-electric experiments using the three-step shear
flow protocol described in Fig. 8 on CB, MWCNT, and GNP composites in the PC
melt at 230 °C. The three steps are the annealing step for 1 hour without shear, the
steady shear step, with a shear rate of 1 s−1 for 120 s, and finally, the recovery step
in the quiescent melt. For measurements of the anisotropic DC conductivity of the
GNP composites, the protocol was partially modified. We focus on investigations
during steady shear and the following structural recovery, since the structure of the
filler network during annealing reflect the processing prehistory and is therefore not
well defined.

4.2.1 Carbon Black Composites

Figure 16a shows the time dependence of theDC conductivity for CB (XE2) compos-
ites with different filler contents during steady shear. At the end of the annealing
procedure, only samples with a CB concentration above 2 wt% show conductivity
values which are significantly above those of the polymer matrix. The DC conduc-
tivity drops for all samples after the onset of shear deformation. After about 30 s,
steady-state values are achieved. For sampleswith 3 and3.5wt%CB, the conductivity
drops to values close to the conductivity of the neat melt. Both concentrations are
below the percolation threshold as found in the BDS experiments on solid samples.
It is therefore assumed that the CB agglomerates are almost destroyed by the applied
shear and the shear-dispersed and -isolated CB aggregates do not build structures
with significant conductivity. For CB concentrations above 4 wt%, the steady-state
values of the conductivity plateau are significantly above the conductivity of the
PC melt and rise with the filler concentration. This indicates a dynamic equilibrium
between destruction and build-up (dynamic clustering) under steady shear conditions
as discussed on Fig. 5 and in [14].
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Fig. 16 Time dependence of
the DC conductivity a and
the viscosity b of composites
with different concentrations
(wt%) of the carbon black
XE2 at 230 °C during shear
deformation with a shear rate
of 1 s-1 for 120 s.

Figure 16b shows the transient viscosity of the CB composites as a function
of the filler concentration during the shear deformation. As for CNT composites
in [14], at about 2 s, which is equivalent to a shear deformation of about 2 rad, a
maximumviscosity can be recognized for all concentrations and an equilibriumvalue
is obvious for longer shear deformations, which depends on the filler concentration.
At a concentration of 5 wt%, the viscosity plateau rises to a value of 10.2 kPa
s, which can be related to a rheological percolation. The rheological percolation
behavior has been found to differ from the DC one [16], which is indicated by the
linear concentration dependence of the rheological properties compared to changes
of DC conductivity by orders of magnitude in a logarithmic scale. The rheological
percolation threshold is further expected at somewhat higher concentrations than
the electrical one [59]. The findings for CB type L6G [22] (not shown here) for the
time-dependent conductivity and viscosity are similar to those for XE2. Differences
are due to the higher percolation concentration of 9.3 wt% of L6G due to the lower
fractality of its CB aggregates.

Figure 17 shows the recovery of the conductivity for different filler contents of
XE2 (a) and L6G (b) in the quiescent melt at 230 °C after the end of shearing.
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Fig. 17 Time dependence of
the DC conductivity of PC
composites with different
concentrations (wt%) of CB
XE2 a and L6G b in the
quiescent melt at 230 °C
after shearing for 120 s with
a shear rate of 1 s–1

After about 3000 s of recovery the conductivity reaches constant values. As for
the steady-state values during shear, these values are also dependent on the filler
concentration. Thus, quite different “percolation thresholds” exist for composites
containing the same type of filler in dependence on the thermo-rheological history.
Thus, the percolation concentrations are different for (i) compression-molded plates
in the solid state, (ii) sheared molten composites in the dynamic equilibrium and (iii)
structurally recovered melt composites as the three limiting cases of this study.

Interestingly, for the sample with 2 wt% CB XE2 the conductivity increases after
a time delay. A similar delay was found for CB composites at concentrations close
to the critical concentration with a CB of low fractality in [22]. The agglomeration
model provides a possible explanation for the delay time. If the filler content is below
a critical filler concentration, the agglomeration process is expected to lead first to the
formation of agglomerates, which are electrically insulated from each other. The DC
conductivity increases only slightly below the percolation concentration (see Eq. (6)
with a small exponent s ≈ 0.73). When after a certain time the critical agglomeration
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concentration has been reached, i.e., the agglomerates are grown and start to touch
each other, the DC conductivity increases significantly with time.

4.2.2 Carbon Nanotube Composites

In Fig. 18 the DC conductivity (a) and viscosity (b) for MWCNT composites are
plotted versus time during steady shear of 1 s−1 at 230 °C. Before this, the samples
were annealed for 1 h at the same temperature.

After the onset of the shear deformation, the DC conductivity drops by up to five
orders of magnitude within about 10 s, which can be explained by destruction of
electrically conductive paths by the shear deformation. For concentrations below 1
wt% the conductivity decreases to the level of conductivity of the polymer matrix.
For filler concentrations above 1 wt% the shear-induced agglomeration is sufficient
to maintain an electrically conductive network. The relative conductivity decrease is
stronger near the percolation threshold, since in this concentration region the build-
up or destruction of a small number of electrical contacts cause large changes of the

Fig. 18 Time dependence of
DC conductivity a and
viscosity b of PC-MWCNT
composites of different
concentrations (wt%) at
230 °C during shear
deformation with a shear rate
of 1 s−1
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conductivity. For filler concentrations above 3 wt% only a moderate conductivity
decrease can be observed.

After about 30 s of shearing, equilibrium values for the DC conductivity (Fig. 18a)
as well as the viscosity (Fig. 18b) are established at all MWCNT concentrations. The
equilibrium values for both quantities depend on the filler concentration as already
shown in Fig. 6. As for the CB composites, the steady-state values of the conductivity
and viscosity are attributed to an equilibrium between the build-up and destruction
of agglomerates [14, 16]. As also discussed before (see above for CB and [16] for
CNT), the changes of rheological properties and of charge carrier transport couple
differently to the structure of the filler network [16]. The increase in viscosity, with
a maximum at 2 s for all filler concentrations, equivalent to a shear deformation of
2 rad, can be attributed to elongated chains (like “strain hardening”) followed by a
destruction of the filler network. Since the unfilled PC melt does not show such a
maximum [14], the latter seems reasonable.

The recovery of the conductivity in the quiescent melt at 230 °C after shearing
is shown in Fig. 19 for the MWCNT composites. The steady shear step of the flow
protocol provides an almost defined initial state for the recovery experiments. As
expected, the conductivity increases for samples above the percolation concentra-
tionwith time, due to the dominance of filler agglomeration. For a filler concentration

Fig. 19 Time dependence of DC conductivity of PC composites with different MWCNT concen-
trations (wt%) in the quiescent melt at 230 °C after shearing for 120 s with a shear rate of
1 s−1
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of 0.5 wt% the agglomeration process is somewhat stretched. As for CB compos-
ites, this can be explained by agglomerates, which are initially separated before a
critical agglomeration concentration is reached after some time. For modeling of the
conductivity with the agglomeration model in Sect. 2.1 see Ref. [22].

4.2.3 Composites Containing Graphite Nanoplates

For measurements on GNP composites the thermo-rheological protocol was
prolonged since annealing and recovery in the melt were found to be significantly
slower compared to CB and MWCNT composites. Figure 20 compares isothermal
annealing of the pressed plates and the recovery after the steady shear step for a GNP
composite with 10 wt% in the quiescent melt at 230 °C. The general features are
similar to annealing and recovery of CB and MWCNT composites. However, the
shape and time dependence of the conductivity curves differ significantly compared
to those of the composites with CB and MWCNT.

Whereas the DC conductivity initially increases by about four orders of magni-
tude within about 2000 s, followed by a slow increase with less than one order of
magnitude per hour, the recovery step after steady shear shows only a slow increase
of the conductivity. The slope of this increase during the recovery is similar to that
for the annealing at longer times. In the time of the experiment, no constant values
are reached in both steps. The two different regimes in the annealing step are possibly

Fig. 20 Time dependence of the DC conductivity of a composite with 10 wt% GNP during
annealing (dotted line) and recovery after steady shear (solid line) in the quiescent melt at 230 °C
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related to different mechanisms. From the translational and rotational diffusion coef-
ficients of oblate ellipsoidal in Table 2 it is expected that the rotational diffusion
of GNP is considerably faster than the translational motion. Such initial increase
during annealing is rather related to hindered rotation orientation diffusion of plates.
However, due to the extremely low values of the rotation diffusion coefficient only
very small rotation angles are expected in the time scale of the experiment. The low
DC conductivity values and the high percolation concentrations in BDS measure-
ments (perpendicular to the shear plane of compressionmolding) togetherwith small-
angle X-ray scattering results parallel and perpendicular to the main extension of the
pressed plates, indicate that the GNP are already highly oriented as the result of the
compression molding (for details see below and [22]). In addition, the limitations for
orientation due to sterically hindrance at higher GNP contents has to be taken into
consideration. Therefore, no considerable orientation randomization is expected to
occur in a viscous polymer melt within the time scale of our experiments.

To check these assumptions, anisotropic rheo-electric conductivity measurements
were performed using interdigitating electrodes as described in the experimental
section. Thesemeasurements, togetherwith FEMcalculations of the electrical field of
the electrode geometry, allow determining the DC conductivity parallel and perpen-
dicular to the shear plane. The shear directions during the compression molding and
the steady shear step are (almost) the same. The conductivity measurements perpen-
dicular to the shear plane probe almost the same direction as used in the BDS and the
rheo-electric measurements in plate–plate or plate–ring geometry described before.

Figure 21 shows exemplarily the measurements of the anisotropic conductivity
during steady shear (step 2) and recovery after shear (step 3) for a composite
containing 10 wt% GNP. In step 2 (Fig. 21a) the DC conductivity differs between
parallel and perpendicular direction by two orders of magnitude. This difference is
already evident when the shear deformation starts and results from the orientation of
the graphite plates by the squeeze flow during compressionmolding. This orientation
could not be “erased” by the isothermal annealing for two hours. Interestingly, the
decrease in conductivity under shear in Fig. 21b occur within seconds. This indicates
that already small changes in the positions of the plates by the shear flow distinctly

Fig. 21 Time dependence of the DC conductivity parallel and perpendicular to the direction of the
shear flow (shear plane) of a PC composite with 10 wt% GNP during steady shear a and recovery
in the quiescent melt after shear b at 230 °C
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destroy the conductive paths. However, it is difficult to decide, whether orientation
or translation of the plates with respect to each other is the dominant mechanism
for the destruction of the conductive paths. The higher translational Péclet number
Petrans (relation between hydrodynamic transport due to shear flow and translational
diffusion of the center of mass) compared to Perot for oblate ellipsoids, representing
the GNP (see Table 2), seems to prefer the destruction of conductive paths by trans-
lational motion. Dtrans and Drot of the GNP are orders of magnitude smaller than
for spheres or cylinders, representing CB aggregates and agglomerates, nanotube
agglomerates or isolated MWCNT (see Table 1) This explains the extremely slow
recovery of the conductivity of the composite with GNP after steady shear for both
directions.

Similar to Fig. 20 the time dependence of theDC conductivity parallel and perpen-
dicular to the shear plane is shown in Fig. 22 for a PC composite with 10 wt% GNP
during the annealing step (dotted lines) and the recovery step (solid lines) in a double
logarithmic scale. As shown in Fig. 21, the DC conductivity within the shear plane
(noted as parallel) is about one order of magnitude higher than perpendicular to
it. This supports the assumption of highly oriented GNP due to the compression
molding step and that for long times of annealing or structural recovery no uniform
orientation distribution can be achieved.

In the following, we try to get an estimate for the degree of GNP orientation by
the compression molding step. For details, see Ref. [22]. Based on Abbasi et al. [60],
the shear rate for compression molding assuming Newtonian flow can be estimated
by:

Fig. 22 Comparison of the time dependence of the DC conductivity parallel and perpendicular to
the direction of the shear flow (shear plane) of a PC composite with 10 wt% GNP during annealing
(dashed lines) and recovery (solid lines) in the quiescent melt after shear at 230 °C
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γ̇ = 3v

H 3

√

4z2(z − H)2 + r2

2
(2z − H)2 (15)

in which r is the radius of the pressed plate, H the sample height before pressing,
v the pressing speed and z the sample thickness after pressing. With a radius of the
extruded strands of r = 2 mm, which are assembled between the plates of the press,
H = 1.5 mm, z = 1 mm and v = 0.6 mm/s, a shear rate of γ̇ = 0.1 s−1 can be
estimated. In a paper by Reddy et al. [61] from combined rheo-optical experiments,
a power law relation between the average angle of orientation 
 with respect to the
flow direction and the Péclet number for GNP in a low viscous matrix is given:


 = Pe−0.05
R · 45◦. (16)

Amean angle
 of 0° corresponds to the full alignment of theGNP in the direction
of the shear field. Using the rotational diffusion coefficients of oblate ellipsoids given
in Table 1, for a GNP with a diameter of 15 μm and shear rates of γ̇ = 0.1 s−1 and
1 s−1, orientation angles 
 of 15° and 13°, respectively, are calculated. Based on the
excluded volume of the plates and a percolation concentration of 4.9 vol% for the
GNP [22], a value of 
 between 15 and 17.5° can be estimated. This result, together
with 2D small-angle X-ray scattering results on the pressed samples within the shear
plane are shown in [22], is strongly supporting the assumption that the GNPs are
oriented by squeeze flow.

4.2.4 Modeling of Agglomeration of Different Carbon Allotropes

Figure 23 shows a comparison of the time dependence of the DC conductivity
(measured with the ring geometry perpendicular to the shear plane) of compos-
ites with MWCNT (1 wt%), CB XE2 (3 wt%) and GNP (10 wt%) during the steady

Fig. 23 Comparison of the time dependence of the DC conductivity for PC composites containing
MWCNT (1 wt%), CB XE2 (3 wt%), and GNP 10 wt% during steady shear conditions (step 2 of
the protocol) a and in the recovery step b in the quiescent melt after shearing (step 3) at 230 °C
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Table 4 Parameters for the agglomeration model for the different carbon allotropes during
recovery. The parameters for GNP represent the conductivity measured perpendicular to the shear
flow

pa,∞ pc,a pa,0 σM (S/m) σa(S/m) k0(s−1) μ s

MWCNT
(1 wt%)

0.3 0.2 0.201 2 · 10−10 2.31 6.2 · 10−3 2 0.73

CB XE2
(3 wt%)

0.3 0.2 0.199 4 · 10−10 1.6 1.2 · 10−3 2 0.73

GNP
(10 wt%)

0.3 0.2 0.190 2 · 10−11 5.1 · 10−4 2.4 · 10−4 2 0.73

Table 5 Parameters for agglomeration under steady shear for different carbon allotropes during
steady shear. For theGNPcomposite the parameters are for the conductivitymeasured perpendicular
to the shear flow

pA,∞ pA,c pA,0 σM (S/m) σA(S/m) k1(s−1) k2 (s−1)

MWCNT
(1 wt%)

0.3 0.2 0.3 2 · 10−10 2.31 0.59 0.29

CB XE2
(3 wt%)

0.3 0.2 0.3 4 · 10−10 1.6 1.43 0.73

GNP
(10 wt%)

0.3 0.2 0,218 2·10−11 5.1·10−4 0.39 0.18

shear deformation (step 2) and the recovery step (step 3). The different filler concen-
trations were chosen to represent similar distances to the percolation concentration
of the respective carbon allotropes. The time dependence of the conductivity can be
modeled using the agglomeration approach described in Sect. 2.1 for both steps of
the rheological protocol. The parameters for modeling the agglomeration without
and under steady shear are summarized in Tables 4 and 5, respectively. From TEM
images of agglomerated MWCNT composites [10], for pa,∞ a value of 0.3 is taken
for long recovery times. The percolation concentration of the agglomerates was
set to pa,c = 0.2, which corresponds to the percolation concentration of randomly
distributed spheres [62]. The coefficient for agglomerate build-up rate k0, the intrinsic
agglomerate conductivity σa and the initial agglomerate concentration pa,0 are the
remaining fit parameters. For a detailed description of the modeling and a discussion
of the limitations of the model see [22].

As shown in Fig. 4, the model provides a reasonable description of the time
development of the conductivity in the quiescent melt (recovery step) and under
steady shear conditions for all three composites. During shear, shear-induced build-
up and agglomerate destruction, which are two opposing processes, determine the
concentration of agglomerates. On the one hand, the shear flow brings particles
together, so that they can agglomerate by attractive interaction between them. The
agglomeration under shear is described by the rate constant k1. On the other hand,
shear deformation leads to a destruction of already existing agglomerates, which is
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Fig. 24 Comparison of the time dependence of the DC conductivity parallel and perpendicular
to the shear plane for PC composites containing GNP (10 wt%), during initial annealing (a) and
recovery after steady shear in the quiescent melt (b). The dotted lines are fits with the agglomeration
approach described in Sect. 2.1. The insets represent double logarithmic plots for the same data sets

modeled by the kinetic constant k2 for agglomerate destruction. The agglomeration in
the quiescentmelt is described in themodel by k0. The interplay between build-up and
destruction of agglomerates under continuous shear conditions leads to a transient
network structure, which is reflected by a constant value of the DC conductivity
at the given shear conditions and filler content. Since the shape, content and state
of agglomeration and/or orientation are expected to be quite different for the three
composites, a detailed interpretation of the parameters is not provided.

Finally, the conductivity parallel and perpendicular to the shear plane is modeled
by using two parameter sets. Figure 24 shows the fits for both directions of the
anisotropic DC conductivity measurements of a GNP composite containing 10 wt%
GNP during isothermal annealing (step1) and recovery (step 3), both in the quiescent
melt at 230 °C.

The data are the same as shown in Fig. 22 and the fit parameters are given in Table
6. All other parameters are the same as in Table 4.

The fits with the agglomeration model to the parallel and perpendicular compo-
nents of the anisotropic conductivity during annealing (Fig. 24a) lead to different
kinetic coefficients for both directions. Fitting of the conductivity of the recovery
after shear deformation (Fig. 24b) results in lower coefficients k0 compared to the
annealing (step 1) for both directions. This leads to the assumption that the shear
deformation in step 2 (see Fig. 21, not fitted) leads to a changed arrangement of the

Table 6 Rate constant k0 for agglomerate build-up and the intrinsicDC conductivity of the agglom-
erates σa of a PC composite with 10 wt% GNP at different measurement directions in comparison
between build-up and recovery

Direction Annealing Recovery

Perpendicular Parallel Perpendicular Parallel

k0(s−1) 2.5 · 10−4 4.0 · 10−4 2.3 · 10−5 1.0 · 10−5

σa(S/m) 5.1 · 10−4 9.0 · 10−4 3 · 10−4 3.1 · 10−3
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GNP even by weak shear. However, this arrangement does not recover within the
time interval of our measurements.

It is important to point out that the agglomerationmodel inSect. 2.1 has beendevel-
oped for isotropically distributed, spherical particles and/or agglomerates. An exten-
sion to anisometric, highly orientedfillers goes far beyond these assumptions.Despite
the relative good correspondence between measured data and modeled curves, the
application of the agglomeration model to pre-oriented GNP is at best a very first
attempt.

5 Concluding Remarks

In this study, electrical and dielectric properties of polycarbonate based compos-
ites containing carbon allotropes of different shapes and dimensions were measured
on compression-molded plates at room temperature and in the melt. For all types
of filler, the frequency-dependent complex conductivity and permittivity in solid
samples show the typical features of a percolation phenomenon formed by conduc-
tive particles or clusters (agglomerates). The concentration values of the insulator
to conductor transition could be related to shape, fractality, or aspect ratio of the
particles. However, for carbon black and carbon nanotubes (here MWCNT) an
agglomeration to clusters has to be assumed to explain the experimental findings.
Despite the high aspect ratio of nanotubes, the percolation concentration was found
to be higher than expected for this ratio and no significant anisotropy of the conduc-
tivity was found during and after weak shear flows. This lead to the assumption that
the percolation of rather spherical nanotube agglomerates or clusters is the dominant
mechanism for the formation of the conductive network.

To compare the kinetics of formation and destruction of the filler networks of
carbon allotropes of different shapes and dimensionalities in themelt, a flow protocol
combining isothermal annealing of the initial, melt pressed samples, weak steady
shear, and, finally, isothermal recovery of the thus generated structures was applied
to the composite melts. On the one hand, it has been found that rheological, elec-
trical, and dielectric properties of polymer composites containing different carbon
allotropes depend strongly on the micro- and nanostructure of the filler particles.
In addition, the structure of the filler network was found to be not only dependent
on the size, shape, interparticle forces, and volume fraction of the particles but is
extremely sensitive to the thermo-mechanical prehistory. The interplay of build-up
and destruction of the filler network in carbon allotrope nanocomposites was studied
by measurements of conductivity during shear flow and under quiescent conditions.
When applying a weak shear flow for a limited time to samples with well-dispersed
nanofillers with concentrations below the percolation threshold, the conductivity and
the viscosity were found to increase, whereas for samples, in which the filler network
was established, a decrease of the conductivity was found. Both, conductivity and
transient viscosity reached steady-state values due to the interplay of destruction and
build-up of agglomerates in themelt flow. The graphite nanoplates (GNP)were found
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Fig. 25 Schematic representation of the agglomerated fillers for composites with different carbon
allotropes: nanotubes (left), carbon black (middle), and graphite nanoplates (right)

to be strongly oriented already at weak shear flow, indicated by significantly different
conductivities in shear direction and perpendicular to it, which were already existent
after compression molding and remained during all steps of the flow protocol. This
can be explained by the very large Péclet number, which compares the shear rate
and the orientation diffusion in the melt. This orientation is expected to be arrested
along all steps of the flow protocol.

In summary, it can be stated that agglomeration of the filler particles in the
quiescent melt can be observed for all carbon allotropes (CB, MWCNT, and GNP)
studied. A schematic representation of the structures formed by agglomeration for
the different filler geometries with at least one dimension in the nanoscale, such as
spherical shaped fractals, worm-like or cylindrical particles and platelets are shown
in Fig. 25. The time-dependent evolution of the DC conductivities during annealing,
shear deformation, and recovery in the quiescent melt can be described for the
composites with different carbon allotropes by using the agglomeration approach.
The MWCNT were found to form spherically shaped agglomerates in the quiescent
melt and under a weak shear flow, showing a higher percolation threshold and less
orientation than expected. In contrast to composites with CB and MWCNT, which
form agglomerates, GNP orient already at low flow rates, although GNP have a
similar aspect ratio as MWCNT. In the time scale of the experiments, the oriented
platelets cannot recover to a randomized state by rotational diffusion.
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Epoxy-Based Nanocomposites—What
Can Be Learned from Dielectric
and Calorimetric Investigations?

Paulina Szymoniak and Andreas Schönhals

Abstract Epoxy-based nanocomposites are promisingmaterials for industrial appli-
cations (i.e., aerospace, marine, and automotive industries) due to their extraordinary
mechanical and thermal properties.Regardless of the broadfield of applications, there
is still a considerable need to identify their structure–property relationships. Here,
a detailed dielectric and calorimetric (DSC and fast scanning calorimetry) study on
different epoxy-based nanocomposites was performed. Bisphenol A diglycidyl ether
(DGEBA) cured with diethylenetriamine (DETA) was employed as the polymeric
matrix, which was reinforced with three diverse nanofillers that exhibit different
interaction strengths with the epoxy matrix (halloysite nanotubes, surface modified
halloysite nanotubes, and taurine-modified layered double hydroxide). The structure,
molecular mobility, and vitrification behavior are discussed in detail, focusing on the
intrinsic structural and dynamic heterogeneity, as well as interfacial properties.
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Rigid amorphous fraction · Dielectric spectroscopy · Flash DSC · Temperature
modulated Flash DSC · Temperature modulated TMDSC
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DETA Diethylenetriamine
DGEBA Bisphenol A diglycidyl ether
DMA Dynamic mechanical analysis
DSC Differential scanning calorimetry
δT Temperature fluctuation
�T g Width of the glass transition
ε

′
, ε′′ Real and imaginary part of the complex dielectric function

EA Activation energy
f Frequency
FD Frequency domain
f p Relaxation rate
f p,thermal Thermal relaxation rates from static FSC
FSC Fast scanning calorimetry
HF Heat flow
HN Havriliak–Negami
HNTs Halloysite nanotubes
ξ Cooperativity length scale
LDH Layered double hydroxide
MAF Mobile amorphous fraction
mHNTs Surface modified halloysite nanotubes
MTHPA Methyl tetrahydrophtalic anhydride
MWS Maxwell/Wagner/Sillars
NP Nanoparticle
PDA Polydopamine
PNC Polymer nanocomposite
RAF Rigid amorphous fraction
SAXS Small angle X-ray scattering
SHS Specific heat spectroscopy
Ṫ Heating rate
τ Relaxation time
T-LDH Taurine-modified layered double hydroxide
TEM Transmission electron microscopy
TD Temperature domain
Tg Calorimetric glass transition temperature
TMDSC Temperature modulated DSC
TMFSC Temperature modulated FSC
T0 Vogel temperature
tp Length of the isothermal period in a periodic temperature program
VFT Vogel–Fulcher–Tammann
ω Radial frequency
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1 Introduction

In the extremely broad field of polymer nanocomposites (PNCs), regardless of the
number of the remaining open questions, some understanding of model systems has
been already achieved. On the contrary, more complex polymer nanocomposites of
higher industrial significance are often addressed in applied studies but only scarcely
considered in fundamental investigations. One class of such materials, avoided in
fundamental studies, is epoxy-based nanocomposites, due to their complexity.

Owing to the low production costs, lightweight, and extraordinary properties of
epoxies that can be further improved by the introduction of nanofillers, these mate-
rials are promising for numerous industrial applications. Due to the superior mechan-
ical properties, excellent adherence, chemical and corrosion resistance, high specific
strength, and ease of processing [1, 2], epoxies serve as structural and metal bonding
materials in aerospace,marine, and transportation industries. They are one of themost
used adhesives because of their low shrinkage and a multitude of available curing
options. Furthermore, because of their high corrosion resistance, strong adhesion, and
good physical properties, epoxies are also excellent coating materials. Other applica-
tions range from laminates, electronic devices, encapsulants, packaging, and many
more [3]. Regardless of the broad field of applications of epoxy-based materials,
while the chemistry of epoxidation is generally understood, there is still a consid-
erable need to identify their structure–property relationships and ways to engineer
their properties for the desired applications.

Epoxies are thermosets formed via a curing process (crosslinking reaction) of
an epoxy resin with a hardener (curing agent). They comprise oxirane rings (cyclic
ether) as an “epoxy” functionality and can contain either aliphatic, aromatic, and/or
heterocyclic structures in the molecule. The most common epoxy resin (85 % of the
world’s epoxy resin production [1]), also used in this work, is bisphenol A digly-
cidyl ether (DGEBA).Hardeners include polyfunctional amines, acids or anhydrides,
phenols, alcohols, and thiols. The chemical structure of the hardener which is mixed
with the resin in predetermined ratios controls the nature of the crosslinks, and, thus,
the cure kinetics, and, therefore, the properties of the epoxy. The curing reaction is
initiated most often by heating the reaction mixture to temperatures higher than the
room temperature. The versatility of epoxy lies in the fact that there are multiple
combinations of components available (also different resin to hardener ratios) and
curing conditions (temperature and time), yielding different polymer structures with
different thermo-mechanical properties (see Sect. 3).

Furthermore, the properties of epoxy-based materials are affected not only by the
chosen components. For a specific resin–hardener combination, the properties can be
tuned to a certain extent throughmodifying the molecular architecture by varying the
crosslinking density. For instance, increasing the crosslinking density generates high
stiffness and strength. Nevertheless, highly crosslinked materials often behave unde-
sirably brittle because plastic deformation is strongly limited. The inherent brittleness
of epoxies is known as a disadvantage of these materials. Other drawbacks include
local stress concentrations, which might initiate cracks that lead to a spontaneous
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failure [4] and relatively high flammability [5]. Therefore, for decades, the primary
aim in the field of epoxies is to provide these materials with higher toughness and
lower flammability, allowing for a broader range of possible applications. Further-
more, these property improvements must take place without significantly waiving
other important characteristics like thermo-mechanical properties or the modulus.

One successful approach employed by many researchers [6] is the incorporation
of inorganic nanofillers (one dimension <100 nm) in the epoxy matrix. To increase
the toughness, reduce local stress concentrations, generate high stiffness, and impact
resistance, the employed nanoparticles (NPs) should have small spatial dimensions
and, therefore, a high specific surface, a higher rigidity than the matrix, sufficient
filler–matrix interactions, and incorporated water to reduce flammability, as well as
other functionalities, selected for the desired application.

Novel multifunctional epoxy nanocomposites with improved mechanical prop-
erties and new functionalities such as electrical conductivity [7], anticorrosive
[8], magnetic [9], and optical [10] properties have been already successfully
prepared employing a broad range of nanofillers [11]: carbon nanofibers [12],
carbon nanotubes [13], layered double hydroxides [14, 15], halloysite nanotubes
[16, 17], iron and iron oxide nanoparticles [18], aluminum oxide [19], aluminum
oxide hydroxide (boehmite) [20, 21], graphene [22], nanoclay [23], silica [24], and
zinc oxide [25] just to mention a few.

Typically, for PNCs, the problems in the understanding of the structure–property
relationships are related to the dispersion of NPs and the formation of an interfa-
cial region. For epoxies, in addition, the NPs are present in the mixture during the
curing reaction. Depending on the surface chemistry, some nanofillers may catalyze
or take part in the network formation, as they could introduce additional function-
alities and small molecules such as water to the crosslinking reaction. Furthermore,
NPs might act as spatial barriers in the diffusion-controlled curing reaction, slowing
down the diffusion coefficient and leading to a decrease in conversion. As a result,
the crosslinking density of an epoxy-based PNC might be lower than that of the
corresponding unfilled material [26]. Lastly, preferential adsorption of one of the
components (resin/hardener) onto NPs might take place, altering the stoichiometry
of the reaction mixture. In this scenario, not all reaction partners might be able to
react with each other, which leads again to a decrease in the crosslinking density of
the network compared to the unfilled material.

This chapter aims to provide an overview of the structure, dynamics, and vitri-
fication behavior of three different DGEBA-based nanocomposite systems where
diethylenetriamine (DETA) is the curing agent and the nanoparticles have different
interaction properties with the crosslinked matrix (DGEBA/DETA). The employed
techniques include conventional differential scanning calorimetry (DSC), fast scan-
ning calorimetry (FSC), temperaturemodulatedDSC (TMDSC), and FSC (TMFSC),
as well as broadband dielectric spectroscopy (BDS). First, the properties of the
pure epoxy will be addressed, which is necessary to understand the behavior of
the nanocomposites. In the second part, the general properties of epoxy-based
PNCs are discussed, whereas in the third part, the differences due to the different
nanoparticle–matrix synergy are presented.
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Fig. 1 Schematic representation of the structure of MgAl-layered double hydroxide (left) and
halloysite nanotubes (right). Adapted with permission from Ref. [16]. Copyright (2021) MDPI

2 Experimental

2.1 Materials

In this chapter, three different DGEBA-based nanocomposites are considered.
DGEBA was cured with the amine-based hardener DETA. The first system is rein-
forced with taurine-modified layered double hydroxide (T-LDH). For the second
system, halloysite nanotubes (HNTs) were employed as nanofiller where surface
modified halloysite nanotubes (mHNTs) are used for the third nanocomposite. The
pure epoxy and the PNCs were prepared under identical curing conditions. The
nanocomposites have different nanofiller contents, ranging from 3 to 18 wt%. The
samples were named as Ep/T-LDHX, Ep/HNTX, and Ep/m-HNTX, where X repre-
sents the nominal weight concentration of the NPs. Details about the preparation are
given in Refs. [17, 27, 28].

2.1.1 Nanofillers

Taurine-Modified MgAl-Layered Double Hydroxide (T-LDH)

Layered double hydroxides (LDHs) combine the features of conventional metal
hydroxide-type fillers, like magnesium hydroxide, with the layered silicates, like
montmorillonite. Due to the large amount of tightly bound water and their high-
temperature endothermic decomposition, LDHs are commonly used to improve the
flame retardancy andmechanical properties (i.e., tensile modulus, yield strength, and
hardness) of polymers [30, 31].

LDHs are anionic clays with the chemical formula [M2+
1−x M3+

x (OH)2]x+

(Az−)x/z·mH2O]x−, where M2+ andM3+ are divalent and trivalent metal cations (here
Mg2+ and Al3+), and Az− is an exchangeable interlayer anion. Their structure (Fig. 1)
resembles brucite-like (Mg(OH)2) layered crystals,wheremagnesium is octahedrally
surrounded by hydroxyl groups. However, in LDHs, the divalent cation Mg2+ of the
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pristine brucite is partially replaced in an isomorphous way by a trivalent cation
(here Al3+), resulting in positively charged layers. The charge is compensated by
interlayer anions (Az−). Typically, CO3

2−, NO3
−, and OH− are the intergalleries

anions, which can be replaced by ion exchange. Therefore, LDHs can be modified
by intercalation with functional ions [31]. The size of the gap between the layers
(interlayer, gallery) depends on the employed anion. Layered materials can have an
intercalated or exfoliated morphology in nanocomposites depending on the inter-
facial interaction between the polymer and the NPs and the preparation procedure
(see Chapter “(Nano)Composite Materials–An Introduction” for more details). In
most cases, intermediate morphologies between intercalation and exfoliation, and
partial exfoliation and partial intercalation can also be found [32]. A modification
of the LDH by exchanging the anion with, for instance, sodium dodecyl benzene
sulfonate (SDBS) results in increased intergallery distance, enabling a further exfo-
liated and/or intercalated morphology of the nanofiller in the polymer matrix [33]. A
further approach is to exchange Az− with molecules containing functional groups to
enhance the interaction of the filler with the polymer matrix. Here, the intergalleries
of the LDH are modified by exchanging Az− with taurine, which is a small molecule;
therefore, no increase of the interlayer distance is observed [15]. Since taurine bears
amine functionalities (−NH2 groups), it is expected that it reacts with the oxirane
rings of epoxy resin by forming covalent bonds.

Halloysite Nanotubes (HNTs)

Halloysite nanotubes (Fig. 1) are gaining increased attention as a cheaper, less
toxic, and more environmentally friendly alternative for the commonly used carbon
nanotubes (CNTs) [34] due to the similar aspect ratios of the two fillers. CNTs
are employed as nanofillers due to their high aspect ratio, simple processing, and
the surface modification possibilities. The incorporation of CNTs was found to be
useful to improve the properties of epoxy-based PNCs leading to increased mechan-
ical, electrical, and thermal characteristics [35]. HNTs were shown to improve, for
instance, the thermal stability, mechanical properties, biocompatibility, flame retar-
dancy, andwaterproof behavior of a polymermatrix [17, 36–39]. Furthermore, HNTs
can be incorporated without intercalation or exfoliation into the epoxy matrix.

Structurally, HNTs are aluminosilicates with the chemical formula
Al2Si2O5(OH)4·nH2O, where if n = 2, the HNT is in a hydrated state with a
layer of water molecules in the interlayer space [40]. These nanofillers have a
hollow tubular structure with an outer surface chemically similar to the SiO2 [41],
containing siloxane groups at the exterior surface. The internal surface of HNTs
has aluminol groups. The SPONGE program (scattering pattern calculator written
in Python) [42] was used to assign the features observed in the SAXS patterns
employing simulations of rolled cylinders to identify the dimension of the used
halloysite nanotubes [16]. It was found that the length of the pristine HNTs is
larger than 400 nm (exceeding the experimental accessible SAXS range), the outer
diameter is ~125 nm, and the single sheet thickness is ~4 nm.
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Modified Halloysite Nanotubes (mHNTs)

To investigate the effect of a surface modification on the structure and molecular
mobility of the epoxy-based nanocomposite, the halloysite nanotubes were modified
polydopamine (PDA) and ultrafine iron trihydroxide (Fe(OH)3) nanoparticles (size
<4 nm). Pristine HNTs, due to their external siloxane groups, have a weak interaction
with the epoxy, leading to an increased formation of clusters and agglomerates [43].
Applying a 3 nm thick PDA coating on the external surface of the tube results in
a large number of peripheral hydroxyl groups which can interact with the matrix
and force a better dispersion of the nanofiller in the epoxy matrix. Iron nanoparticles
were employed to endowPDA-coatedHNTnanofillers with improved fire retardancy
compared to unmodified HNT [16].

2.2 Methods

2.2.1 Calorimetry

Differential Scanning Calorimetry (DSC). DSC, employing a Perkin Elmer DSC
8500 instrument, was used to study the vitrification kinetics of the materials. The
samples (5–8 mg) were measured in 50 μl aluminum pans in the temperature range

from 298 to 455 K at a constant heating rate of
·
T = 10 K min−1. The heat flow data

of the second heating run were analyzed to ensure that the samples are fully cured.

Fast Scanning Calorimetry (FSC). FSC was used to extend the study on the glass
transition behavior of the materials investigated by DSC to higher heating rates. A
power compensated differential scanning calorimeter Mettler Toledo Flash DSC1
[44] was used which is based on non-adiabatic chip calorimetry [45]. The employed
UFS1-sensor [46] allows for heating rates Ṫ in the range from 0.5 to 40 000 K s−1.
Because thermosetting materials cannot be melted on the sensor, the high viscosity
silicon oil AK 60 000 from Wacker Chemie AG was used to improve the thermal
contact between the sample (200–400 ng) and the sensor, as well as to minimize
thermal lags.

Temperature Modulated DSC and FSC (TMDSC, TMFSC). Temperature modulated
calorimetry is a class of techniques that belongs to a broader family of specific heat
spectroscopy (SHS) and is a powerful tool to study segmental dynamics from the
perspective of enthalpy fluctuations. Analogously to BDS, it can be described in the
framework of the linear response theory. However, for SHS, the thermal processes are
related to time-dependent enthalpy fluctuations that result from an external periodic
temperature perturbation.

TMDSC is performed on a Perkin Elmer DSC 8500 device. Measurements were
carried out on the same samples as the ones used for DSC. The temperature program
consists of heating steps with a step height of AT = 2K and a heating rate of
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·
T = 50 K min−1 as well as isothermal periods with length of tp = 18 − 120 s
corresponding to modulation frequencies of 5.6 × 10–2–8.3 × 10–3 Hz.

The complex heat capacity (C∗
p) is obtained from the area under the heat flow

(HF(t)) rate peaks:

Cp
∗(T, t, ω, . . .) = 1

AT

∫ ts

0
HF(t)dt (1)

where the complex specific heat capacity (c∗
p) is calculated by

c∗
p = C∗

P

m
(2)

with m the sample mass.
Typically, the discussed quantity obtained from TMDSC measurements is the

so-called reversing heat capacity, i.e., modulus of complex specific heat capacity

|c∗
p| =

√
c′2
p + c′′2

p .

TMFSC is another technique to study the complex heat capacity of a material, or
equivalently its modulus, however, extending the frequencies accessible by TMDSC
[47, 48]. In principle, the same temperature program like for TMDSC is employed,

with AT = 2K,
·
T = 200 and 2000 K s−1, and tp = 1, 0.1 and 0.05 s corresponding

to modulation base frequencies of 1, 10, and 20 Hz. Higher harmonics were also
extracted from the base frequencies (from 1 to 11 Hz for 1 s, from 10 to 110 Hz for
0.1 s, and from 20 to 220 Hz for 0.05 s). Here, CP

∗ is calculated from the ratio of the
Fourier transformations of the instantaneous heat flow (HF) and the instantaneous
heating rate [49]:

C∗
p = ∫tp

0 HF(t)e−iωt dt

∫tp
0

·
T (t)e−iωt dt

(3)

Due to the experimental limitations, i.e., small sample mass which cannot be
estimated easily, TMFSC results in the complex heat capacity and not in the complex
specific heat capacity. For discussion, again the reversing heat capacity is used.

2.2.2 Broadband Dielectric Spectroscopy

Dielectric measurements were carried out in a frequency range of 10–1–107 Hz and
a temperature range of 173–423 K for Ep/T-LDH and 173–503 K for Ep/HNT and
Ep/mHNT. A Novocontrol high-resolution Alpha analyzer interfaced to an active
sample cell was used. For temperature control, a Quatro Novocontrol cryosystem
was employed with temperature stability better than 0.1 K.
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Analysis of dielectric spectra

In general, the analysis of dielectric data is carried out by fitting the model function
of Havriliak and Negami (HN-function) to the dielectric loss spectra [50, 51], which
reads

ε∗
HN (ω) = ε∞ + �ε

(1 + (iωτHN )β)γ
(4)

where β and γ are the shape parameters (0 < β ≤ 1 and 0 < βγ ≤ 1), ΔεHN is
the dielectric strength, and τHN is the characteristic relaxation time, related to the
maximum position of the corresponding dielectric relaxation process (relaxation
rate f p = 1/(2πτ )). However, for epoxy-based materials, the HN-function can be
used unambiguously only to analyze the localized processes at temperatures below
the calorimetric glass transition Tg . Around and above Tg , the dielectric spectra are
dominated by conductivity and polarization contributions, overlaying the structural
relaxation. This indicates the presence of charge carriers in these materials, most
likely ionic impurities (sodium and chloride ions), remaining from the synthesis
[52]. The strong contribution of the ionic conduction in the measured spectra can be
partly eliminated employing a “conduction-free loss” method, which is given for a
Debye function by [53]

ε′′
deriv = −π

2

∂ε′(ω)

∂ lnω
= (ε′′)2 (5)

In the resulting spectra, theOhmic conductivity contribution (ε′′∼1/ω) is removed
because for such a dependency, the real part ε′ is independent of frequency.Moreover,
the relaxation peak in ε′′

deriv is narrower than the peak in ε′′ due to the squared ε′′ in
Eq. 5.

For the HN-function, the derivative of the HN-function reads:

∂ε′
HN

∂lnω
=

βγ�εHN(ωτHN)β cos
(

βπ

2 − (1 + γ )(ω)
)

[
1 + 2(ωτHN)β cos

(
βπ

2

)
+ (ωτHN)2β

] 1+γ

2

(6)

(ω) is defined as

(ω) = arctan

⎡
⎣ sin

(
βπ

2

)

(ωτHN )−β + cos
(

βπ

2

)
⎤
⎦ (7)

The power of the “conduction-free” loss approach is shown in Fig. 2a and b.
In the frequency domain (FD), the analysis of the dielectric spectra yields one

segmental relaxation (α-relaxation). The relaxation rates of the α-relaxation are
plotted in Fig. 3a in the Arrhenius diagram (relaxationmap). Further, the conduction-



344 P. Szymoniak and A. Schönhals

(a)

(b)

Fig. 2 Frequency dependence of a ε′′ and b ε′′
deriv for the pure epoxy for the second heating run

at 380, 400, and 422 K. Black dashed lines in part b are the fits of Eq. 6 to the data including a
power law for the contribution of the polarization. The dash-dotted line gives the contribution of
the segmental relaxation at 380 K. Reproduced with permission from Ref. [15]. Copyright (2019)
Elsevier
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(a) (b)

Fig. 3 a Relaxationmap for the pure epoxy showing the relaxation rates for the α- (empty symbols)
and α*-relaxation (filled symbols). The red dash-dotted lines indicate the Vogel–Fulcher–Tammann
(VFT) fits to the data. b Temperature dependence of ε′′

deriv for the pure epoxy for the second heating
run at f = 104 Hz (circles) and f = 105 Hz (stars), where the red line is the Gaussian fit to the data.
For the definition of the VFT function, see below. The data are taken from Ref. [15]

free dielectric loss can be also analyzed in the isochronal representation (temperature
domain; TD). Typically for homopolymers, an identical temperature dependence
of the relaxation rates of the processess in FD and TD is expected and observed.
However, in some cases for heterogeneousmaterials,whenmultiple processes coexist
in the same range of temperatures or frequencies, an additional analysis of TD could
provide information about a process with a weaker intensity than the one observed
in the FD [54]. The conduction-free dielectric loss in TD, the besides the β-process,
shows one further process which is called α*-relaxation. It can be analyzed by a
Gaussian fit, as shown in Fig. 3b. Nevertheless, a Lorentzian function or parabola
can be also used to analyze relaxation processes observed in the temperature domain.
The relaxation rates obtained from TD were plotted in Fig. 3a and compared with
those obtained from the FD. The relaxation rates obtained from the TD domain have
a different temperature dependence than those of the α-relaxation obtained obtained
from the frequency domain.

3 Unfilled Epoxies

First, due to the complexity of these systems, unfilled epoxies must be consid-
ered before discussing the nanocomposites. Figure 4 depicts the calorimetric
(TMFSC) and dielectric responses at 10 Hz of two fully cured DGEBA-based mate-
rials crosslinked with diethylenetriamine and methyl tetrahydrophtalic anhydride
(MTHPA) for comparison. As shown in the inset, due to the different hardeners
employed, the two investigated epoxy-based materials have significantly different
network structures, and, therefore, a different behavior, evidenced, for instance, by
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(a) (b)

Fig. 4 Specific heat (temperature modulated fast scanning calorimetry) (top panel) and broad-
band dielectric spectroscopy (bottom panel) data at 10 Hz for bisphenol A diglycidyl ether cured
with diethylenetriamine a and methyl tetrahydrophtalic anhydride. b. The heat capacity curves
were normalized by the glassy and rubbery plateau. The insets show the crosslinked structures of
DGEBA/DETA a and DGEBA/MTHPA b. The data are taken from Refs [20].

a ca. 18 K higher glass transition temperature probed by TMFSC for the anhydride-
cured sample. The difference between amine- and anhydride-cured epoxies lies not
only in their glass transition temperatures. The former materials tend to have better
mechanical properties and water resistance, whereas the latter ones are cheaper,
exhibit lower cure shrinkage and viscosity, high thermal stability, and, as shown,
higher glass transition temperature [55].

As discussed in Ref. [20], the two materials show an intrinsic dynamic and spatial
structural heterogeneity on a molecular scale in the network (Fig. 5a), related to
regions with different crosslinking densities. For thermosetting materials formed via
a curing reaction of two components, an existence of non-homogeneous nodular
domains composed of regions of higher crosslinking density, surrounded by inter-
stitial phase of lower crosslinking density, was found in the literature employing
dynamic mechanical analysis (DMA) [21], atomic force microscopy [58], X-ray
scattering techniques [20], and other methods [57]. Recently, it was discussed that
one of the most important parameters is the temperature of the first curing step, the
so-called pre-curing temperature (it should be noted that curing is usually a two-
or three-step process performed with a different temperature for each step) [58]. As
illustrated in Fig. 5b lower pre-curing temperatures result in a more homogeneous
network structure, evidenced by Tanaka et al. [58]. An increasing heterogeneity of
the network affects the macroscopic properties, for instance, by a decreased fracture
behavior and solvent crack resistance [58].

For the two considered materials, the structural heterogeneity was evidenced by
X-ray scattering, as well as by a combination of calorimetric and dielectric investiga-
tions, where two distinct segmental relaxation processes (dynamic glass transition)
were found for each material. First, as discussed in Ref. [20], the X-ray scattering
patterns show three distinct broad bumps for the epoxy-based materials, regardless
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Fig. 5 Schematic
representation of a structural
and dynamic heterogeneity
of an epoxy network and b
different network structures
expected for the pre-curing
at lower and higher
temperatures [58]

(a)

(b)

of the hardener used. In the X-ray investigations, broad peaks are a rough finger-
print of short-range intermolecular correlations of amorphous materials, where for
most homogeneous samples, the most commonly occurring intermolecular distances
result in one broad peak, denoted as the amorphous halo. For epoxies, in parallel
to the amorphous halo, the first additional bump originates from the preferential
packing arrangement of isopropylidene groups of DGEBA, forming elongated clus-
ters [59]. The second bump is related to regions with lower than average crosslinking
density. The assignment of that peak was done by correlating the averaged molec-
ular distances calculated from the Bragg approximation with the length scale of the
cooperatively rearranging region originating from regions with lower than average
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crosslinking density [14]. Furthermore, the two α-relaxation processes in Fig. 4 (α-
andα*-relaxation forDGEBA/DETAandα2- andα-relaxation forDGEBA/MTHPA)
are related to cooperative segmental fluctuations within the epoxy network but they
originate from regions with different crosslinking densities [14, 20, 60]. Never-
theless, the two segmental relaxation are evidenced by both the calorimetric and
dielectric responses differently for the two materials. On the one hand, the high-
temperature process (α*- andα-relaxation forDGEBA/DETAandDGEBA/MTHPA,
respectively) shows a relatively narrow, well-pronounced peak for the anhydride-
cured sample, whereas for DGEBA/DETA, this process was fully resolved only at
high frequencies (~104 Hz). On the other hand, the low-temperature process (α-
and α2-relaxation for DGEBA/DETA and DGEBA/MTHPA, respectively) showed a
higher intensity for the amine-cured material. For the sake of simplicity, this chapter
focuses only on nanocomposites based on DGEBA/DETA. For more details on
DGEBA/MTHPA nanocomposites, the reader is referred to Refs. [20, 21, 60].

4 Model Epoxy Nanocomposite (Ep/T-LDH)

The morphology of epoxy-based nanocomposites depends strongly on the synergy
between the used components. Thus, considering the chemistry of epoxidation and
the complex interaction between the matrix and the particles, it is difficult to draw
general conclusions about the properties of thesematerials.Here, employing a combi-
nationof dielectric spectroscopy and calorimetry (DSC,FSC,TMDSC, andTMFSC),
the structure, molecular mobility and the vitrification of a model epoxy-based PNC
are investigated. The selected system is based on DGEBA crosslinked with DETA
as a matrix and taurine-modified LDH as nanofiller.

Themorphology of the Ep/T-LDHsystemwas studied employingX-ray scattering
techniques by fitting a model of stacked-disks as structure factor to the SAXS data
[14, 61]. A reduction of the average number of layers of the nanofiller particles was
found from 7 for pure T-LDH to 3 for the nanofiller embed in the nanocomposites.
Additionally, a decrease of the interlayer distance (lamellar repeat distance) was
observed for the nanocomposites. The layers with the largest interlayer distance
at the edges of the T-LDH particles are most prone to exfoliate. Therefore, when
exfoliated, these layers do not contribute to the average interlayer distance calculated
from X-ray data. Therefore, a partial exfoliation of T-LDH is the morphology of the
nanocomposites which was further confirmed by transmission electron microscopy
(TEM). This morphology is most likely due to the amine groups of taurine which
can form covalent bonds with the resin, leading to a disruption of the LDH stacks.
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4.1 Localized Fluctuations

The dielectric behavior of the pure epoxy (Fig. 6a) and the nanocomposite with 15
wt% of the nanofiller (Ep/T-LDH15, Fig. 6b) is shown in Fig. 6. A β-relaxation is
observed for the two materials at lower temperatures and higher frequency besides
the α-relaxation and the above-mentioned conductivity (and polarization) contri-
bution. Moreover, a comparison of Fig. 6a, b shows that the dielectric behavior
of the nanocomposite is more complex than that of the pure thermoset. First, the
localized processes will be discussed. As mentioned above, the secondary processes
for epoxy-based materials are analyzed employing the HN-function. The tempera-
ture dependence of the relaxation rates of this process (not shown here) follows an
Arrhenius behavior, which is typical for localized processes [15]:

log f p = f∞ exp

[−EA

RT

]
(8)

where f∞ is the relaxation rate at infinite temperatures, EA is the activation energy,
and R is the ideal gas constant.

The molecular origin of this process is controversially discussed in the literature
[62–64] with the β-relaxation being assigned to crankshaft motions of small frag-
ments of segments between crosslinks [65], localized fluctuations of dipoles formed
during the crosslinking reaction (hydroxyl ether and secondary- or tertiary amine
groups) [66], or local motions of dipoles of unreacted components during curing
(specifically epoxide rings) [64]. Recent findings [14] for the system discussed here
employing low field proton NMR spectroscopy revealed that due to the significant
amplitude of protons at low temperatures, the β-relaxation is most probably associ-
ated with the rotational motions of para-substituted phenyl rings of DGEBA (phenyl
rings with the adjacent ether linkages).

(a) (b)

Fig. 6 3D representation of the dielectric loss spectra as a function of frequency and temperature for
a the pure epoxy and b a nanocomposite with 15 wt% T-LDH content (Ep/T-LDH15). Reproduced
with permission from Ref. [15]. Copyright (2019) Elsevier
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For the discussed nanocomposite, the composition dependence of the β-relaxation
cannot be considered due to the plateau (Fig. 6b) overlaying the dielectric spectra
over a broad range of temperatures. This is different for the systems Ep/HNT and
Ep/mHNT as discussed below.

Figure 6b reveals a (anomalous) plateau in the dielectric loss for Ep/T-LDH15,
which extends over a broad temperature range of 120Kandhides the sub-Tg dielectric
processes. The origin of this plateau cannot be associated with molecular dipoles
because the absolute dielectric loss level is about one order of magnitude higher for
PNC compared to the unfilled epoxy. This plateau is most likely related to interfacial
polarization effects, known as the Maxwell/Wagner/Sillars (MWS) polarization,
which is due to the blocking of charge carriers at inner boundary layers within an
inhomogeneous system. Here, the source of the interfaces is the partially exfoliated
nanofiller. Because the distances of the T-LDH layers in the matrix are subjected
to a distribution, also a distribution of the interfacial polarization effects can be
assumed, leading to a broad contribution in the dielectric loss. It should be noted that
typically MWS polarization is observed at temperatures above the Tg , because the
most commonmechanism for the mobility of charge carriers is the slave mechanism,
where the charge carrier mobility is coupled to segmental dynamics. However, for
small enough charge carriers (like sodium ions present in the system), the conduction
can be described by theGrotthussmechanism [67], where the protons diffuse through
a hydrogen bond network (i.e. between the hydroxyl groups of T-LDH and epoxide
groups of DGEBA).

Moreover, the dielectric spectra given in Fig. 7 reveal an additional sub-Tg process
at temperatures above the β-relaxation for all Ep/T-LDH samples. This process is not
observed for the pure epoxy and its intensity increases with the increasing concentra-
tion of the nanofiller. Therefore, it was assigned to dipolar fluctuations of components
of the epoxy systems adsorbed and/or covalently bonded with the nanofiller. In the
former case, the resin or the hardener adsorb on the particle surface. In the latter
scenario, covalent bonds between the −NH2 groups of taurine and DGEBA might
be formed. Considering that the layers of LDH become partly exfoliated during
the preparation, the second scenario is more probable. This process was analyzed
employing the “conduction-free loss”. The temperature dependence of its relaxation
rates isArrhenius-like (inset Fig. 7). The activation energies of this process, estimated
from the Arrhenius function (Eq. 8), range from 58 to 72 kJ mol−1, depending on the
filler content. The relatively low values of EA further indicate the localized nature
of this process. The dielectric strength (�ε) for this process was estimated from the
step height of the real part of the complex dielectric function ε

′
and it was found

to increase with increasing temperatures, which is typical for localized processes
[15]. This can be discussed in terms of the Debye theory of dielectric relaxation,
which predicts that �ε is proportional to the number density of the involved dipoles
[68]. Considering that the interaction strength between the adsorbed segments and
the nanoparticle becomes weaker with increasing temperature, the number of mobile
dipoles (or their fluctuation angle) increases with increasing temperature, resulting in
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Fig. 7 Frequency dependence of the ε
′ ′
deriv for the Ep/T-LDH composites with various concentra-

tions: 6 wt% (circles), 12 wt% (down-sided triangles), 15 wt% (diamonds), and 18 wt% (stars) at T
= 357 K. The curves are shifted along the y-scale for sake of clarity. The dashed line is a guide for
the eyes. The inset gives the relaxation map for the interfacial process. Reproduced with permission
from Ref. [15]. Copyright (2019) Elsevier

an increase of the dielectric strength. It should be noted that the presence of dielectri-
cally active localized fluctuations in the interfacial region depends on the investigated
system and the particle–matrix synergy.

4.2 Segmental Dynamics

The segmental dynamics of these epoxy-basednanocomposites is now further consid-
ered. Similar to the pure epoxy discussed above, for all concentrations of the
nanofiller, the dielectric measurements showed two relaxation processes, the α- and
α*-relaxation, both related to structural relaxations. For both processes found in the
frequency and temperature domain, the temperature dependencies of the relaxation
rates are different like for the pure epoxy [14]. The segmental mobility (and corre-
sponding vitrification behavior) was further studied by calorimetry besides dielec-
tric spectroscopy. First, the calorimetric relaxation rates were estimated employing
TMDSC and TMFSC. The calorimetric data and an example of its analysis can be
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found in Refs. [14, 15]. A combined relaxation map from the two calorimetric tech-
niques and BDS is depicted in Fig. 8 for the pure epoxy and one nanocomposite
(Ep/T-LDH15) as an example. It is observed that TMFSC and TMDSC data have
the same temperature dependence as the dielectric α*-relaxation, indicating that
these three techniques probe the same process. The temperature dependence of the
relaxation rates of the α*-relaxation that is curved in this representation and can be
described by the Vogel/Fulcher/Tammann (VFT) equation [69–71]:

log fp = log f∞ − A

T − T0
(9)

where A is a constant and T0 is the Vogel or the ideal glass transition temperature.

Fig. 8 Relaxation map for the pure epoxy (Ep—black squares) and for an epoxy/T-LDH nanocom-
positewith 15wt%nanofiller (Ep/T-LDH15—orange left-sided triangles) obtained from static (open
symbols) and dynamic fast scanning calorimetry measurements (filled symbols), as well as temper-
ature modulated DSC data (filled symbols). The dashed lines are VFT fits to the corresponding
data (color coded). The dielectric temperature domain, TMFSC, and TMDSC data are taken from
Ref. [14], whereas the dielectric frequency domain and static FSC data are taken from Ref. [15].
Adapted with permission from Ref. [14]. Copyright (2021) The Royal Society of Chemistry
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Moreover, to obtain a complete picture of the segmental dynamics of the mate-
rials, thermal relaxation rates were also calculated from fast scanning calorimetry
measurements at constant heating rates (static measurements), as discussed in detail
in Ref. [15]. According to the fluctuation approach model to the glass transition [72,
73], a relationship between the heating rate and a thermal relaxation rate can be
derived according to

f p,thermal = C

·
T

2π�Tg
(10)

where �T g is the width of the glass transition and C is a constant with a value of
approximately one. The data obtained from static FSC measurements are also added
to the relaxation map in Fig. 8. Surprisingly, the thermal relaxation rates estimated
from the static FSC do not follow the same temperature dependence as the calori-
metric relaxation rates obtained by TMDSC and TMDFSC, which coincide with the
α*-relaxation. On the contrary, f p,thermal show a similar temperature dependence
to the dielectric α-relaxation. The apparent activation energies obtained by approx-
imating the dielectric α-relaxation and the FSC thermal relaxation rates with the
Arrhenius equation are 108 kJ mol−1 for the dielectric α-relaxation and 127 kJ mol−1

for static FSC. This indicates that the two processes should have a similar molecular
origin. It should be noted that the relatively high EA values are indicating cooperative
fluctuations. The shift between the data of approximately 30K (at 10Hz) results prob-
ably from the different sensitivities of the two techniques. Dielectric spectroscopy is
sensitive to dipolar fluctuations, whereas calorimetry senses enthalpy fluctuations.
The difference of approximately two decades in frequency can be explained by the
cooperativity approach to the glass transition. It states that slowing down of the
relaxation times with decreasing temperature is related to a correlation length, which
increases with decreasing temperature. This correlation length defines the maximal
number of segments fluctuating cooperatively; however, it allows also for less coop-
erative modes. Therefore, the shift between the slower calorimetric response is prob-
ably related to that this method senses more cooperative fluctuations than the faster
dielectric response, but in principle with the same molecular origin.

Like the pure epoxy, it can be concluded that epoxy-based PNCs also exhibit a
structural and dynamic heterogeneity. The two segmental relaxation processes (α-
and α*-relaxation) originate both from cooperative segmental fluctuations of the
epoxy network but from regions with different crosslinking densities. To correctly
assign the two relaxation processes to regions with higher or lower crosslinking
density, the Adam–Gibbs theory of the glass transition should be recalled [74, 75].
According to this theory with increasing chain stiffness (i.e., increasing crosslinking
density), the configurational entropy decreases, which is related to the size of cooper-
atively rearranging regions (CRR) [76]. In addition, Sasaki et al. [77] proved exper-
imentally that the configurational entropy decreases with an increasing degree of
crosslinking, indicating that the number of configurations allowed in the smallest
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CRR decreases as well. Considering that the temperature dependence of the relax-
ation rates of the α*-relaxation is highly fragile [78, 79], the α*-relaxation was
assigned to regionswith lower crosslinking density. Consequently, α-relaxation, with
a weaker temperature dependence of the relaxation rates (strong behavior), corre-
sponds to regions in the matrix with a more rigid structure, i.e., higher crosslinking
density.

To further support this hypothesis, the cooperativity length scale (ξ ), which is
proportional to the volume of a CRR, was calculated from the TMDSC data for the
α*-relaxation employing again the fluctuation approach to the glass transition [80]

ξ = 3

√√√√kBT 2
g � 1

cp

ρ(δT )2
, (11)

where kB is the Boltzmann constant, δT is the width of the glass transition, ρ is
the mass density, and �(1/cp) = 1/cp,glass − 1/cp,liquid . Furthermore, cp ≈ cv
is assumed. ξ for the pure epoxy and the nanocomposites was found to be 0.26–
0.39 nm. Typically, the glass transition is considered as a cooperative process with
anunderlying length scale of 1–3nm [81].However, network-formingmaterials show
a decrease of ξ with increasing crosslinking density [82] due to their rigid network
structure. The cooperativity length scale for the α-relaxation could not be estimated
from the static FSC measurements due to the unknown sample mass. Nevertheless,
since ξ∼ 1

δT and considering that δT is larger for the FSC than for the TMDSC curves,
it is concluded that ξ is smaller for the α- than for the α*-process. This further proves
that the α-relaxation is due to regions with higher crosslinking density.

The two segmental relaxation processes observed for the pure epoxy and epoxy
nanocomposites are also evidenced by two vitrification mechanisms observed
in the heat flow curves obtained by conventional DSC measurements. Figure 9
shows the first derivative of the heat flow normalized by its maximum value(
(dHF/dT )/(dHF/dT )max

)
plotted versus temperature reduced by Tg. A step-

like change at the glass transition in this representation shows a peak that is expected
to be symmetric for dynamically homogeneous materials. Here, the peak corre-
sponds to the vitrification related to the α*-process. Nevertheless, even for the pure
EP, a low-temperature wing is observed related to segments with a higher molecular
mobility than the average one. Therefore, the low-temperature wing is assigned to
the α-process. For the nanocomposites, the second vitrification mechanism, related
to α-relaxation, becomes more pronounced with increasing nanofiller concentra-
tion. Consequently, it can be concluded that for higher NPs contents, the relative
contribution of the α-process to the whole response increases. As discussed above,
curing is a diffusion-controlled reaction. In that respect, the nanoparticles will act
as spatial obstacles affecting the degree of conversion and, thus, the crosslinking
density. This will lead to more loose ends and/or higher heterogeneity and, there-
fore, more regions with a lower than average crosslinking density. In both cases, the
mobility of the segments is higher than average that is represented by the main peak
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Fig. 9 Normalized derivative of the heat flow (dHF/dT)/(dHF/dT)max versus temperature normal-
ized by the glass transition temperature for pure epoxy (EP—black) nanocomposites with
various concentrations EP/T-LDH6—dark blue, EP/ T-LDH9—blue, EP/ T-LDH12—green, EP/ T-
LDH15—orange, and EP/ T-LDH18—red. Reproduced with permission from Ref. [14]. Copyright
(2021) The Royal Society of Chemistry

(α*-process). As expected for well-dispersed nanoparticles, the heterogeneity of the
matrix increases with increasing nanofiller content, leading to a more pronounced
low-temperature wing (α-process) in the derivative of the heat flow curves.

4.3 Competition of Nanoparticle-Induced Mobilization
and Immobilization of Segmental Dynamics

An increase in the heterogeneity of the epoxy-matrix with increasing nanoparticle
content discussed in the previous section (i.e., nanoparticle-induced mobilization
of segmental dynamics) should be considered for all epoxy-based systems. This
microscopic effect influences the macroscopic properties of the material, resulting,
for instance, in a decrease of the calorimetric Tg and a decrease in the calorimetric
strength (�cp), i.e., the step height of the specific heat capacity curves at the glass
transition [see, for instance, Ref. 20]. Moreover, the matrix heterogeneities might
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deteriorate the mechanical properties of the PNCs, as the failure of the composite
occurs initially through microscopic matrix cracking. Nevertheless, the macroscopic
properties of an epoxy nanocomposite are also affected by a competing mechanism
of the NP-related mobilization and immobilization of segments. The latter effect is
related to the interfacial region, denoted as an adsorbed layer or rigid amorphous
fraction (RAF), formed from polymer segments physically adsorbed and/or chem-
ically bonded onto the nanoparticle surface. The behavior of the segments within
RAF might differ from that of the bulk matrix, for instance, in their structure (i.e.,
crystallinity, packing density), conformation, and the molecular dynamics of the
segments. These differences result from entropic (presence of a solid boundary) and
energetic (dissimilarity between polymer–polymer and polymer–particle interaction)
effects. As implied by the term “rigid”, these segments are immobilized with respect
to the cooperative segmental mobility. Localized fluctuations are possible within the
interfacial region and can be detected by dielectric spectroscopy (Fig. 7).

The competition between the two mechanisms can have diverse consequences for
different systems, depending on the reagents, nanoparticles, and curing conditions.
For instance, for the considered system, the competition between the mobilization
and immobilization effects is observed by the composition dependence of the calori-
metric Tg . As shown in Fig. 10, Tg increases first with increasing concentration of
the nanofiller till ca. 15 wt%, followed by a decrease for higher filler contents. The
strong increase of Tg for the nanocomposites is probably due to the additional amine
group of the taurine-modified nanofiller that might react with the DGEBA, leading
to the formation of an immobilized interface. Additionally, also the adsorption of
segments on the particle surface cannot be excluded. It should be noted that the
formation of an interfacial region was confirmed for the discussed system by dielec-
tric spectroscopy, as discussed in Sect. 4.1. Due to the particle-related confinement,
the segments have lower molecular mobility and higher energy barriers for their
conformational changes and, thus, higher Tg values. Nevertheless, with increasing
nanofiller content, the hindering effect of NPs on the diffusion of the reaction partners
will increase, weakening the increase of Tg and leading to the observed maximum at
15 wt%. For high NP concentration, the mobilization effect, i.e., lower crosslinking
density, becomes the dominating effect over the immobilization of segments, which
is still present for these samples. Tg is a rather ambiguous quantity because it is a
complicated average for numerous different effects in the sample.

A more accurate property to discuss the competition between mobilization and
immobilization effects is the heat capacity and calorimetric strength, which is propor-
tional to the number ofmobile segments. For the considered system, the�cp is domi-
nated by the immobilization of the mobile segments, showing a systematic decrease
with increasing T-LDH content [14]. However, for instance, a DGEBA/MTHPA
material reinforced with boehmite nanoparticles (aluminum oxide hydroxide (γ-
AlO(OH)) shows an interplay between the decrease in crosslinking density and the
formation of a rigid amorphous fraction [20, 60]. A straight-forward separation of
the mobilization and immobilization effects of the segmental dynamics is impossible
employing calorimetric and dielectric methods only.



Epoxy-Based Nanocomposites—What Can Be Learned from Dielectric … 357

Fig. 10 Tg values obtained from static DSC (heating rate of 20 K min−1) as a function of the filler
content for Ep/T-LDH nanocomposite. The dashed line is a guide for the eyes. The data are taken
from Ref. [14]

5 Comparison of Epoxy Nanocomposites with Different
Nanofillers

The previous section provided a detailed discussion on a selected epoxy-based
PNC as an example. It was discussed that epoxy-based nanocomposites are intrinsi-
cally heterogeneous, showing two distinct segmental relaxation processes related to
regions with different crosslinking densities as discussed above. Nevertheless, other
properties such as the interfacial behavior differ for all epoxy materials and each
systemmust be considered separately. In this section, a comparison of three different
epoxy-based PNC is provided. The matrix for each case is prepared with the same
resin and hardener employing identical curing conditions. The focus lies on different
alumina-based nanofillers which are expected to have different interactions with the
matrix. In the first series of PNCs (Ep/HNT), halloysite nanotubes are employed
as nanofiller. HNTs, as described in detail in Sect. 2.1.1., are aluminosilicate clays
and their external surface consists mostly of SiO2 groups, whereas the interior has
aluminol groups. The epoxy and hydroxyl groups of the resin are chemically inert
toward aluminols and siloxanes under the curing conditions. Therefore, the interfacial
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interaction between halloysite nanotubes and the matrix can be considered as weak.
To improve the dispersion of the nanotubes and enhance the interaction with the
matrix, HNTs were modified on the exterior surface employing a thin polydopamine
coating and ultrafine Fe(OH)3 nanoparticles. These modified nanoparticles yield the
second type of epoxy nanocomposites (Ep/mHNT). On the one hand, the modifica-
tion was employed due to enhanced catalytic abilities of iron trihydroxide NPs which
result in a significant increase in both char yield and maximum degradation rate of
the material, decreasing its flammability [16]. On the other hand, PDA, due to the
large number of hydroxyl groups is expected to increase the interfacial interaction
with the matrix and force a better dispersion of the nanofiller. The -OH groups of
polydopamine form hydrogen bonds with the epoxide rings of DGEBA which are
stronger than the van der Waals forces between the nanoparticles and the epoxy.
Thus, the interfacial interaction of Ep/mHNT is considered to be stronger than that
of Ep/HNT. Lastly, Ep/T-LDH, discussed in detail in the previous sections, is taken
as a third epoxy-based PNC due to the strong interaction of NPs and the matrix via
the formation of covalent bonds between taurine and DGEBA.

Figure 11 shows the calorimetric glass transition temperature as a function of
the concentration of the NPs for the three nanocomposites Ep/HNT, Ep/mHNT, and

Fig. 11 Glass transition temperature as a function of nanofiller content estimated by DSC for
Ep/HNT (black), Ep/mHNT (red), and Ep/T-LDH (blue). The orange dashed line indicates the Tg
of the pure epoxy. The data are taken from Refs. [14, 16]
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Ep/T-LDH (the interaction strength is in ascending order). The complex composition
dependence of Tg for Ep/HNT and Ep/mHNTwas discussed in detail elsewhere [16],
whereas for the Ep/T-LDH, it was discussed in Sect. 4.3, as well as in Ref. [14]. Here,
it is important to note that for each sample of the PNC with the weakest NP-matrix
interaction, the Tg is the lowest of the three materials, having values below the
Tg of the unfilled epoxy. This behavior indicates that for Ep/HNT, the dominating
mechanism is an NP-induced mobilization effect due to the decreasing crosslinking
density with increasing nanofiller content. Interestingly, this material is subjected to
another kind of immobilization effect of the segmental dynamics. On the one hand,
this results from the tubular shape and high aspect ratio of the nanoparticles. On the
other hand, due to theweakNP-matrix interaction, the nanofiller is not well dispersed
in the polymer matrix. Consequently, two phases are formed in the material, epoxy-
and HNT-rich domains. In the former phase, HNT nanotubes are homogenously
dispersed with large inter-tube distances. In the latter phase, a high HNT content is
embedded in a continuous matrix phase, introducing an additional confinement to
the segmental dynamics of the epoxy segments due to the small inter-tube distances.
Therefore, even though Ep/HNT nanocomposite is dominated by the mobilization
effect, for the highest NP loading (Ep/HNT15), an immobilization effect related to
the inhomogeneous distribution of NPs is observed, which yields an increase of Tg .

Furthermore, Fig. 11 reveals that the surface modification of the halloysite
nanotubes results in a higher glass transition temperature for Ep/mHNT than for
Ep/HNT. Here, the Tg value for each sample is similar or higher than that of the pure
epoxy, indicating that the modification of the HNT surface resulted in a stronger NP-
matrix interaction via the formation of hydrogen bonds. Interestingly, because of the
better dispersion of mHNT particles than of the HNTs, no immobilization of the
segmental dynamics due to the two-phase structure of the material, i.e., epoxy- and
NP-rich regions, is observed. Lastly, the Tg values for Ep/T-LDHare the highest of all
three nanocomposites due to the strong immobilization effect for this system. These
results show that the glass transition, which is one of the most important properties
of polymeric materials, is strongly affected by the nanofiller—matrix synergy.

The molecular dynamics probed by dielectric spectroscopy is also different for
the three systems. Figure 12a, b shows the dielectric loss spectra in 3D representa-
tions as a function of frequency and temperature for 15 wt% of the nanofiller for
Ep/HNT and Ep/mHNT. As previously discussed, epoxy nanocomposites are intrin-
sically heterogeneous that leads to two distinct structural relaxations. This behavior
is observed for all investigated systems and, therefore, will not be repeated in this
section. The main difference between the three nanocomposites (Figs. 6 and 12a, b)
is the absence of a dielectrically active process related to localized fluctuations in the
interfacial region for Ep/HNT and Ep/mHNT. As discussed in Sect. 4.1, this process
was observed for each composition of the Ep/T-LDH nanocomposite. The difference
in dielectric responses of the three materials lies again in the different NP-polymer
interactions because the matrix has the same chemical composition for each PNC.
For the Ep/T-LDH, the interfacial process is fully resolved in the dielectric spectra
because of the strong localization of a large number of dipoles via covalent bonds
between taurine that bears −NH2 groups and oxirane rings of epoxy resin. The fact
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(a) (b)

Fig. 12 3D representation of the dielectric loss as a function of frequency and temperature for a
Ep/HNT15 and b Ep/mHNT15. Adapted with permission from Ref. [16]. Copyright (2021) MDPI.

that the interfacial region was not detected by dielectric spectroscopy for the two
other PNCs does not exclude the formation of a rigid amorphous fraction for the two
systems. Indeed, the behavior of the calorimetric Tg for Ep/mHNT implied immobi-
lization effects in this system. A powerful method to study the interfacial properties
qualitatively and quantitatively in nanocomposites is investigation of the calorimetric
strength. The formalism, initially introduced byWunderlich et al. for semicrystalline
polymers [83], was extended to polymer nanocomposites [84]. It describes a PNC in
terms of a three-phase model, where an amorphous nanocomposite is composed of
a mobile amorphous fraction (MAF), a possible RAF, and the nanofiller. MAF and
RAF can be calculated by

MAF = �cp,PNC

�cp, pure epoxy
(12a)

RAF = 1 − f iller content − MAF, (12b)

where �cp,PNC and �cp,pure epoxy are the step heights of the specific heat capacity
curve at the glass transition for the nanocomposite sample and the unfilled epoxy,
respectively.

Nevertheless, for epoxy-based nanocomposites, mobilization and immobilization
effects usually occur simultaneously and cannot be disentangled from each other by
neither calorimetric nor dielectricmeans. Therefore, for epoxyPNCs,RAFcalculated
employing Eqs. 12a and 12b is only a lower limit of the amount of the immobilized
interface.

As shown in Fig. 13, the amount of RAF is different for the three nanocompos-
ites including a different concentration dependence. For the PNC system with the
weakest NP-matrix interaction (Ep/HNT), RAF can be calculated only for the lowest
nanofiller concentrations, reaching up to 4 wt% for Ep/HNT6. For higher concen-
trations of HNT, RAF cannot be calculated because for these concentrations, �cp
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Fig. 13 Rigid amorphous fraction as a function of nanofiller content estimated by TMDSC with
Eq. 12 for Ep/HNT (black), Ep/mHNT (red), and Ep/T-LDH (blue). The data are taken from Refs.
[14, 16]

becomes larger than that of the bulk. This results from a mobilization effect strongly
dominating the cooperative segmental mobility, as indicated also by the concen-
tration dependence of the calorimetric glass transition temperature. For the system
with the mHNT as nanofiller, the amount of RAF showed a systematic increase
with increasing nanofiller concentration and reached values up to ~16 wt% for the
highest loaded sample. Consequently, it can be concluded that for this PNC system,
the interphase formation was dominant over matrix mobilization. The difference
between Ep/HNT and Ep/mHNT lies in the surface modification of the nanofiller for
the latter system, leading to a stronger matrix-NP interaction and a more homoge-
nous distribution of the nanofiller in the epoxy matrix. Lastly, for the Ep/T-LDH
system, where covalent bonds are formed between NPs and the matrix, the amount
of RAF reaches values up to 40 wt%, indicating that the interface dominates the
macroscopic material properties to a larger extent. For Ep/T-LDH, RAF was also
estimated employing low field NMRmeasurements where the obtained results agree
quantitatively with the calorimetric data. These results underline that, even though
some similarities between different epoxy-based nanocomposites can be observed,
as indicated in Sect. 4, each PNC must be investigated separately, and no general
conclusions can be drawn for this class ofmaterials. For reactive systems like epoxies,
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taking into consideration the different interactions and synergy between the reagents
and the nanoparticles is important to understand their structure–property relation-
ships and to successfully design materials with desirable properties. As indicated
by the presented studies, good NP-matrix interaction must be ensured to achieve
high values of the calorimetric glass transition temperature and large amounts of the
interfacial region.

6 Conclusion

The aim of this chapter was to obtain a deeper understanding of epoxy-based
nanocomposites, which are relevant for industrial applications, but rarely studied
on the fundamental level. This work focuses on three systems, each based on
bisphenol A diglycidyl ether and diethylenetriamine as crosslinking agents. The
systems were cured under the same conditions. They are reinforced with halloysite
nanotubes, surface modified halloysite nanotubes, and taurine-modified layered
double hydroxide.

The latter systemwas taken as amodel nanocomposite to discuss the general prop-
erties of this class of materials studied by dielectric spectroscopy and calorimetry.
It was shown that epoxy-based nanocomposites, similar to the pure epoxy, show a
structural and dynamic heterogeneity, indicated by two distinct segmental relax-
ation processes. This results from regions with different crosslinking densities.
For thermosetting materials formed via curing reaction of two components, non-
homogeneous nodular domains composed of regions of higher crosslinking density
are surrounded by the interstitial phase of lower crosslinking density. Each of these
regions exhibits inherent segmental mobility and, consequently, its own vitrifica-
tion mechanism. Calorimetric investigations showed that with increasing nanofiller
content, thematerial heterogeneity increases, leading to amore pronounced contribu-
tion of the segmental relaxation that originates from regions with lower crosslinking
density.

Furthermore, the properties of epoxy-based nanocomposites are a result of the
interplay of two simultaneous competing effects: NP-relatedmobilization and immo-
bilization of the segmental dynamics. The former is due to NPs acting as spatial
barriers in the diffusion-controlled curing reaction, slowing down the diffusion
coefficient and leading to a decrease of conversion. In consequence, the average
crosslinking density of a PNC will be lower than the corresponding unfilled epoxy,
leading to higher segmental mobility. The latter results from the formation of an
immobilized fraction at the particle/matrix interface (rigid amorphous fraction),
where polymer segments are adsorbed and/or bonded to the surface of the NPs and,
therefore, do not contribute to the cooperative segmental mobility.

Further, a comparative study on the three different epoxy nanocomposites was
shown. The chosen PNCs, Ep/HNT, Ep/mHNT, and Ep/T-LDH exhibit different
interactions with the matrix. HNTs have weak interaction with the epoxy, due to the
external exterior siloxane groups. On the contrary, mHNTs because of the surface
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modification can form hydrogen bonds with the matrix. Lastly, for Ep/T-LDH due
to the taurine modification of the nanofiller, it is expected that covalent bonds with
the epoxy are formed. As a consequence of the different NP-matrix synergy, the
three systems show different behavior of the calorimetric glass transition and inter-
facial properties. For the weakly interacting system, Tg for each concentration of
the nanofiller is below the Tg of the unfilled epoxy. The value of RAF, which could
be quantified only for low concentrations of HNT, is below 5 wt%. This indicates
that because of the weak NP-matrix interaction, for Ep/HNT, the mobilization of the
segmental dynamics due to the nanofiller is dominant. On the contrary, the surface
modification of HNTs resulted for Ep/mHNT in an increase of Tg , compared to
Ep/HNT and pure epoxy, as well as in higher value of RAF (ca. 16 wt% for the
highest concentration) than for the unmodified system. Lastly, for the PNC where
NPs and matrix are covalently bonded, the Tg and RAF are substantially higher than
for the two other PNCs, where RAF reached ca. 40 wt% for the highest T-LDH
concentration. Consequently, it can be concluded that the NP-matrix synergy signif-
icantly affects the material properties, and a sufficient bonding between them must
be ensured to achieve good thermal properties and high amounts of the interfacial
region.
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