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a b s t r a c t

In polymeric nanocomposites, shifts in the glass transition temperature (Tg) that increase monotonically
with particle loading have been attributed to the interphase, in ideally dispersed, attractive systems.
However, in elastomeric composites a trend has emerged that shows Tg shifts first towards higher and
then towards lower temperatures with increasing filler volume fraction, when measured via mechanical
methods (DMA). At high filler loadings (>10 vol%), glass transition temperatures have been recorded
below that of the base polymer, even for systems with attractive interactions between polymer and filler.
One-dimensional analytical models and three-dimensional finite elements models were used to inves-
tigate the source of a mechanically-induced negative Tg shift in highly filled systems. The results attribute
the origin of the shift towards higher temperatures as an effect of the interphase, while the subsequent
shift to lower temperatures as an apparent relaxation time shift that arises solely due to the addition of
stiff elastic particles. These replicated shifts explain a consistent trend across the literature and provide
some considerations for those designing elastomeric composites with high filler loading.

© 2016 Elsevier Ltd. All rights reserved.
1. Introduction

One central benefit of filling polymers with nanoparticles is the
relatively low volume fractions needed to realize noticeable
changes in both thermal and mechanical properties [1e6]. An
important material property for viscoelastic materials is the glass
transition temperature (Tg), which denotes the transition between
rubbery and glassy behavior with changing temperature. Tg shifts
that occur in nanocomposites are typically attributed to the pres-
ence of ‘interphase’, a region of polymer with altered mobility
[7e11] that surrounds fillers in polymeric composites. Due to the
vast surface area present in nanomaterials, only low volume frac-
tions are needed to create a percolated interphase network,
resulting in sizeable changes in a number of physical property
improvements e including modulus and strength [12,13], dielectric
cal Engineering, McCormick
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Brinson).
properties [14], conductivity [15] and diffusion constants [16] e in
addition to shifts in Tg [4,5,17], which are interpreted as changes in
average polymer mobility due to the creation of interphase. For
simplicity, we will consider here only situations of attractive in-
terphases e cases in which the polymer and the nanofiller have
positive chemical interactions resulting in reduced mobility of
polymer in the interphase region and typically thus result in in-
creases of the Tg and mechanical properties.

However, for some applications, higher filler concentrations are
needed to improve stiffness, wear resistance or fracture properties
[18,19]. These high filler concentrations often lead to nanoparticle
agglomeration or clustering, which limits the extent of interphase
percolation and thus the magnitude in Tg changes observed for
similar systems with better dispersion of nanoparticles [3,5,20,21].
Dynamic mechanical analysis (DMA) is a common experimental
method used to characterize mechanical properties and detect
changes in glass transition temperatures in polymer composites.
From this method, the Tg is most commonly reported as the loca-
tion of the peak in the tan(d) spectra, E00/E’ [22]. This mechanical
probing method uses an oscillatory load across a temperature
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sweep to determine viscoelastic properties and the tan(d) curve
(E00/E0). There are cases in the literature inwhich Tg peaks measured
by DMA for elastomeric nanocomposites show counterintuitive
changes, indicating the complexity and competition between
mechanisms that hinder chain mobility and those that increase
chain mobility [23]. Additionally, with the use of time-temperature
superposition (TTSP) relationships, temperature domain properties
can be converted to the frequency domain. Generally, tan(d) shifts
in the temperature domain are inversely proportional to those in
the frequency domain.

2. Materials and methods

Samples were provided by Goodyear Tire and Rubber Company
and used as received. Experimental methods for dynamic me-
chanical thermal analysis and finite element modeling in this paper
have been reported previously [24].

3. Results and discussion

In Fig. 1b-c, we present data representative of a carbon black
filled elastomer [24]. The glass transition temperature increases
slightly at 9 vol% but then decreases thereafter, even below the neat
polymer Tg location. This trend is, as expected, mirrored inversely
in the frequency domain, Fig. 1c. If interphase effects increase
monotonically with filler volume fractions, Tg shifts should only
progress in one direction (toward higher temperatures and lower
frequencies in this case). However, in this case, we observe shifts in
both directions as filler loading increases, even though the
Fig. 1. Dynamic Mechanical Analysis (DMA) is a common experimental technique for deter
particular interest in this study are the tan(d) spectra represented in the temperature (b)
Corresponding glass transition temperature (Tg) shifts are plotted to show a shift towards h
components of the composites are identical, and indicate the
presence of a complex mechanism that requires more study.
Interestingly, variations of this phenomenon shown in Fig. 1d are
present in publications that span numerous combinations of elas-
tomer matrices and filler types [23,25e33].

The fact that we observe a lower Tg at 28 vol% (Fig. 1d) than the
neat polymer is particularly interesting and raises some questions.
Studied independently, the trends in this particular data set and
similar data have been ascribed to changes in matrix properties
(degradation, negative interphase effects) caused by processing and
to filler aggregation differences with changing volume fraction
[27,28,33]. However, the consistency across the literature indicates
that there can be a unifying underlying source of the behavior. In
this study, we examine these Tg shifts in elastomeric composites
thoroughly and demonstrate clearly the competing effects of the
interphase and an important secondmechanism due to elastic filler
particles.
3.1. One-dimensional relaxation shifting

As outlined, negative temperature shifts are pervasive across the
literature for elastomeric composites with high vol/wt fractions as
measured via DMA. For example, in a publication from Sun et al.
[33], they report a positive Tg shift at lower filler fractions (<10wt%)
that then trends strongly negative thereafter; similar to the data
displayed in Fig. 1. Additionally, they show negative DMA results for
two filler types at 20wt%, however, little to no shift whenmeasured
via DSC.

In Fig. 2 we plot the DSC and DMA Tg changes for eight unique
mining viscoelastic properties of polymer-based materials. Experimental set-up (a). Of
and frequency domains (c); each curve represents one sample and is not averaged.

igher temperatures at ~9 vol% followed by a shift towards lower temperatures (d) [24].



Fig. 2. Thermal-based measurements are compared against mechanical measure-
ments of the glass transition shift for eight different rubber-carbon filler combinations.
The disagreement between the two measurements highlights some underlying
mechanism that influences mechanical measurements.
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polymer-filler combinations. In all but one sample, we observe
increases in Tg according to DSC however a decrease according to
DMA. The general discord between DSC (þ) and DMA (�) is not
unique to this dataset and points to a fundamental disconnect be-
tween the two measurements at high filler volume fractions.
Interphase gradients depend heavily upon the nature of the
chemical interactions [34,35] between the polymer and filler and
specific for particular systems, and thus would only explain a shift
to either higher OR lower temperatures. In these cases, a negative
Tg shift is only observed in DMA data sets and is defined in this
paper as a mechanically-induced negative Tg shift in highly filled
systems. If the source of this shift is purely mechanical, it would be
consistent across the various chemically different systems, and
therefore, we should be able to reproduce the trends using various
mechanistic models.

For simplicity, we start by analyzing a common one-
dimensional model for a time-dependent response, a Kelvin-Voigt
Solid. This model contains only three components, two springs
and a damper, and importantly, no interphase that shifts the re-
laxations in the positive direction. The known solution for the
system relaxation time, tKV, is expressed as a function of the natural
relaxation of the damper, as well as the stiffness of both springs, Eq.
(1) [22]. A similar relationship, tM, also exists for a different
Fig. 3. Two different simple one-dimensional models are created to study the effects of filler
with a spring. These two models represent the particle as a spring and the polymer as a co
arrangement, Maxwell's model with a series spring (Fig. 3), Eq. (2).

tkv ¼
h1

E1 þ E2
¼ t1E1

E1 þ E2
(1)

tm ¼ h1ðE1 þ E2Þ
E1E2

¼ t1ðE1 þ E2Þ
E2

(2)

With these simple models, we can begin to model a composite
on a rudimentary level. We do that by letting the single spring (E2)
represent our hard particle, and the Kelvin element (spring and
damper in parallel, E1 and h1) the polymer. The relaxation time of
the damper in the polymer unit is defined as t1, which is the
damping coefficient divided by the spring stiffness (h1/E1). Eq. (1)
defines the relaxation time of the total system (tKV) as a function
of the spring and damper constants according to the Kelvin-Voigt
configuration. This relationship demonstrates that although there
is a single relaxation time defined for the damper, the system
relaxation depends upon the stiffness ratio of the two springs. We
can then introduce further complexity by introducing weighting
factors to account for phase volume fractions to customize the
system. In Eq. (3) and Eq. (4), we define the relaxation time of the
composite (tcomposite) as a function of the polymer stiffness (E1),
polymer relaxation time (t1), particle stiffness (E2) and particle
volume fraction (Vf).

tcomposite;KV ¼
t1

�
1� Vf

�
E1�

1� Vf

�
E1 þ

�
Vf

�
E2

(3)

tcomposite; M ¼
t1

��
1� Vf

�
E1 þ

�
Vf

�
E2

�
�
Vf

�
E2

(4)

By inspection of Eq. (3), we can deduce that the composite
relaxation time will gradually decrease with increasing volume
fraction of elastic filler as long as the particle spring is stiffer than
the polymer spring (E1 < E2) and the polymer relaxation time does
not change. Additionally, as the stiffness of the polymer spring
decreases, the shift becomes larger. The Maxwell model, Eq. (4),
does not exhibit this type of response mainly because it has a
simple fluid-like architecture. This basic shifting concept has been
discussedwith respect to a one dimensional model [23], but has not
been studied in depth with more complex mechanical models.
Expanding from this simple model, we can represent the elastomer
with 27 Maxwell models (or a Prony series), as shown in Fig. 4a, to
s on the composite relaxation time; a Kelvin-Voigt Solid and a Maxwell model in series
mbination of a spring and a damper, giving it simple viscoelastic behavior.



Fig. 4. A one-dimensional model is constructed that models an elastomeric composite with increasing volume fraction using an elastic spring in series with a 27 unit prony series
(a). When the particles are introduced (>0 vol%), the tan(d) peaks shifts immediately to higher frequencies and reduces in magnitude. The magnitude of this shift and the drop in the
maximum of tan(d) is tied to the stiffness of the particle phase, 5 GPa (b) and 50 GPa (c). The shifting with increasing particle vole fraction is consistently towards increasing
‘relaxation frequency’ and thus decreasing relaxation time.
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represent the spectra of relaxation times. Transforming the elastic
response to the frequency domain through a Fourier transform and
increasing the volume fraction of the filler, the tan(d) peak, or mean
relaxation frequency, simultaneously drops and shifts towards
higher frequencies immediately, shown in Fig. 4b, corresponding to
increasing relaxation times.

The coupling of a stiff elastic spring to the polymer shifts the
tan(d) peak towards higher frequencies, analogous to negative
temperature shifts. The magnitude of this shift is tied to the stiff-
ness of the particle phase, as evident in Fig. 4bec. However, in this
simplified case, the shift happens very early, well before 1 vol%. The
results from this one-dimensional model replicate a limit case of
the effect we observed in the experimental DMA data. Since the
polymer properties in these simulations remain constant, the
perceived shift in mean relaxation times are due to the addition of
stiffer elastic particles, which alter the effective relaxation time of
the composite system. As demonstrated in the simplified model,
this effect can appear in any polymeric system as long as there is a
suitably large stiffness difference between the filler and base
polymer system.

While this one-dimensional model is valuable in clearly
demonstrating the origin of this additional shifting mechanism in
elastomer composites, the geometry is, naturally, oversimplified. In
physical composites, the particles are dispersed typically randomly
in three dimensions. Therefore below we examine more complex
mechanical simulations.

3.2. Three-dimensional models of random arrays

Three-dimensional finite element models (20 � 20 � 20) with
periodic boundary conditions were created using Abaqus CAE to
model a realistic response of a virtual elastomeric composite. These
models allow for representations of particle dispersions, which
should translate to the realized mechanical properties. Consistent
with the one-dimensional model, these models contain only two
phases: a prony series characterizing an elastomer and an elastic
stiff particle (Ep ¼ 50 GPa). The stiff particles were randomly
dispersed to represent a mean or average response as a function of
volume fraction. The dispersions created contain a no-bias,
random, uniform distribution, and attempt to represent a general
increase in particle concentration, with no additional complexities
such as change in particle clustering propensity. The output from
the model demonstrates that particles reinforce the elastomer and
increase the overall stiffness, resulting in both storage (E0) and loss
(E00) moduli changes as shown in Fig. 5a; however, the introduction
of particles affects E0 and E00 in different ways. Most notable is the
dramatic changes in E0 in the rubber-glass transition region. The
transition zone exhibits an effective shortening which is caused by
an unbalanced reinforcement of the rubbery (Einf, low frequency)
and glassy (E0, high frequency) moduli. As can be expected, stiff
particles are more efficient at reinforcing low modulus materials
and therefore reduce the magnitude of the glassy-rubbery transi-
tion for E0. The loss modulus, E00 shifts up and broadens slightly.
These simultaneous changes in E0 and E00 correspond to a significant
and progressive shift in the tan(d) as a function of particle loading,
shown in Fig. 5b in the frequency domain and in Fig. 5d in the
temperature domain. The tan(d) in the temperature domain,
Fig. 5d-e, is calculated directly by transformation (see
Supplementary Information). Tan(d) is a fundamental measure of
material damping and the significant reductions in tan(d) are due to
the incorporation of perfectly elastic particles (no damping) which
replace a given volume of polymeric (damping) material in the
composites.

These 3D composite simulations confirm the trends illustrated
with the simple 1D analytical model: addition of elastic particles
leads to decreases and shifts in tan(d). Note that the three-
dimensional dispersion of particles in the elastomer matrix result
in a realistic gradual decay of the spectra magnitude with volume
fraction additions, as opposed to the sharp changes observed with
only one degree of freedom. Likewise, the shift of the peak is
gradual and grows as the volume fraction increases, shown in
Fig. 5cee where the position of the tan(d) peak as a function of
volume fraction is calculated.

Since the particle dispersions were created by random genera-
tion, additional models were independently created through the
same procedure to determine the variation in the shifting trends for
random dispersions, Fig. 6. The three model outputs have only
minor variations and show a strong and consistent shifting trend
after 5 vol%. The small variations in the shifting position are due to
varying amounts of agglomeration and particle-to-particle dis-
tances in each randomly generated model. A power-law fit defines
the overall trend of the combined three data sets with a strong R-
squared correlation, Interestingly, the shifting trend begins well
before particle-to-particle percolation, which traditionally happens
at high filler fractions, around 20e30% for spheres [36].

To translate the shifting mechanisms observed to the impact on
realistic elastomeric composites, we perform a simulation of a
representative microstructure of a filled elastomer. In this simula-
tion the shifting of tan(d) to high freq/low T due to the stiff particles
and reduced dissipation is automatically included by virtue of the



Fig. 5. A three-dimensional finite element model was constructed to represent a realistic tan(d) behavior as particles concentration increases. The results e storage/loss modulus in
(a) and tan(d) in (b) e show a progressive shifting mechanism that both reduces tan(d) magnitude and shifts the peak to higher frequencies (c). The tan(d) shift to higher frequencies
corresponds to a shift to lower temperatures (d, e).

Fig. 6. Three independent and randomly constructed finite element models were compared at each volume fraction to define the overall tan(d) shifting mechanism. The results
show little variation between the models as well as a power-law behavior that grows considerably after 5 vol%.
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morphology of the simulated geometry. We also include the
interphase polymer domains that exist near the particles with
enhanced properties [37,38] to account for shifting in tan(d) due to
changes in polymer mobility near particles. To account for the
gradient of properties in the interphase zone, we use two layers of
interphase with properties chosen to be related to the bulk matrix
material by Tg shifts; the first with properties shifted two decades
from that of the bulk matrix material (to lower frequency) and the



Fig. 7. Finite element models (60 � 60 � 60) with representative microstructures and interphase gradients match experimental results at high filler concentrations, even when
tan(d) appears to shift to higher frequencies, or lower temperatures [24]. We observe that the peak position, at this high filler loading, is nearly the same with or without interphase,
therefore controlled by the presence of the stiff phase.
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second layer shifted one decade from the neat polymer. These as-
sumptions thus simulate a positive Tg shift in the interphase regime
corresponding to attractive interactions between the polymer
network and the filler particles [7]. To create a realistic morphology,
instead of random particle placements, the microstructure here is
created based upon a reconstruction using SEM images of a filled
rubber [24,39]. The care taken to recreate a realistic dispersion is
important, as it will more closely represent the amount of filler
interface available for interphase creation. Improvements in
dispersion are typically associated with an increase in the amount
of interphase polymer and thus its impact on shifting of the tan
delta peak of the composite, as has been discussed both from
experimental data and in computational studies [3,5,20,21].

With three phases (polymer, particle, interphase), FE models
compare nicely to experimental data, even for the highly filled
system at 28 vol% as in Fig. 7. With interphase polymer gradients
that account for nearly 50% of the model, the model matches the
right position and shape of the tan(d) spectra. Since the interphase
polymer properties are shifted to lower frequencies (higher tem-
peratures) than the bulk matrix material, there is a broadening of
the composite peak toward lower frequencies, however the overall
shift of the peak is towards higher frequencies. It is notable that the
predictions without interphase demonstrate only the
mechanically-induced shifting to high frequency and that the result
has nearly the same peak location as the results including inter-
phase effects. This finding indicates that in the highly filled system,
the mechanical reduced damping effect dominates the interphase
polymer effect, even where significant interphase volume fractions
are included. The results provide understanding that composite
systems with positive interphase effects can still demonstrate an
effective lower Tg than the base polymer at high volume fractions.
This mechanical shifting mechanismwill be observed in DMA tests
which probe for this property in thermo-mechanical loading space.
However Tg values measured by heat flow in DSC are not me-
chanically loaded and the reduced damping effect from the elas-
ticity of the fillers is removed.
4. Conclusions

The results from the two-phase models reveal the source of a
mechanically induced negative Tg shift, or positive frequency shift,
in highly filled systems. We demonstrate that the apparent mean
relaxation time of the composite shifts to shorter times without any
alterations to the polymer or chemical considerations. This shift
depends upon two things: the volume fraction of the stiff phase
(particles) and the stiffness of the matrix phase in the transition
region. A simple one-dimensional model reveals that the shifting is
more intense when the particles are much stiffer (>�10) than the
matrix. This stiffness mismatch also creates an asymmetric shift to
the tan(d) spectra, where E0 transitions from rubbery to glassy. We
also demonstrate that three-dimensional FE models capture this
mechanical relaxation shift with regularity, and can be integrated
with interphase gradients to match the correct position of the
tan(d) curve from an experimental sample.

Additionally, these results have interesting implications in terms
of material design. First, the particle-induced shifting mechanism
due to the elastic filler can explain negative composite Tg shifts
without recourse to assumptions of degradation in matrix prop-
erties or changing agglomeration with volume fraction. Three-
dimensional FE models demonstrate that at high filler concentra-
tions tan(d) peaks can appear to shift to higher frequencies even
though interphase effects are positive. The shift also explains why
thermal-based methods of defining Tg (DSC) would disagree with
mechanically measured DMA results (eg Ref. [33]). It is noted that
DMA measurements for Tg are widely used and for many applica-
tions where the polymer composite is being mechanically loaded
under varying temperatures, this may be the most relevant
measure.

Secondly, the shifting mechanism implies that a maximum Tg
exists at lower filler concentrations for a given polymer/filler pair.
The hypothesized inflection point is a consequence of early (<5 vol
%) shifting due to attractive interphase and the delayed elastic
particle-based shift. This maximal point exists where the particle-
induced relaxation time shift begins to overtake positive in-
fluences of interphase regimes. Because the two effects occur
simultaneously, it allows the peaks to shift in both directions while
keeping all other considerations constant. However, if interphase
effects are not strongly positive, it is possible peaks will simply shift
towards lower temperatures monotonically. The magnitude of
perceived Tg shifts and their location (vol%) depend upon several
factors, most including the amount of interphase present and
associated factors, such as filler morphology and dispersion quality.
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