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PREFACE

Since the past decades, the energy sector is facing a number of challenges; however, the fun-
damental challenge is meeting the growing energy demand in sustainable, environment-
friendly, efficient, and cleaner ways. Clean Energy for Sustainable Development: Comparisons
and Contrasts of New Approaches updates the industry and academia with recent developments
in this field. The book primarily focuses on developments in the fields of energy technology,
clean, low emission, and sustainable energy, energy efficiency, and energy and environmen-
tal sustainability to academics, researchers, practicing engineers, technologists, and students.
The major themes included in the book are as follows:

e Clean and sustainable energy sources and technologies

* Renewable energy technologies and their applications

* Biomass and biofuels for sustainable environment

* Energy system and efficiency improvement

* Solar thermal applications

* Environmental impacts of sustainable energy systems

The book helps develop understanding the relevant concepts and solutions to the
global issues to achieve clean energy and sustainable development in medium- and
large-scale industries.

It was a challenging task to arrange and define sections of the book because of the
variety of high-quality contributions received from the authors. The book comprises
18 chapters, which we have divided into four sections. Each section has a specific theme
that describes about what is contained in that section, thus providing continuity to the
book.

The first section introduces clean, renewable, and sustainable energy resources and
technologies, and their prospects and policies. Environmental impact assessment of differ-
ent renewable energy resources and future prospects of carbon-negative technologies are
also explained in this section.

The second section presents applications of solar energy in cooling technologies,
power plants, and agricultural and forest industries. More specifically, solar energy appli-
cations in thermochemical conversion of waste into energy, solar air conditioning, solar
kilns for agricultural and forest industries, and solar power generation using Brayton cycle
are discussed.

The third section explains recent developments in wind energy systems. Issues on
control design, stability, and power qualities in grid-integrated wind energy systems,
and analysis of hybrid solar and wind energy systems for power generation are presented
and discussed.

Xix
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Preface

The fourth section focuses on potential and applications of biodiesel as an alternative
fuel for diesel engine. Biodiesel production from first (edible), second (nonedible), and
third (advanced biodiesel) generation feedstocks, such as bush nut (Macadamia integrifolia),
legume tree (Pongamia pinnata), and microalgae, using difterent additives and transester-
ification processes (chemical and biochemical) are discussed.

While the titles of these four sections may be, in some cases, a bit unorthodox for the
book, we believe that the flow of the material will feel comfortable to both students and
practicing engineers in the area of clean and sustainable energy.

All the chapters were peer reviewed and the authors addressed the comments and sug-
gestions of the reviewers and editors before contributions were accepted for publication.

The editors of this book would like to express their sincere thanks to all the authors
for their high-quality contributions. The successful completion of this book has been the
result of the cooperation of many people. We would like to express our sincere thanks
and gratitude to all of them.

We have been supported by Maria Convey, Editorial Project Manager at Elsevier, for
completing the publication process. We would like to express our deepest sense of grat-
itude and thanks to Maria for assisting and guiding us for this publication.

Mohammad G. Rasul

Abul Kalam Azad

Subhash C. Sharma

School of Engineering and Technology
Central Queensland University, Rockhampton
Queensland 4702, Australia



CHAPTER ONE

Sustainable Energy Resources:
Prospects and Policy

. 1 2

P. Moriarty and D. Honnery
"Monash University, Caulfield East, VIC, Australia
2Monash University, Clayton, VIC, Australia

1.1 INTRODUCTION

According to the analysis of Marchetti [1], over the long term, energy sources
replace each other in a regular fashion. Thus the millennia-long dominance of biomass
ended in the 19th century, and was replaced by coal, which in turn was replaced by oil.
But given the problems faced by these fossil fuels, we argue that the world could well see
an eventual reversion to renewable energy (RE). But at least for the coming decades, RE
must compete with its rival energy sources, fossil fuels and nuclear energy, for share in the
global energy market. At present, fossil fuels dominate global energy supply as they have
done for over a century, and are only very slowly losing share in global commercial (i.e.,
excluding fuel wood) energy consumption. The primary energy output in 2014 is shown
in Table 1.1 [2].

The global values for energy shares (and energy use per capita) conceal large dif-
ferences between nations. A number of considerations are important in selecting the
energy types used in a given region or country:

o Local availability of the energy resource. Using locally available energy resources can
improve energy security, save foreign exchange, and provide local employment op-
portunities. For example, bioethanol production in the United States and Brazil is
regarded as a means for raising rural incomes and employment.

o The costs of each energy type, which includes construction, operation and maintenance, fuel costs,
and decommissioning. As is shown in the following sections, fossil fuels enjoy massive
subsidies, although all three energy groups are subsidized to some extent, either
through monetary subsidies of various types, or because external costs are not paid.
An obvious and important unpaid external cost is the CO; emissions from fossil fuel
combustion, although the carbon pricing schemes being introduced in some
countries partly address this issue.

*  Environmental considerations. These may range from loss of scenic amenity (as in
resident opposition to wind turbines), air pollution from coal-burning power sta-
tions, or fears about radiation leakage or reactor accidents in the case of nuclear

Clean Energy for Sustainable Development © 2017 Elsevier Inc.
ISBN 978-0-12-805423-9, http://dx.doi.org/10.1016/B978-0-12-805423-9.00001-6 All rights reserved.


http://dx.doi.org/10.1016/B978-0-12-805423-9.00001-6

P. Moriarty and D. Honnery

Table 1.1 Primary Commercial Energy Output, 2014 (EJ)

Energy Source Energy Output (EJ) % of Total Energy
Fossil fuels 467.2 86.3
Nuclear energy 24.0 4.4
All RE sources 50.1 9.3

Note: EJ = exajoule = 10'®J.
Data from BP. BP statistical review of world energy 2015. London: BP; 2015.

power. In fact, public opposition has been a major factor in limiting the growth (or

even outright moratoria) for nuclear power in OECD countries.

*  Awailable financial and technical resources. For example, much of Africa’s hydro and
geothermal energy potential remains undeveloped because of lack of financial re-
sources. Also many countries do not yet have the technical capacity to start a nuclear
power program. A further point is that for some countries the entire national grid
may be too small to support even a single nuclear reactor for baseload power.

These considerations are often in conflict with each other. Many claim that the large US
corn ethanol program, while undoubtedly beneficial to farmers, is not economic. Also
for the United States, shale gas has helped reduce US energy imports and so improved
energy security, but some argue that the economics of shale gas are fragile, and that
production will drop dramatically in few years [3]. Different countries give different
weight to these factors, which helps explain why the energy mix varies so widely from
country to country.

In this chapter we first examine in turn the prospects for the two rival fuel groups to
RE. We examine the future difficulties these rival fuels are likely to face in a changing
world, including the issues of climate change and possible resource depletion. We then
use this analysis as a basis for evaluating the prospects for RE, paying particular attention
to which RE types are likely to exhibit the greatest growth in the coming decades. In
the final section, we look at the policies required to best encourage the needed growth
in RE in what may well be an era of continuing financial constraints. We find that
removing the vast subsidies to fossil fuels represents the single most eftective policy for
RE development.

1.2 FOSSIL FUELS

Fossil fuels occupy an entrenched position in the global fuel mix, having domi-
nated energy supply for over a century. In 2014, global consumption was 176.3 EJ,
162.5 EJ, and 130.9 EJ for oil, coal, and gas, respectively [2]. A number of energy re-
searchers doubt that this level of fossil fuel energy use can be maintained for much longer.
Schindler [4], for example, regarded oil supply as having been on an (undulating) plateau
since 2004, with output decline imminent. For coal, he envisaged that “global coal
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production will peak around 2025 at about 30% above the current production rate—this
being the upper boundary of the possible development.” He considered that growth in
natural gas can potentially continue for another 5—15 years, also rising to a peak about
30% beyond the current global production rate. H66k and Tang [5] reached similar
conclusions, and further argued that global depletion would impose limits on fossil fuel
carbon emissions, and hence on their climate change impact. In contrast, McGlade and
Ekins [6] believed that “globally, a third of oil reserves, half of gas reserves, and over 80 %
of current coal reserves should remain unused from 2010 to 2050 in order to meet the
target of 2°C.” Clearly, for these authors, global climate change concerns, not fossil fuel
depletion, is the decisive factor. If such levels of fossil fuel reserves did remain unused, it
would have serious and global financial implications.

Other authorities also assume few supply constraints on fossil fuel use in the coming
decades. The US Energy Information Administration (EIA) [7] regularly publishes
forecasts for global energy consumption by fuel type. Apart from a reference scenario, the
EIA scenarios include high and low economic growth cases, and high and low oil price
cases. The high and low economic growth cases are the most and least favorable cases for
fossil fuel energy use (and energy growth in general). The EIA forecast that coal, natural
gas, and (all) liquid fuels will still account for between 77.3% and 80.3% in 2040.

The latest Intergovernmental Panel on Climate Change (IPCC) reports [8,9]
assumed that carbon sequestration can allow fossil fuels to supply carbon-free or green
energy. The integrated assessment modelling by van Vuuren et al. [10] examined four
representative concentration pathways (RCPs) for the IPCC. The four RCPs were
termed 2.6, 4.5, 6, and 8.5, where these numbers refer to the climate forcing (in W/ mz)
compared with that for the preindustrial era. Fossil fuels were assumed to supply any-
where between 478 and 1200 EJ by the year 2100, compared with 2014 global con-
sumption of 467 EJ [2,10].

If the low production estimates of the more pessimistic researchers prove accurate,
this would mean that RE would eventually be left with only one major competitor,
nuclear power. However, most think that global nonconventional resources of fossil fuels
are large (see, e.g., Refs. [2,9]). Such nonconventional resources—tar sands, oil shales,
and various forms of “tight” gas—have much lower energy return on energy invested
(EROI) values than conventional fossil fuels, and accordingly have much higher CO,
and other environmental costs, as well as higher economic costs per EJ of energy
delivered to the consumer. Such high costs will, unfortunately, not necessarily prevent
them being exploited. Nevertheless, fossil fuels are a finite resource; sooner or later the
world will need to shift to alternative energy sources.

As of mid-2016, despite much talk about the need to drastically limit CO, emissions,
consumption of fossil fuels, and with it their CO; emissions, are still growing [2].
Assuming that the annual supply of fossil fuels is adequate to meet the demand over the
coming decades, then only concerns about climate change (and, to a lesser extent,
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regional air pollution) will curb their use. But many see high consumption of fossil fuels
continuing even in a carbon-constrained world, because of two possible technological
solutions to the CO, emissions problem, carbon sequestration and geoengineering.

1.2.1 Carbon Sequestration

Two general approaches are possible for carbon sequestration: biological and mechanical.
With biological sequestration, the approach is to enhance soil carbon or carbon storage
in biomass, particularly by afforestation and reforestation. Since the carbon stored in
biomass is estimated to have fallen by around 45% over the past two millennia, such
carbon sequestration would merely help restore the status quo ante [11]. Bio-
sequestration is also thought to be fairly cheap compared with other carbon mitigation
alternatives; Marshall [12] gave a cost of $20—$100 per tonne of CO» captured, with a
potential of around three billion tonnes annually (3 Gt/year) (and as much as 6 Gt/year
for bioenergy carbon capture and storage (BECCS). Total fossil fuel carbon emissions in
2014 were 9.7 Gt, or 35.5 Gt of CO» [2].

Nevertheless, this approach faces two serious problems. The first is the question of
how much carbon could potentially be sequestered. Although Marshall suggests that
potentially several billion tonnes of carbon could be sequestered annually by the end of
this century, other researchers have suggested much lower potentials. Putz and Redford
[13] have argued that maximizing carbon storage may conflict with biodiversity con-
servation. Mature forests are better for biodiversity maintenance, but actively managed
forests can store more carbon.

Smith and Torn [14] regard estimates such as those of Marshall for biosequestration as
far too optimistic. They argue than even 1.0 Gt/year of carbon sequestration from
combined afforestation and BECCS would represent “a major perturbation to land,
water, nitrogen, and phosphorous stocks and flows.” The reason for their pessimism is
that only marginal land would be available, given humanity’s already high demands on
Earth’s net primary production (NPP). Such land would need major inputs of water and
fertilizer for the necessary biomass growth.

The second problem concerns the net climate change effects of such tree planting.
On the one hand, forest growth in all regions will draw down CO; from the atmo-
sphere, with positive climate mitigation benefit. But on the other hand, Keller et al.
[15] and Arora and Montenegro [16] have shown that increasing forest area in boreal
regions will lower the albedo of such regions, because tree foliage absorbs more
insolation than snow-covered ground. Climate forcing (in W/m?) is thereby raised.
Reforestation in tropical areas does not lower albedo, hence reforestation—or rather,
preventing further deforestation—should be a priority. Arora and Montenegro have
claimed that per unit area, tropical afforestation can give three times the warming
reductions compared with boreal or temperate region afforestation.
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Mechanical sequestration—carbon capture and storage (CCS)—can also take two
forms. First, capturing CO, from the exhaust stacks of large fossil fuel power plants or oil
refineries, followed by burial in, for example, disused oil and gas fields, or saline aquifers.
Second, direct air capture (DAC) of CO», again followed by burial. DAC is not limited to
national emissions, or even emissions from that year, and can be done anywhere,
although areas with good wind speeds will help CO» absorption. It can also usually be
carried out closer to CO; burial sites than is the case for exhaust stack capture. The
crucial disadvantage is that it is very energy intensive [17,18], because of the low CO»
concentration in ambient air. The 2011 report by the American Physical Society [19]
summed it up succinctly:

In a world that still has centralized sources of carbon emissions, any future deployment that relies
on low-carbon energy sources for powering DAC would usually be less cost-effective than simply
using the low-carbon energy to displace those centralized carbon sources. Thus, coherent CO,
mitigation postpones deployment of DAC until large, centralized CO, sources have been nearly
eliminated on a global scale.

The burial phase of mechanical sequestration is also not without its problems. Zoback
and Gorelick [20] concluded that: “(...) there is a high probability that earthquakes will
be triggered by injection of large volumes of CO; into the brittle rocks commonly found
in continental interiors. Because even small-to moderate-sized earthquakes threaten the
seal integrity of COj; repositories, in this context, large-scale CCS is a risky, and likely
unsuccessful, strategy for significantly reducing greenhouse gas emissions.” A further
problem with the long-term integrity of CO; storage is its potential conflict with
“fracking” for natural gas in shale formations. As Elliot and Celia [21] have pointed out,
CO; sequestration needs a deep permeable formation, overlain with an impermeable
one to provide a good caprock. Shale formations are ideal for this purpose, and
potentially provide a large storage capacity in the United States. However, they showed
that 80% of this storage capacity overlaps with “potential shale-gas production regions,”
and the fracturing of the shale for gas extraction would conflict with sequestration. Both
these papers have proved controversial, but mainly for the extent of the problems they
identify, rather than their existence.

1.2.2 Geoengineering

Geoengineering can be defined as the planned modification of the environment on a
very large scale, often globally. The idea is not new, but has received recent attention
because of the perceived urgent need to avoid dangerous climate change, and has even
been cautiously endorsed by the Royal Society in the United Kingdom [22]. Advocates
have stressed that conventional mitigation methods, such as energy efficiency im-
provements and greater use of nonfossil fuel energy sources, have not so far stemmed
CO; emissions. The most discussed form of geoengineering would mimic the cooling
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effects of major volcanic eruptions, such as Mount Pinatubo in 1991, and involves
placing sulfate aerosols in the lower stratosphere to increase Earth’s albedo. Marine cloud
brightening is an alternative strategy for increasing albedo. The albedo represents the
Earth-averaged percentage of short-wave insolation reflected directly back into space,
and is presently around 30%. By increasing Earth’s albedo, SRM can counteract the
global warming resulting from greenhouse gases (GHGs) absorbing and reemitting long
wave radiation back to the Earth’s surface. Since the term geoengineering is sometimes
taken to include large-scale biosequestration, we use the more specific term solar ra-
diation management (SRM).

SRM would produce a number of benefits. Because the aerosols would be rained
out within a year or so, continuous placement of aerosols—perhaps by using civilian
airliner flights or military aircraft—would be needed. But this is also an advantage of
aerosol placement, since if unanticipated side effects were discovered, the project could
be quickly terminated. Further, the temperature reduction benefits would appear
within a year, as happened with the Mount Pinatubo natural global cooling. Another
important benefit of this approach to SRM is its reported very low (annual) costs [23],
especially compared with other climate mitigation methods. SRM also retains the
benefits from CO; fertilization, which would be lost with CO; removal policies dis-
cussed earlier.

Nevertheless, there are a number of serious problems already recognized with SRM,
and perhaps also presently unknown ones. First, emissions of CO; increase the CO;
content of the oceans as well as that of the atmosphere. The result—which, unlike
climate change, is not contested—is the steady acidification of the ocean waters. This
acidification could inhibit, or at least slow, calcification in a variety of marine organisms,
such as coral and foraminifera [24]. Unlike carbon sequestration, SRM would not
address this problem. Second, climate forcing from CO; from fossil fuel combustion and
land use change would continue, but would be offset by matching aerosol placement.
However, if serious problems appeared with SRM, and the climate forcing offset was
terminated, temperatures would subsequently rise rapidly because of the sudden increase
in net climate forcing. Ecosystems would have difficulty adjusting to such unprecedented
rates of temperature change. Also, the low annual cost of SRM may be more than offset
by the need to continue aerosol placement for the lifetime of excess atmospheric CO»,
which could take until the year 3000 [25].

Third, with SRM, it may be possible to keep global average surface temperatures at
their present (or lower) level, or globally averaged precipitation, but not both [25]. It is
possible for example, that the Asian monsoons could be adversely affected, with grave
consequences in an already water-stressed world. Fourth, given the problems as well as
the benefits of SRM, there may well be intractable problems in obtaining global political
consensus for action. Some countries will gain net benefit, others net losses, from a global
SRM program, and so it is unlikely that the net losers will agree to SRM.
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A fifth problem is moral hazard. Because of the advantages of SRM—its low annual
cost, its short lead times for implementation, and the ability to rapidly terminate SRM if
serious unforeseen consequences arise—it could prove very attractive if other methods
fail to avert global climate change. Conventional mitigation, such as the replacement of
fossil fuels by RE, will be a slow and expensive process, if only because remaining fossil
fuel reserves would be deemed worthless. Also, successful mitigation requires concerted
effort by all large emitting countries. But global SRM could be implemented by one
group of countries, or even one major COUntry.

One response to the problems discussed is to limit SRM to certain regions, and at
certain times of the year only, with the aim of mitigating specific climate problems. Thus
the proposal to concentrate aerosol placement in the Arctic stratosphere, in order to
prevent further loss of sea ice and to arrest Greenland icecap melting. But modeling by
Tilmes et al. [26] concluded that: “A 4 times stronger local reduction in solar radiation
compared to a global experiment is required to preserve summer Arctic sea ice area.”
With the necessary high aerosol concentrations needed, the eftects would spread well
beyond the Arctic.

There are also proposals to limit SRM to within national boundaries, such as pro-
posals to paint urban roads and roofs white, cover deserts with reflective material, and
even change crop reflectivity, to increase local or regional albedo [22]. But even these
more modest measures will either have only minor global cooling potential, or will face
serious environmental problems. Given the remaining uncertainties, it would be unwise
to rely on this untried technology. As the National Research Council [25] put it:
“Intervening in the climate system through albedo modification therefore does not
constitute an ‘undoing’ of the effects of increased CO; but rather a potential means of
damage reduction that entails novel and partly unknown risks and outcomes.” Perhaps
for this reason the latest IPCC reports do discuss SRM in some detail, but unlike CCS,
do not include SRM in any of their future scenarios.

1.2.3 Discussion

The view of many official organizations, such as the EIA and the IPCC, is that fossil
fuels will continue to dominate global fuel supply for many decades. The implicit
assumption is that dwindling reserves (or very high extraction costs) will not limit
demand. But as Anderson [27] has stressed, CCS is an untested technology at the very
large scale needed, so it would be unwise to base future energy policy around it. At
present, only about 10 million tonnes of CO; are sequestered annually, whereas several
billion tonnes would be needed for CCS (or air capture) to be a major mitigation
technology. Since CO; capture from exhaust stacks can only offset around one quarter
of all GHG emissions [24], air capture would need to be deployed on a very large scale.
Its very high-energy costs would thus lead to an even more rapid depletion of fossil
tuels.
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S 1.3 NUCLEAR ENERGY

The first nuclear energy plants went online during the 1950s. After experiencing
fairly rapid growth in the two following decades, growth slowed after the Chernobyl
accident in 1986. In fact, nuclear energy’s share of the global electricity market peaked in
1996 at 17.6%, and by 2014 had fallen to 10.8% |[2], although this share can be expected to
rise a little as Japan restarts its reactors in the wake of the 2011 Fukushima accident. While
all of the 200 plus countries in the world use some fossil fuels, only 31 have nuclear power,
mostly countries in the OECD, although China, Russia, and India have important nuclear
programs. Hence in most countries, nuclear energy has zero share of the electricity
market, but at the other extreme is France, where its share is presently 78.4% |2].

What are the future prospects for nuclear energy? One view is that nuclear power
output will be limited by dwindling uranium supplies. Dittmar [28] has argued that even
modest growth in nuclear power output will soon be constrained. His forecast, based on
historical data from existing and former uranium mines, was that annual global pro-
duction will soon peak at around 58 kilotons (kt), and that by 2030 will have declined to
only about 41 kt. Output will not be enough to sustain even a modest growth rate of
nuclear power production of 1% annually, well below the forecast growth rate for global
electricity [7].

Other researchers envision either breeder reactors (perhaps using thorium) or even
fusion reactors overcoming any possible uranium fuel constraint [29,30]. World reserves
of thorium are thought to be around four times those for uranium [31]. Breeder reactors
were early on recognized as necessary to extend limited uranium supplies, as they can
convert the fertile isotope uranium-238 (U-238) into fissile plutonium-239, compared
with conventional reactors that can only use fissile U-235. (The U-235 isotope only
forms 0.7% of the naturally occurring uranium, with U-238 accounting for nearly all the
remainder.) In conventional “once-through reactors” using fuel enriched to around
2—4% U-235, about 99% of the potential energy content goes unused, as the current
plan is to bury the spent fuel rods after treatment.

However, experience with full-scale breeder reactors have shown that they are
difficult to operate. France’s 1200 MWe Superphénix breeder reactor only operated for a
decade at low reliability before being permanently shut down in 1996, and Japan’s Monju
reactor, after being shut down from 1995 to 2010, may not operate again [32].

Hopes for fusion energy are mainly placed in the International Thermonuclear
Experimental Reactor ITER) presently under construction in France, and financed by
a multinational consortium. But the date for completion remains uncertain after
repeated postponements, and costs have tripled since initial estimates, with further rises
likely [33]. And even if successful in its aims, it will still not demonstrate that com-
mercial fusion energy is feasible.
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Another reason why growth in growth nuclear output will likely be at a low level is
that the present reactor fleet is aging. According to an analysis by Froggatt and Schneider
[34]: “the unit-weighted average age of the world operating nuclear reactor fleet con-
tinues to increase and by mid-2014 stood at 28.5 years.” They further add that over 170
of the global 388-strong reactor fleet have run for 30 years or more, and 39 of these for
over 40 years. Thus, a substantial reactor-building program will soon be needed merely
to maintain nuclear power’s present output. Also, worldwide construction costs and
construction times appear to be rising.

Even official projections for nuclear power do not envision large growth rate increases.
The EIA [7] forecast that globally, nuclear output will increase by 2.4% and 2.6% annually
between 2010 and 2040 in the low and high economic growth cases, respectively. The
International Atomic Energy Association (IAEA) [35], an organization charged with
promoting nuclear energy, has forecast the share of nuclear energy in global electricity
production out to 2050. They envisaged this share rising from 12.3% in 2011 to between
12.8% and 13.9% by 2020, but thereafter declining to between 5.0% and 12.2% by 2050.
This decline may be in recognition of the aging reactor fleet discussed earlier. A third
forecast, based on the integrated assessment modelling by van Vuuren et al. [10] on the
four RCPs, showed nuclear power in the year 2100 supplying between 4.1% of global
energy in the worst case (RCP 6.0), and 11.3% in the most favorable case (RCP 8.5).

The most serious nuclear accidents so far have occurred in the United States (Three
Mile Island, 1979), the former USSR (Chernobyl, 1986), and Japan (Fukushima, 2011),
all technologically sophisticated nations. In each case, the accident had major re-
percussions for nuclear power worldwide. Given that some technically advanced nations
are phasing out their nuclear power programs, major global growth in nuclear energy
will necessarily mean programs in countries with lower nuclear expertise and regulation.
Nuclear power also must soon face the decades-old problem of waste disposal. The
conclusion that can be drawn from this brief survey is that nuclear energy cannot be
expected to supply more than its present share of global primary energy, and could supply
much less, given widespread public opposition.

S 1.4 RENEWABLE ENERGY

RE sources differ from their main competitor, fossil fuels, in several important
ways. The energy from fossil fuels resides in chemical bonds embodied in matter,
enabling fossil fuels to be stored above ground, or left underground until needed. On the
other hand, RE energy (except for bioenergy and to some extent for geothermal energy)
exists only as flows—so RE energy not used is lost forever, and with it the chance to
reduce carbon emissions. Also, RE sources, except for hydro, are estimated to have a
much lower EROI than present fossil fuels [36].
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However, RE has important advantages over fossil fuels. As shown earlier, there are
two major question marks over the future of fossil fuels. First, there are doubts about how
long present, let alone increased, production levels can be maintained at anywhere near
present unit costs. Secondly, their combustion produces the long-lived major GHG,
CO,, much of which will remain in the atmosphere for thousands of years [9]. As already
shown, technical fixes in the form of carbon sequestration and SRM face several serious
problems, probably explaining why neither has been taken up, although discussion on
both go back several decades. Finally, the combustion products NO,, SO,, and par-
ticulates produce serious air health problems, particularly in the densely populated
megacities of the world. While RE sources can also produce GHGs and air pollutants,
their emissions output per unit of energy are far smaller than for fossil fuels.

At first glance it might appear that rising use of RE on its own will not cut fossil fuel
use. Since 1960s, global RE output has grown in step with fossil fuel use [2]. But when
the experience of individual countries is examined, a different picture emerges. A
number of European countries, including Germany and the United Kingdom, have
experienced long-term declines in fossil fuel consumption along with rising RE output.
Nevertheless, the various RCP scenarios assumed that, globally, RE output would grow
in step with growth in both total energy and fossil fuel energy output, with fossil fuel
CO; emissions greatly reduced through CCS and especially BECCS [10,37].

1.4.1 Earth Energy Flows and Renewable Energy Potential

The energy potentially available to us in the form of RE comes from three sources: the
sun, Earth’s interior, and tidal energy (see Fig. 1.1). By far the largest is the low-
wavelength radiation from the sun. As already discussed, about 30% is reflected, un-
changed, back into space from our planet. The remainder, about 3.9 million EJ/year, or
3900 ZJ/year (Z] = zettajoule = 10" J), is absorbed by the land, oceans, and clouds. It is
this energy that ultimately drives the atmospheric circulation and hydrological systems,
and through photosynthesis, plant growth. The energy diverted to atmospheric circu-
lation is subject to a wide range of estimates, but for the entire atmosphere might be
1200 TW, or roughly 38,000 EJ/year [38]. Most of this energy is accounted for by the
high-altitude jet stream, and is not available (at least in the foreseeable future) as a human
energy source. About one-third of Earth’s insolation is diverted to drive the Earth’s
hydrological system [39]. However, the power of all the world’s river runoff is a vastly
smaller amount, about 3 TW or 95 EJ/year [40].

The second energy source is a result of the mutual gravitational attraction between
Earth and its much smaller but close-by moon, and to a lesser extent, between Earth and
the sun. This tidal energy amounts to about 76 EJ/year. Almost all of this energy is
dissipated in the oceans, and fortunately for us, mainly along coastlines.

The third energy source is internal to Earth. Geothermal energy is simply the residual
heat left over from the violent impacts involved in the formation of our planet around
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Figure 1.1 Simplified diagram of annual Earth energy flows. Modified from Moriarty P, Honnery D. Rise
and fall of the carbon civilisation. London: Springer; 2011; Trenberth KE. An imperative for climate change
planning: tracking Earth’s global energy. Curr Opin Environ Sustain 2009;1:19—27.

4.5 billion years ago, together with heat energy derived from the slow radioactive decay
of various isotopes of uranium, thorium, and potassium both in the Earth’s core and
crust. (The 235-uranium isotope also presently provides the fuel for nuclear fission
energy.) Compared with insolation intensity at the top of the atmosphere of 1366 watt/
square meter (W/m?), geothermal output averaged over the Earth’s surface is only about
0.08 W/m?> or about 1300 EJ/year. Fortunately, energy flows are much higher near
regions of high tectonic activity, such as plate boundaries.

In the very long term, all three energy flows are only temporary. The sun, a main
sequence star, will expand in volume to become a red giant in a billion years or so,
engulfing the Earth. Similarly, tidal energy is slowly decreasing, and will eventually fall to
zero when the moon and our planet become locked. Geothermal energy will likewise
eventually dwindle away; the primeval heat is slowly being lost from Earth, and the
radioactive elements are slowly decaying. But compared to fossil fuels, where the
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difference in remaining lifetimes between the “peak theorists” and the more optimistic
experts is measured in mere decades, these flows can be regarded as permanent.
Geothermal energy is a partial exception. Geothermal plants are more economical if the
accumulated heat in the field is “mined” at a rate faster than replenishment. Fields can
then take several decades to recover.

Compared with global commercial primary energy use in 2014 of 541.3 EJ [2], the
theoretical availability of the various RE sources, as just discussed, are very high. But a
series of constraints limit the amount of each RE source that can actually be tapped. The
first major constraint is that not all areas of Earth with suitable RE flows can be developed
for energy. The deep oceans, the ice caps and high mountain ranges are obviously un-
suitable, but some areas may be off-limits for various environmental reasons, while other
areas may simply be too distant from energy markets. Together, these land constraints
limit RE theoretical potential to the geographical potential |38].

Apart from the use of passive solar energy for space heating and cooling, and wind for
drying clothes and crops, Earth’s energy flows are not usually used in their crude form.
Instead, the natural flows are converted by devices such as photovoltaic (PV) cells or
wind turbines into more useful forms of energy, usually electricity. Such conversion is far
less than 100% efficient, entailing further energy loss. The energy that can be harvested
from the various conversion devices from geographically suitable areas using currently
available technology is termed the fechnical potential. Again, not all technical potential is
necessarily economic potential, which de Vries et al. [42] define as: “The economic po-
tential is the technical potential up to an estimated production cost of the secondary
energy form which is competitive with a specified, locally relevant alternative.” But as we
discuss in detail later in this chapter, large energy subsidies make economics alone a poor
guide for selecting energy types.

Many researchers have argued that the technical potential for RE is so vast that it will
not possibly constrain any conceivable global energy use level (e.g., Refs. [43,44]).
However, the published literature on the technical potential on the main RE types in use
today and for the foreseeable future—solar, wind, hydro, biomass, and geothermal—
show a range sometimes spanning two orders of magnitude [45—47|. Only for hydro-
electricity are estimates fairly tightly constrained at about 30—60 E]J.

Table 1.2 shows the upper and lower limits for technical potential reported for each of
the five leading RE types, as published since the year 2000. For geothermal energy, only
the electricity potential is shown, but estimates for the global technical potential for
lower temperature heat are very large, with estimates as high as 310,000 EJ. One of the
reasons for the large range in global RE potential is that few RE technical potential
estimates are based on EROI. The EROI is the ratio of the lifetime output energy to
input energy for RE device (for construction, operation, and maintenance over the life
of the project, and finally decommissioning), both measured in compatible units, for
example, primary energy units. The acid test for any new energy project is that the EROI
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Table 1.2 Range of Global Renewable Energy Technical Potential
Estimates (EJ)
Technical Potential

RE Source Range (EJ)
Biomass 27—1,500
Geothermal® 1.1-22
Hydro® 19—95
Solar” 63.0—15,500
Wind" 31.5—3,000

“Electric output.

Data from de Castro C, Mediavilla M, Miguel L], Frechoso E Global solar electric
potential: a review of their technical and sustainable limits. Renew Sustain Energy
Rev 2013;28:824—35; Lu X, McElroy MB, Kiviluoma J. Global potential for
wind-generated electricity. Proc Natl Acad Sci 2009;106:10933—8; Moriarty P,
Honnery D. What is the global potential for renewable energy? Renew Sustain
Energy Rev 2012;16:244—52; de Castro C, Mediavilla M, Miguel L], Frechoso E
Global wind power potential: physical and technological limits. Energy Policy
2011;39:6677—82.

must be greater than 1.0. If it is less, the energy project is an energy sink, not a net
addition to energy supply. Only in the development stage of a new energy source can an
EROI < 1.0 be tolerated.

The main conclusion from the data in Table 1.2 is that the technical potential for the
leading R E sources is not known with any accuracy. However, even the minimum values
for RE potential are many times the current RE annual production. Further, apart from
the biomass values in Table 1.2, the figures are for electricity, and should be multiplied by
2.6 |2] to better indicate potential in primary energy terms.

1.4.2 Present and Future Use of Renewable Energy

Table 1.3 shows the global RE electricity output from various sources for 1990 and 2012
in TWh. For completeness, it also includes the category “ocean energy”; at present,
nearly all of this is the output of the tidal power station on the Rance Estuary in France.
Although the growth in wind and solar energy has been rapid, hydro still dominates RE
electricity production, and will for decades to come. What are the prospects for the
various RE sources in the coming decades?

Although biomass has only minor electric power output, it dominates RE, with
perhaps 50 EJ worldwide, mainly fuel wood burnt at low efficiency in industrializing
countries. Along with oil, it is the only energy source that is used in virtually all
countries. But although many see a very large technical potential, its future is uncertain
because the human appropriation of the Earth’s terrestrial NPP (HANPP) is already very
large, with estimates as high as 40% [11]. As human population increases, and with it the
demand for food, forage for livestock, fibers (cotton, wool), and timber, HANPP can
only rise. Already, given the unprecedented high extinction rates, the natural world is
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Table 1.3 Global Renewable Energy Electric Output in 2012 (TWh)
Electric Output (TWh)

RE Source 1990 2012

Biomass 88.9 326.2
Geothermal 36.1 70.4
Hydro 2163.3 3663.4
Solar 0.4 104.5
Wind 3.6 534.3
Ocean 0.5 0.5
All RE sources 2292.8 4447.5

Data from BP. BP statistical review of world energy 2015. London: BP; 2015; Moriarty P,
Honnery D. Preparing for a low-energy future. Futures 2012;44:883—92; Electricite de France
(EdF). Worldwide electricity production from renewable energy sources, Fifteenth Inventory,
2013. http://www.energies-renouvelables.org/observ-er/html/inventaire/pdf/ 15e-inventaire-
Chap01-Eng.pdf.

under stress. Adding another heavy levy on NPP, in the form of bioenergy, will add to
this stress, and may even be counterproductive, in the sense of decreasing the absolute
levels of biomass available for humans [51].

Table 1.2 shows that optimistic estimates for geothermal electricity potential are still
small, although many times the existing output from the 45 countries that presently
operate geothermal electricity plants [52]. The real potential lies in direct use of
geothermal heat, which has a very large potential, and is available in many more
countries. Hydro is already heavily exploited, with few suitable sites left in OECD
countries; most of the remaining potential is in Asia, Africa, and South America. Already
about 125 countries have hydro plants [52]. Although to a lesser extent than biomass,
hydro development can also be at the expense of other ecosystem services [53,54]. In any
case the total technical potential is probably no larger than about 30 EJ.

Wind turbines presently operate in around 100 countries, and many more have at
least some technical wind potential [52]. Wind turbines are available in several standard
sizes, and wind farms can also vary in size, from a single turbine to several hundred. They
can thus be utilized by countries with small grids, or even by single households. Another
advantage of wind energy is that it is compatible with some existing land uses, such as
crops or grazing. Their biggest disadvantage, which they share with solar energy, is the
intermittent nature of their output. Ways of overcoming this problem are discussed in the
next section.

Modern solar energy conversion devices are a relatively recent addition to electricity
production (Table 1.3), but output is growing very rapidly. Although solar thermal
energy conversion (STEC) is only suitable at utility scale, PV cells can be installed as large
arrays by utilities with 100 MW or more output, or by individual households, with
output measured in kW. Germany is a leader in rooftop PV installations. Together with a
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storage battery, they are also very useful for oft-grid households, such as the majority of
tropical African households.

So far, we have only considered active solar energy, the type delivered by dedicated
conversion devices, such as PV cell arrays or solar hot water heaters. But passive solar
energy is an important, if relatively neglected, RE source with high technical potential
and low costs. It can be used for heating and cooling buildings, and for lighting. Solar
heating and cooling have been used for millennia, and are most effective if they are
incorporated into the design of buildings and the selection of building materials.
However, some passive solar heating and cooling practices can be back fitted to existing
buildings. Similarly, solar lighting can be as simple as drawing the curtains in a room in
the morning, but light can also be channeled to illuminate interior rooms with no
windows, such as in commercial buildings. It is often difficult to separate out passive solar
energy from building energy conservation. In any case, to be eftective, it requires the
active participation of the occupants in opening and closing doors, windows, and sun
shades at appropriate times.

‘What do official projections see as the future for RE in the coming decades? The four
R CPs considered by van Vuuren et al. [10] foresaw all RE primary energy growing to
between roughly 135 EJ to 335 E]—but only by the year 2100. Their share of global
primary energy would then be between about 16% (RCP6) and 37% (RCP2.6). These
low absolute and % values for RE occur because of the major emphasis the RCP sce-
narios place on CO; removal through CCS and BECCS.

1.4.3 Coping With Intermittent Renewable Energy Sources

[t is generally agreed that the greatest technical potential for RE lies with solar and wind
energy. But these two energy sources, along with wave energy (if ever commercialized),
are intermittent sources of energy, which could represent a barrier to their large-scale
uptake in electricity grids. Electricity grids have always had to deal with variable
demand—for instance, demand is much lower late at night than in the mornings or early
evenings. They cope with such fluctuations by having standby power units of known
output, which can be rapidly brought on line to meet rises in load. But intermittent
electricity adds a further uncertainty—this time on the electricity supply side.

There are several ways of overcoming such intermittency as wind and solar inevitably
assume progressively larger shares of electricity in a given grid. One approach is simply to
build overcapacity, so that even during low periods of wind and/or insolation, there is
sufficient power to meet demand. But such an approach is wasteful, as electricity will
have to be discarded at times of peak intermittent RE output. Another approach tries to
avoid this waste by expanding the grid, both to include more nonintermittent electricity
sources, such as hydroelectricity, but also to help even out the fluctuations from wind/
solar by drawing on a wider area. Chatzivasileiadis, Ernst and Andersson [54] have
discussed the Desertec proposal, which envisaged bringing both solar and wind energy
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thousands of kilometers from the deserts of North Africa and the Middle East to Europe.
Apart from the cost, another disadvantage with this proposal is the question of energy
security for European countries. Seboldt [55] has even proposed a truly global grid
spanning both northern and southern hemispheres and the various time zones. This
approach would even out seasonal and diurnal insolation fluctuations, but energy se-
curity and cost problems would remain.

Another method for dealing with intermittency is energy storage. Pickard [56] has
argued that an RE electric grid will need very large storage capacity. California, a leader
in RE electricity, has even mandated that the state must have 1.32 GW of storage capacity
by the year 2020 [57]. Storage could take the form of pumped hydro storage, compressed
air, batteries, and even conversion to another energy carrier, such as hydrogen. Some
storage of intermittent RE cannot be avoided even with a global grid, because not all
final energy demand is for electricity—aircraft and freight ships cannot be feasibly run on
electricity. Converting intermittent electricity to hydrogen or methanol to fuel such
uses, followed by storage and transport to final users, will also entail high energy costs.

Grid expansion and energy storage (or, alternatively, the need for backup fossil fuel
energy) are to some extent substitutes. Steinke et al. [58] looked at the trade-ofts between
the two for a 100% intermittent RE electricity grid in Europe. They found that a
European-wide grid expansion could cut the backup energy needed from 40% to 20% of
annual electricity consumption. Only for a truly global grid (or satellite solar power
transmitted to Earth receiving stations [55]) could the need for energy storage or backup
power for the electricity grid be completely avoided. Finally, because of the intermittent
nature of power output, transmission lines for RE must be of higher capacity than those
for fossil fuel power of the same output [59].

S 1.5 PROSPECTS AND POLICIES FOR RENEWABLE ENERGY

Previous sections have characterized the situation for rivals to RE in the global
energy market, and argued that the futures for both fossil fuels and nuclear energy are far
from certain. We then discussed the technical potential of RE, as well as some of its
advantages and disadvantages. In this section, we look at policies that, if adopted, could
best aid a more rapid uptake of RE globally. We argue that by far the most important
action would be to remove the vast subsidies presently given to fossil fuels.

1.5.1 Fossil Fuel Energy Subsidies Must Be Cut

As mentioned earlier, all energy sources receive subsidies, sometimes very heavy ones,
depending on the country and the fuel type. But present subsidies for alternative fuels
pale beside the global subsidies for all fossil fuels as calculated by the International
Monetary Fund (IMF) for 2015 [60]. The IMF considers two types of subsidies. The
more easily calculated type consists of consumer subsidies defined as the difference
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between the international price and the price charged to the consumer; the IMF esti-
mates this subsidy at less than 20% of the total. Most of this subsidy went to consumers in
the oil-exporting countries themselves. Darmstadter [61] has pointed out that in
Venezuela, motorists were recently paying only 10 cents per gallon (2.6 cents/liter) for
petrol.

The second, larger, but less well-defined, subsidy consists of negative externalities
that energy use inflicts on society and the environment (such as the health effects of air
pollution, or the cost of CO; emissions), and accounts for over 80% of the total. The
breakdown of these subsidies are shown in Table 1.4. The total subsidy amounted to
6.5% of global gross domestic product, even with the large drop in energy prices in 2015.
But large as these values are, they may still be underestimates. As an example of a less
obvious subsidy that could be considered, Delucchi and Murphy [62] looked at the
reduction in just the US military expenditures that would be possible if there were no oil
in the Persian Gulf states, and found that roughly $27—$73 billion (2004 values) per year
could be saved in the long run.

The costs of climate change impacts from fossil fuels may even be underestimated in
the IMF study. The values calculated there for the negative externalities from fossil fuel
CO; emissions (the social cost of carbon (SCC) in US$ per tonne carbon) used the values
from the US government Interagency Working Group on Social Cost [63]. This
Working Group estimated that “a tonne of carbon dioxide emitted now will cause future
harms worth US$37 in today’s dollars” [64]. However, the latter authors and others (e.g.,
Refs. [65—67]) have criticized such values as being far too low. Indeed, Ackerman and
Stanton [65] have argued that values of SCC of $1000 or even much higher could easily
be justified. If this were the case, SCC would dominate the total cost of negative ex-
ternalities, and total subsidies overall would rise steeply.

Subsidies to nuclear and RE were not considered in the IMF study. Nuclear energy
subsidies were fairly small in 2015. However, in the past, nuclear power received very
large subsidies, which were vital for its commercial introduction. According to a study by
Ward [68] “it is estimated that the US nuclear energy sector received financial support to
the tune of $15.3 per kWh in the first 15 years of its development (1947—1961),

Table 1.4 Estimated Subsidies to Fossil Fuels, 2015 (US $)

Energy Type Subsidy US $ Billions % of Total Subsidy
Coal 3147 59.4

Oil 1497 28.2

Natural gas 510 9.6

Electricity 148 2.8

All energy 5302 100

Data from Coady D, Parry I, Sears S, Shang B. How large are global energy subsidies? IMF Working
Paper WP/15/105; 2015. Available at: https://www.imf.org/external/pubs/ft/wp/2015/
wp15105.pdf.
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compared to wind energy, which received just $0.46 per kWh in its first 15 years.” US
support for the nuclear energy was thus around 30 times the rate for wind energy.

One possible defense of consumer energy subsidies is that it promotes equity. But as
Edenhofer [69] has stressed: “Energy subsidies are typically captured by rich households
in low-income countries and do little to support the poor.” Similarly for the indirect
subsidies: climate change impacts of fossil fuel use will heavily impact low-income
communities [70], and urban air pollution, largely from fossil fuel combustion, is like-
wise more serious in lower-income areas [71].

The most important point about these huge energy subsidies is that they lead to
massive overuse of energy in general. If consumer prices were not subsidized, and the full
health and environmental (e.g., global climate change) costs were met by users, global
energy use would be far smaller. In other words, it does not particularly matter if RE
cannot meet present (or future projected) global energy levels. RE will in future be the
major energy source (in terms of energy share) partly by absolute growth in RE output,
but also by a rapid reduction in fossil fuel use. The most important energy policy—and one
that would be of the largest benefit to RE—would be the removal of fossil fuel subsidies.

1.5.2 Policies Needed to Support Renewable Energy

Unruh [72] has introduced the notion of carbon “lock-in,” the idea that, as he puts it:
“industrial economies have become locked into fossil fuel—based energy and trans-
portation systems through path-dependent processes driven by technological and
institutional increasing returns to scale.” A 2010 insight on carbon lock-in is provided by
Davis et al. [73]. They calculated the cumulative CO» emissions emitted if all fossil fuel
power stations and vehicles operating in 2010 continued in use until their economic lives
ended. Their estimates centered on roughly 500 Gt of CO,, about 14 times the 35.5 Gt
emitted by all fossil fuels in 2014 [2]. At the least, drastic reductions in fossil fuel use
would entail the premature retirement of much of the fossil fuel power stations and
vehicle fleets.

Fossil fuel energy subsidies will probably not be heavily reduced any time soon, given
not only the carbon lock-in just discussed, but also the vested interests and economic
power of fossil fuel producers. Another factor is the popularity of direct fuel subsidies to
consumers, such as low petrol prices for motorists. We have already discussed the high
subsidies for nuclear power in its early years. Promotion of RE will inevitably require
some subsidies if it is to become the dominant energy provider. Koseoglu et al. [74] have
grouped the vast number of the various specific policies possible into two general
approaches:

* market instruments for encouraging greater RE use, the approach favored by

Germany and many other countries;

* emphasis on, and support for, R&D for RE, the approach favored in California and
some other US states.
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However, most countries use a mix of policies to support RE growth, and further, vary
in the level of direct government control.

Germany, aleader in RE, has relied heavily on feed-in tariffs, which vary for different
forms of RE. They are much higher for oft-shore than for on-shore wind electricity,
reflecting its higher costs. Support for PV electricity was in turn nearly five times higher
in 2009 than for on-shore wind, perhaps because insolation levels in Germany are
relatively low. The German experience is considered as eftective in supporting rapid RE
growth, but not very cost-effective. There is also the danger of “technological lock-in”
with technology-specific tariffs. As an alternative to supporting RE market applications,
as in Germany, governments can also subsidize R&D for RE. Koseoglu et al. found that
supporting R&D was a better use of scarce resources for immature (and rapidly devel-
oping) RE technologies. For more mature technologies, such as hydro, however, this
approach will be of limited effectiveness.

In China, and to a lesser extent in other lower-income countries, the clean
development mechanism (CDM) has been important in encouraging the growth of
RE. The CDM allows these countries to offset the CO, emissions from industrial
countries. It has been criticized for being relatively ineftective, insofar as in many cases
the low-carbon projects (such as hydroelectricity projects) would have been under-
taken in any case. Others, like Newell [75], have gone much further, and argued that
market mechanisms, such as carbon markets, will only have limited success in reducing
carbon emissions.

There are evidently advantages and disadvantages with each of the approaches used,
and no global recommendation is possible; it can and should vary from country to
country, depending, among other factors, on the particular RE source involved and level
of technological development in the country. PV cell arrays and solar water heaters have
been installed on the roofs of millions of private residences worldwide. Similarly,
geothermal heat pumps are rapidly expanding in use in many countries. But private
residences cannot install a hydro, STEC, or geothermal plant. Different support is
needed for households compared with utility-scale plants.

The support needed for bioenergy is likewise very different in low-income countries
compared with high-income countries. Firewood and crop residues are the cheapest fuel
in poor countries, which explains their very high level of use, even if this level of use is
environmentally unsustainable. Incentives are needed, not to encourage but to reduce this
form of bioenergy use, through the widespread use of more fuel-efficient cooking stoves.

1.5.3 Which Sources of Renewable Energy Should Be Supported?

There are a very large number of possible sources of RE, apart from the five most
commonly used. These include:

* ocean thermal energy conversion (OTEC);

* ocean currents;
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* wave energy;
* tidal energy;

* higher altitude wind energy collected from turbines on air balloons or even kites;

* osmotic energy at the fresh water/salt water interface at river estuaries.

The question arises as to whether to support these RE sources in hopes of a break-
through, or to avoid spreading limited R&D resources too thinly, and concentrate on
improving the mainstream RE types. Sometimes, novel energy sources can be ruled out,
at least as major energy sources, by using energy analysis.

For example, OTEC will have a thermal efficiency of only 3—4% [76], given that the
temperature difference between tropical surface waters and ocean depths is at most
around 20°C, and a 1000-m pipe will be needed to draw up deep colder water as a heat
sink. It is possible that small-scale OTEC plants, with distilled water as a coproduct,
could be feasible at coastal locations on small islands. However, for large-scale energy
production, the OTEC plants would need to move over the ocean to maintain a tem-
perature differential, and the electricity generated converted into an energy carrier, such
as ammonia or hydrogen, stored, and periodically shipped to shore. When these con-
version, storage, and transport energy costs are considered along with the low Carnot
efficiency, it is doubtful that any net energy would result.

However, it is possible to select which RE types should be generally supported. Solar
energy is the obvious candidate, for two important reasons. First, it has by far the highest
technical potential of any RE source. Second, there are likely to be further technical
breakthroughs, not only leading to reduced production costs for existing PV cell types,
but also to novel PV materials. As for other new RE technologies, it will be important to
choose materials (as well as installation sites) that do not compromise environmental
sustainability in general [46,77,78].

For RE to be a major force in energy production, the intermittent RE sources, wind,
solar, and perhaps wave energy, will need to supply most RE. But, as we have seen, this
will inevitably mean that large amounts of energy storage will be needed. Conversion of
intermittent RE electricity to an alternative energy carrier, such as hydrogen or
methanol, then storage, followed by reconversion to electricity, will greatly reduce the
net energy output from these sources, and hence lower the EROI and raise costs. Other
approaches are of course possible if the output is also to be electricity, such as pumped
hydro and battery storage. The scope for further conventional pumped storage is
low [56].

A large variety of battery types are being investigated, with lithium batteries the most
popular for consumer electronics and electric vehicles. Lemmon [57] has argued that
“(...) batteries cannot provide rapid (less than a second) high-power responses and supply
energy for long periods. Batteries degrade and are expensive to replace.” Instead, he
argued for new types of fuel cells that “can be modified to store energy and produce
liquid fuels, such as methanol, thanks to breakthroughs in materials and designs.” But
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Soloveichik [79] has argued that flow batteries can overcome many of the problems of
other batteries, such as limited life, even if they are not suitable for mobile applications.
As with different RE sources, it is likely that different applications will need different
energy storage systems.

1.6 DISCUSSION

As output of RE rises to make it the dominant energy source, it may prove
necessary to move away from the fossil fuel—era idea of energy available in any desired
amount, at any time, at any place. Demand management of energy is not new: for many
decades oft-peak energy (usually at night) has been cheaper than peak rates. With the
advances in information technology, it is now possible to price electricity according to
instantaneous supply. Further, some load-shedding is possible at times of low supply
without causing disruption to domestic users. For example, freezers, refrigerators, and
hot water systems can be turned off for limited periods without any ill effects.

But we may need to go well beyond this and change policies not directly connected
to the energy sector. Future RE potential may well be located at sites remote from
existing grids. One possibility is to move some industries to these locations, as is already
done with aluminum smelters, sometimes being located near cheap hydropower. Pop-
ulation growth could also be encouraged in these areas. This shift would be especially
valuable for low-temperature geothermal heat energy, which has a very large global
potential. The problem is that it is neither energetically nor economically feasible to pipe
such heat more than a few kilometers. In the United States at least, such geothermal heat
(mainly in the western Rocky Mountain states) is poorly matched to population [80].

The climate change problem will need to be decisively tackled in the coming decade
or two. We have argued that attempts at “greening” fossil fuels through CO; capture are
likely to be marginal, or in the case of geoengineering, unlikely to be attempted at all.
There will probably be a large mismatch between the rate at which fossil fuel use will
have to be reduced, and the maximum rate at which RE can be introduced as
replacement energy. At present, except for solar energy, which is still growing expo-
nentially from a small base, all other RE sources are at best growing only linearly [2]. RE
sources will likely only come to dominate the future energy mix if absolute global energy
levels are greatly reduced.

GLOSSARY

BECCS Bioenergy carbon capture and storage
CCS Carbon capture and storage

CDM Clean development mechanism

CO, Carbon dioxide

EdF Electricite de France

EIA Energy Information Administration (US)
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Environmental Impact Assessment
of Different Renewable Energy
Resources: A Recent Development

M.M. Rahman, S. Salehin, S.S.U. Ahmed and A.K.M. Sadrul Islam

Islamic University of Technology, Gazipur, Bangladesh

S 2.1 INTRODUCTION

Energy is the prerequisite for sustainable development of the modern civilization.
Global energy demand is expected to grow by 36% for the year 2011—30 with a share of
88% from the nonrenewable (e.g., oil, natural gas, and coal) energy resources [1].
According to 2014 data, in the United States, the electricity sector and the transportation
sector consumed 39% and 27% of the total energy, respectively, and most of the energy
comes from petroleum with a share of 35% and natural gas with a share of 28%,
respectively [2]. The electricity sector was the major greenhouse gas (GHG)—emitting
sector followed by the petroleum and natural gas sector, and the petroleum refinery
sector, respectively [3]. In 2014, world’s electricity production was 22,433 terawatt-
hours (TWh) and the shares of coal, natural gas, hydroelectric, nuclear, and liquid fuel
were 39%, 22%, 17%, 11%, and 5%, respectively [4]. Fossil fuel—based energy sources are
depleting, and combustion of fossil fuels releases harmful GHGs into the atmosphere
resulting in global warming and ozone layer depletion. Global CO; emission was
increased by 78% from the year 1981—2011 and will increase by 85% from year 2000—30
[1]. Ditferent policy regulations have come into play to reduce GHG emissions by
encouraging the use of more and more alternative sources, such as renewable energy
sources. Renewable energy sources—solar, wind and hydro power, geothermal, biomass,
and so on—are now considered as sustainable alternatives. In 2014, renewable sources
accounted for about 24% of the world’s total energy generation 4], and by the year 2070,
the share will be increased to 60%.

People already know the environmental impacts of fossil fuel—based electricity gen-
eration. However, there is limited number of studies to present the environmental impacts
of electricity generation from renewable sources. Although the renewable energy sources
have no/very little operational GHG emissions, a large amount of energy is required to
manufacture the parts of the renewable energy systems, which will ultimately produce
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GHG emissions. Hence, there is a need of clear understanding of how much cleaner these
sources are compared to conventional sources of energy generation.

2.1.1 Life Cycle Assessment

Life cycle assessment (LCA) is a tool to quantify the energy usage and environmental
impacts associated with all the stages of a product or system throughout its whole life-
time. Fig. 2.1 represents the framework of LCA. There are four stages of LCA—goal and
scope definition, inventory analysis, impact assessment, and interpretation.

For conducting an LCA, it is very important to define the goal and scope of the study,
functional unit, and system boundary, which is the first stage of the LCA. The second
stage is inventory analysis, which involves quantifying the materials and resources
flowing throughout the lifetime of a product or a system. Impact assessment involves
categorizing and aggregating the resource consumption and emissions for different
environmental problems, such as global warming potential (GWP), land use, water use,
acidification, ozone layer depletion, and so on. The function of interpretation stage is to
make conclusions that are consistent with the defined goal and scope. With the findings
from the interpretation phase, the improvement potential can be found to lower the
environmental impacts.

LCA has become an extremely useful method to assess the environmental impacts of
renewable energy technologies. It is a common understanding that power generation
from renewables is free of GHG emissions. There is no/very little operation emissions
associated with these technologies as they are free from fossil fuel use. Manufacturing and
transportation of different parts of the systems, installation, decommissioning, and
recycling involve energy use that ultimately results in GHG emissions. In this chapter, an
extensive review of LCA of different renewable energy technologies—solar photovoltaic
(PV), wind, biomass, biogas, hydro, and geothermal—has been presented along with the
LCA of biomass for biodiesel production. At the end of this chapter, some LCA results of
fossil fuel—based power generation technologies—diesel, natural gas, coal, and so

on—have been presented for comparison purpose.

==
il

Figure 2.1 Life cycle assessment framework. Adapted from ISO 14040: Environmental management—
life cycle assessment—principles and framework. 2006.
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S 2.2 LIFE CYCLE ASSESSMENT OF SOLAR PHOTOVOLTAIC SYSTEM
2.2.1 Methodology

Solar PV cells convert the sunlight into direct current (DC). Semiconducting materials
are used to manufacture PV modules. Photons from the sunlight reach the surface of the
semiconducting materials and trigger electrons to produce electricity. There are different
types of PV modules—monocrystalline silicon (mono-Si), multicrystalline silicon
(multi-Si), amorphous silicon (a-Si), CIS thin film (CIS), and CdTe thin film (CdTe).
The sun is a huge source of energy; the PV system is one of the most widely used
technologies to harness energy from the sun. A solar PV system is thought of as a clean
technology for energy generation. However, manufacturing of solar PV modules
involves energy consumption. And some people think that energy consumption in
manufacturing PV modules is larger than the energy production by the modules
throughout its entire lifetime [6]. Hence, there is a necessity of transparently quantifying
the energy use and the resulting GHG emission of a solar PV system used for electricity
generation. Two different indicators—energy payback time (EPBT) and GHG
emission—have been used to check the performance of solar PV systems. EPBT of a PV
system can be defined as the time (number of years) required producing the same amount
of energy that is consumed throughout its lifetime. Energy is utilized at different stages of
a PV system. EPBT can be calculated using Eq. (2.1), where Ejo (M]) is the total
amount of primary energy required throughout its lifetime to produce the PV modules,
battery, inverter, supporting structure, cable, transportation, installation, maintenance,
and decommissioning of the system, and Equgpue (M]) is the amount of energy produced
by the system in a year [6]:

Einput

EPBT = 2.1)

output

GHG emission (g-CO2eq/kWh) can be calculated using Eq. (2.2), where GHGgystem

(g-COseq) is the total amount of GHG emission throughout the entire life of the system

(emission from manufacturing different components of PV system, installation,

transportation, decommissioning, recycling, and so on) and E, (kWh) is the total
electricity produced throughout the lifetime of the system [6]:

GHGsystem
Etotal

GHG emission = (2.2)

The lifetime of a solar PV system usually varies from 20 to 30 years |7]. The EPBT
and GHG emission depend on the energy consumption to manufacture various
components, and electricity production, which are ultimately dependent on various
factors—module type, conversion efficiency, manufacturing process, type of supporting
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structure, installation location (ground-mounted or rooftop), location, and so
on. Table 2.1 represents the location, module efficiency, and lifetime of various types of
solar PV modules considered in difterent studies in the existing literature.

Various studies have been conducted to quantify the energy consumption to
manufacture solar modules. Mono-Si PV modules have the highest conversion efficacy,
but consume much more energy than the other types [6]. The main stages to manu-
facture Si-based PV modules (mono-Si, multi-Si, and a-Si) are quartz reduction,
metallurgical-grade silicon purification, electronic silicon or solar-grade silicon pro-
duction, mono-Si or multi-Si crystallization, wafer sawing, and cell production [27].
Due to the higher cost and higher energy intensity of Si-based modules, people have
started to manufacture thin-film solar modules that use less material and energy.

Table 2.1 Location, Module Efficiency, and Lifetime of Different Types of Photovoltaic Modules

Module Type Location Efficiency (%) Lifetime (years) References
Mono-Si UK 12 20 [8]
Mono-Si Japan 12.2 20 [9]
Mono-Si South European 13.7 30 [10]
Mono-Si South European 14 30 [11]
Mono-Si Switzerland 14 30 [12]
Multi-Si South European 13 25 [13]
Multi-Si Japan 11.6 20 [9]
Multi-Si South European 13 30 [14]
Multi-Si Gobi Desert of China 12.8 30 [15]
Multi-Si Italy 10.7 30 [16]
Multi-Si South European 13.2 30 [11]
Multi-Si USA 12.9 20 [17]
Multi-Si Switzerland 13.2 30 [12]
a-Si USA 5 25 [18]
a-Si Northwestern European 6 — [19]
a-Si South European 7 30 [14]
a-Si Switzerland 6.5 30 [12]
a-Si USA 6.3 20 [17]
CdTe Northwestern European 6 - [19]
CdTe Japan 10.3 20 [20]
CdTe USA 9 30 [21]
CdTe South European 9 30 [11]
CdTe Switzerland 7.1 30 [12]
CdTe South European 9 20 [22]
CdTe South European 10.9 — [23]
CdTe Europe 10.9 30 [24]
CIS Switzerland 10.7 30 [12]
CIS South European 11 20 [22]
CIS China 1 30 [25]

CIS China 11 — [26]
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Table 2.2 shows the energy consumption to manufacture mono-Si, multi-Si, a-Si, CIS,
and CdTe modules.

The variation of energy requirements is due to the variation in assumptions, energy
mix, and manufacturing processes used in different studies. Most of the LCA studies
found in the public domain are based on the LCA of mono-Si or multi-Si modules for
power generation.

An LCA of a 4.2 kW, standalone solar PV system was conducted in Spain by Garcia-
Valverde et al. [28]. The system considered in the study was a rooftop mono-Si solar PV
system. Fig. 2.2 depicts the system boundary used in the study by Garcia-Valverde et al.
[28]. Transportation, supporting structure, and copper cables were also kept within the
system boundary.

A similar kind of study was conducted by Kannan et al. [29] for Singapore. The
authors considered a 2.7 kW, grid-connected mono-Si solar PV system. On the other
hand, Sumper et al. [30] assessed a 200 kW rooftop PV system with polycrystalline
silicon modules for Catalonia, Spain. The same methodology (according to LCA
framework) was used in these studies. There is very limited data for the energy con-
sumption in manufacturing the balance-of-system (BOS), such as battery, inverter,
charge controller, cable, supporting structure, and other accessories. The energy
consumptions for various components used in these studies are represented in Table 2.3.

Transportation and installation usually require very little amount of energy. It is very
difficult to trace the amount of energy that is consumed for the installation purpose.
Transportation energy requirement can be calculated using the transportation distance and

Table 2.2 The Range of Energy Requirements (MJ/m?) to Manufacture Various Solar Photovoltaic
Modules
Module Type Mono-Si Multi-Si a-Si cls CdTe

Energy requirement 2860—5253 2699—5150 710—1990 1069—1684 790—1803
(MJ/m?)

Adapted from Peng J, Lu L, Yang H. Review on life cycle assessment of energy payback and greenhouse gas emission of
solar photovoltaic systems. Renewable and Sustainable Energy Reviews 2013;19:255—74.
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Figure 2.2 Life cycle assessment system boundary. Adapted from Garcia-Valverde R, Miguel C, Marti-
nez-Béjar R, Urbina A. Life cycle assessment study of a 4.2 kW p stand-alone photovoltaic system. Solar
Energy 2009,83:1434—45.
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Table 2.3 The Energy Consumption for Various Components Used in the Earlier Studies in Literature

Component Garcia-Valverde et al. [28] Kannan et al. [29] Sumper et al. [30]
Photovoltaic module 1.583 MWh,,/m>" 16 MWhg,/kW,, 459 x 10° MJ
Al module frame 41.7 KkWhe,/kg”, Value taken from GEMIS® —

2.08 kWhyg,/kg"
Charge regulator 277 kWhy,/kW — 10.96 x 10" MJ"
Inverter 277 kWhy,/kW, 0.17 MWh/kW,, 3.02 x 10* MJ

Lead-acid battery 331 kWhy,/kWh", — —
242 kWhy,/kWh"

Supporting structure  9.72 kWhy,/kg", Value taken from GEMIS® —
2.5 kWhy,/kg™
Cables 19.44 kWhy,/kg", — —

13.9 kWhy,/kg™"

*Frameless module was considered. Ten percent of the module weight was considered as the aluminum frame. Recycling
for aluminum frame was considered as 35% for Spain [28].

PNew materials.

“Recycled materials.

950% of the lead-acid batteries are recycled.

“90% of the steel are recycled.

f43% of the copper cables are recycled.

SGEMIS, 2002. Global emission model for integrated systems, GEMIS 4.1 Database (September 2002), Oko-Institut
Darmstadt, Germany.

"Energy requirements for BOS excluding the inverter.

the energy intensity (M]/t-km) of transportation medium. The energy requirement of the
system must be amortized over the lifetime of the individual components. The electricity
production can be found experimentally over the total lifetime (i.e., 20 or 30 years) of the
PV plant. Also the amount of electricity generation can be calculated using Eq. (2.3),
where El (kWh) is the amount of electricity produced throughout the plant’s life, E (kWh/
m?>/year) is the amount of solar radiation received by the selected location, M, and 7, are
the efficiencies of the PV modules and inverter, respectively, A (m?) is the total area
covered by the modules, and L (year) is the total lifetime of the PV system:

El = Exm,xmn.xAXL (2.3)

The energy consumption is multiplied with the emission factors to get GHG
emissions. Thermal energy can be converted to electrical energy with a thermoelectric
conversion efficiency of 35% [28]. Table 2.4 represents the emission factors (EF) used in
the study by Garcia-Valverde et al. [28].

2.2.2 Life Cycle Assessment Results of Solar Photovoltaic System

The energy consumption, EPBT, and GHG emission are very much specific to the
location under study. There is a wide range of these performance indicators observed
among the studies in the public domain. The EPBT and GHG emission obtained from
different studies are furnished in Table 2.5.



Environmental Impact Assessment of Different Renewable Energy Resources: A Recent Development

Table 2.4 Emission Factors for the Elements Used in the Solar Photovoltaic System
Production From New Production From Recycled
Component Materials Materials Recycling Process

Multi-Si module  93.6 g-CO,/kWhy, — —

Al frame 14.6 kg-CO»/kg 0.73 kg-COy/kg 0.73 kg-CO,/kg

Charge regulator  93.6 g-CO,/kWhy, — —

Inverter 93.6 g¢-CO,»/kWhy, — —

Lead-acid battery ~ 93.6 g-CO,/kWhy, 93.6 g-CO,»/kWhy, 0.16 g-CO,/kg

Supporting 2.82 kg-CO,/kg 0.45 kg-CO,/kg 0.45 kg-CO,/kg
structure

Cable 5.57 kg-COy/kg 3.98 kg-CO,/kg 3.98 kg-COy/kg

Adapted from Garcia-Valverde R, Miguel C, Martinez-Béjar R, Urbina A. Life cycle assessment study of a 4.2 kW p
stand-alone photovoltaic system. Solar Energy 2009;83:1434—45.

Table 2.5 Life Cycle Assessment Results Obtained From Different Studies
GHG Emissions

Module Type Location EPBT (years) (g-CO,eq/kWh) References
Mono-Si UK 7.4—12.1 - (8]
Mono-Si Japan 8.9 61 (9]
Mono-Si South European 2.6 41 [10]
Mono-Si South European 2.1 35 [11]
Mono-Si Switzerland 3.3 - [12]
Multi-Si South European 2.7 — [13]
Multi-Si Japan 2.4 20 [9]
Multi-Si South European 3.2 60 [14]
Multi-Si Gobi Desert of China 1.7 12 [15]
Multi-Si Italy 33 — [16]
Multi-Si South European 1.9 32 [11]
Multi-Si USA 2.1 72.4 [17]
Multi-Si Switzerland 2.9 — [12]
a-Si USA 3 - (18]
a-Si Northwestern European 3.2 — [19]
a-Si South European 2.7 50 [14]
a-Si Switzerland 3.1 — [12]
a-Si USA 3.2 34.3 [17]
CdTe Northwestern European 3.2 — [19]
CdTe Japan 1.7 14 [20]
CdTe USA 1.2 23.6 [21]
CdTe South European 1.1 25 [11]
CdTe Switzerland 25 - [12]
CdTe South European 1.5 48 [22]
CdTe South European 0.79 18 [23]
CdTe Europe 0.7—1.1 19—30 [24]
CIS Switzerland 2.9 - [12]
CIS South European 2.8 95 [22]
CIS China 1.6 10.5 [25]
CIS China 1.8 46 [26]

Adapted from Peng J, Lu L, Yang H. Review on life cycle assessment of energy payback and greenhouse gas emission of
solar photovoltaic systems. Renewable and Sustainable Energy Reviews 2013;19:255—74.
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Figure 2.3 Breakdown of CO, emission in a 4.2 kW, stand-alone photovoltaic (PV) facility in the
southeast of Spain. Adapted from Garcia-Valverde R, Miguel C, Martinez-Béjar R, Urbina A. Life cycle
assessment study of a 4.2 kW p stand-alone photovoltaic system. Solar Energy 2009;83:1434—45.

Most of the emissions come from manufacturing of lead—acid batteries (45%),
followed by PV modules (39%). The breakdown of CO; emission is depicted in Fig. 2.3.
Transportation, recycling, cables, and supporting structure together contribute about
10% CO, emission.

The reported values of EPBT and GHG emissions (see Table 2.5) of different PV
systems vary significantly among the studies due to the variation of the influencing
factors—PV module type, cell manufacturing technologies, installation methods,
locations, weather conditions, and so on. Therefore, it is very important to conduct a
location-specific LCA of a solar PV system.

2.3 LIFE CYCLE ASSESSMENT OF WIND ENERGY SYSTEM
2.3.1 Methodology

In the present world, wind energy is becoming more and more popular for power
generation in the areas where wind speed is sufficient for electricity generation. Several
studies conducted LCAs of different capacity wind turbines around the globe. Tremeac
and Meunier [31] assessed the environmental impacts of 4.5 MW and 250 W wind
turbines. All the life cycle stages—manufacturing, transports, installation, maintenance,
disassembly, and disposal—were considered in the study. The system boundary used for
the study is depicted in Fig. 2.4. EPBT and CO; emissions were calculated, and it was
found that wind energy can provide excellent environmental solution.

The functional unit used in most of the studies is kWh of electricity. GHG emissions
are presented in the unit of g-COzeq/kWhe. The main components of wind turbine
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Figure 2.4 Life cycle assessment system boundary for wind turbine power generation. Adapted from
Tremeac B, Meunier F. Life cycle analysis of 4.5 MW and 250 W wind turbines. Renewable and Sustainable
Energy Reviews 2009;13:2104—10.

systems are rotor, nacelle, tower, foundation, and grid connection cables. Guezuraga
et al. [32] conducted an LCA of two difterent types of wind turbines with a lifetime of
20 years. The authors reported the material requirements for different parts of a wind
turbine system. Table 2.6 represents the material requirements for a 1.8 MW gearless and
a 2 MW geared wind turbines, respectively.

The recycling and waste disposal rates of different materials are furnished in Table 2.7.
The recycling rates are very high for steel, cast iron, and copper that lead to lesser energy
consumption.

The operational phase hardly requires any energy consumption. The energy
requirements in the transportation of wind turbine parts to the wind site can be
calculated using the transportation distance and energy intensity of modes of trans-
portation used. The energy consumption in transportation of raw materials to the
manufacturing plants can be ignored as it is very difticult to trace [33].

A wind turbine is used to convert the kinetic energy of wind into mechanical power.
The rotating shaft is coupled with the generator, which converts the mechanical power
into electrical power. The electricity provided by a wind turbine can be AC or DC. The
amount of effective mechanical power can be estimated using Eq. (2.4), where P (W) is
the mechanical power generated, ¢, (%) is the capacity factor, p (kg/ m’) is the density of
air, A (m?) swept area of the blades, and V (m/s) is the average wind velocity:

1
P =2 cpPAV? (2.4)

The electrical energy delivered by the turbine throughout the lifetime can be found
from the power developed, generator efficiency, and operation hours of the turbine per
year, and the lifetime of the wind turbine (i.e., 20 years).

2.3.2 Life Cycle Assessment Results of Power Generation From Wind

The primary energy consumption and emission factors for manufacturing various
materials used in wind turbines and for recycling and landfilling are presented in
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Table 2.6 Material Requirements for the 1.8 MW Gearless and 2 MW Geared Turbines

1.8 MW Gearless Turbine 2 MW Geared Turbine®
Material Mass (tonnes) Wt. (%) Mass (tonnes) Wt. (%)
Stainless steel 178.4 29.9 296.4 19.3
Cast iron 44.10 5.9 39.35 2.6
Copper 9.90 1.6 2.40 0.2
Epoxy 4.80 1.8 10 0.6
Plastic 1.85 0.3 2.40 0.2
Fiberglass 10.20 2.6 24.30 1.6
Reinforced concrete 360 57.9 1164 75.6

"The 2 MW geared turbine is 2.5 times heavier than the 1.8 MW gearless turbine.
Adapted from Guezuraga B, Zauner R, Pdlz W. Life cycle assessment of two different 2 MW class wind turbines.
Renewable Energy 2012;37:37—44.

Table 2.7 Recycling and Waste Disposal Rates
of Different Materials

Material Type of Dismantling
Stainless steel 90% recycle, 10% landfill
Cast iron 90% recycle, 10% landfill
Copper 90% recycle, 10% landfill
Epoxy 100% incinerated

Plastic 100% incinerated
Fiberglass 100% incinerated
Concrete 100% landfill

Adapted from Guezuraga B, Zauner R, Pélz W. Life cycle
assessment of two different 2 MW class wind turbines.
Renewable Energy 2012;37:37—44.

Table 2.8. According to Guezuraga et al. [32], most of the energy is consumed in the
manufacturing phase, which is 84.4%, followed by transportation (7%) and maintenance
(4.3%), respectively. Fig. 2.5 represents the breakdown of energy consumption in
different stages of a wind turbine power plant.

[t was observed that material manufacturing and transportation are the unit processes
that mostly affect the life cycle energy and resulting GHG emissions. Table 2.9 shows a
country-specific overview of energy and COj analysis of wind turbines.

The reported values of energy intensity and emissions (see Table 2.9) of different
capacity wind turbines vary significantly among the studies due to the variation of
different influencing factors—turbine manufacturing technologies, wind speed, energy
mix of the location, and so on. Hence, it is very important to conduct a location-specific
LCA of a wind turbine electricity generation system.
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Table 2.8 Embodied Energy and Emission Factors for Different Materials, Recycling,
and Landfilling

. GHG Emissions (kg/tonnes)
Energy Requirements

Material (GJ/tonnes) COo, CH, N,O

Material Production

Steel 34 2473 0.04 0.07
Stainless steel 53 3275 0.04 0.07
Rebar steel 34.26 2163.83 0.10 0.07
Glass 8.70 566 0.04 0.01
Epoxy 45.70 3941 0.04 0.12
Polyester 45.70 3941 0.08 0.12
Copper 78.20 6536 0.16 0.19
Aluminum 39.15 3433.50 0.07 0.11
Concrete 0.81 119.02 0.03 8.7E-5
Material Recycling Kg-COzeq/tonnes

Steel 9.70 1819

Aluminum 16.80 738

Copper 6.40 3431

Landfilling operations ~ 0.04 0.90

Adapted from Kabir MR, Rooke B, Dassanayake GM, Fleck BA. Comparative life cycle energy,
emission, and economic analysis of 100 kW nameplate wind power generation. Renewable Energy
2012;37:133—41.

Dismantling, 3.10%

Maintenance,

0% Operation, 1.20%

Transport, 7%

Figure 2.5 Breakdown of the total life cycle energy requirements. Adapted from Guezuraga B, Zauner
R Po6lz W. Life cycle assessment of two different 2 MW class wind turbines. Renewable Energy
2012;37:37—44.
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Table 2.9 The Energy Intensity and Emissions of Different Wind Turbine Plants Around the Globe
Energy Intensity  Emissions

Power Rating (kW) Location (kWh/kWh) (g-CO,/kWh) References
30 Denmark 0.1 - [34]
100 Japan 0.456 1237 35]
500 Brazil 0.069 - [36]
1500 India 0.032 - [37]
6600 UK - 25 [38]
100 Japan 0.16 39.4 [39]
300 Japan - 29.5 [40]
3 USA 1.016 - [41]
10 x 500" Denmark - 16.5 [42]
18 x 500" — 9.7 [42]
30—800 Switzerland - 1 [43]
1.8 and 2 Austria - 9 [32]°
5, 20, and 100 Canada - (42.7,25.1, and 17.8)"  [33]°
*Offshore.

*Onshore.

“This study found the energy payback time as 7 months.
9The unit of these values is g-COeq/kWh.
“This study found the energy payback time as 1.4, 0.8, and 0.6 years for 5, 20, and 100 kW, respectively.

2.4 LIFE CYCLE ASSESSMENT OF BIOFUELS

Biofuels are one of the oldest fuels in place. From time immemorial, wood and
straw have been used as fuel for various purposes, which suited the time. With the in-
dustrial revolution, however, the need for concentrated source of energy pushed biofuels
on the margin and welcomed the use of fossil fuels. In the late 20th and 21st centuries,
however, the problems of global warming and other environmental abuse have ushered a
renewed interest in renewable energy and thus in biofuels as well. A proof of that is, since
2000s there has been a marked increase in the production of bioethanol. It rose from
16.9 billion liters in 2000 to 72 billion liters in 2009 [44]. In Poland, it is expected that
there will be a sharp rise in production of bioelectricity from 2010 to 2030. Electricity
production from solid biomass will increase from 5.5 to 11.1 TWh/year in Poland [45].
Although biomass has a distinct advantage of being deemed as carbon neutral, it comes
with caveats, such as “food versus fuel” debate and consequences related to land use [46].
To identify savings in energy and emissions from biofuel production, its utilization, and
its corresponding environmental effects, a thorough evaluation of the corresponding life
cycle is to be carried out carefully. LCA is an effective tool for this as it can unravel and
quantify the potential environmental impacts and evaluate the inputs and outputs [5].

It should be noted that a striking feature of LCA for biofuel is that it gives differing
results, and thus a range of results is obtained for even the same fuel as illustrated in
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Figure 2.6 Well to wheel (WTW) energy requirements and greenhouse gas emissions for conventional
biofuel pathways compared with gasoline and diesel pathways showing the range of life cycle
assessment results of biofuels [49].

Fig. 2.6. These differences can be attributed to different types of feedstock sources,
conversion technologies, end-use technologies, system boundaries, and reference energy
system. Also, region plays a significant part in LCA and so does the development of fuel
conversion technology [47,48]. Despite this, it can be said with confidence that most
biofuel-based LCA shows a reduction of GHG emission when used as a substitute or in
combination with fossil fuel in transportation sector [49—51]. In the environmental
aspect, such as land use or eutrophication, however, majority of studies shows that biofuel
have negative impacts when aimed to reduce the GHGs [49,52,53]. Thus, making a
decision regarding the use of biofuels is sometimes as black and white as deemed.

This section of the review seeks to discuss briefly the findings regarding the first- and
second-generation biofuels and their implications. The aim of this section is to sum-
marize the key LCA issues influencing outcomes for bioenergy and to provide an
overview of the GHG and energy balances of the most relevant bioenergy chains in

comparison with fossil fuels.

2.4.1 Biomass Source

When including both the first- and the second-generation biofuels, the source of
biomass covers a wide range. A basic definition for biomass is that it is renewable organic
matter that includes plant and animal products and excretions, food processing and
forestry by-product, and urban waste [54]. The first-generation biofuels are derived from
the parts that are or can also be used as food materials for humans, while the second
generation uses lignocellulosic parts of the biomass. Hence bioethanol derived from
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sugarcane or rapeseed is first-generation biofuel, while from Jatropha or wood would be
second generation. In LCA study, the biomass supply plays a key role since the source has
a big impact on the LCA outcome. The biomass supply can be divided into two main
categories: residues and energy crop.

Biomass residues and waste are not specifically produced as energy resource, but are
by-products from agriculture, forestry, households, and so on. Most of these biomass and
residues are inevitable in any economic activity or industrial process [55]. Due to this aspect,
its use in making biofuels usually does not adversely affect the environment; although there is
some backlash, since there is already a system established in nature and displacing something
would hamper it. For example, the removal of agriculture by-products hampers the carbon
cycle by reducing the carbon storage in the soil. Not to mention the use of such residue
could potentially invite a more thorough use of the parent mechanism and thus could cause
some permanent damage to the ecosystem, such as deforestation.

Energy crops, on the other hand, are cultivated with the intent to provide a
feedstock for biofuel development [56]. Those feedstocks generated from agricultural
activities and forest log can be included in this as well [57]. To avoid excess
environmental burden related to agricultural chain, the types of energy crops grown are
suggested to use high-yielding species [57], which would require minimal maintenance
[58] and can survive in marginal or degraded lands. While it is difficult to find a crop
that meets all these criteria, perennial C4 grasses, such as Miscanthus and switchgrass
(Panicum virgatum L.), are particularly promising [59]. Excessive cultivation of such
crops can lead to some problems such as deforestation, directly for its cultivation or
indirectly by displacing a nonenergy crop, and also eutrophication due to the use of
fertilizers and pesticides. However, cultivation of energy crops also has the added
benefit of providing certain ecosystem services, such as C-sequestration, increase in
biodiversity, salinity mitigation, and enhancement of soil and water quality. It should be
noted that to be accepted as an energy crop, it must fall within the parameters of
sustainable agriculture.

A typical form of biofuel source is manure and if not treated well, which may be the
case in developing countries, the effect is quite damaging to the environment. In China,
it is estimated that poultry and livestock manure reached about 3.97 x 10” tons in 2007,
majority of which was drained into the river resulting in water pollution and GHG
emissions. In countries with these problems, biogas production from manures is a sound
solution both for the environment and for electricity production [60].

2.4.2 Methodology

LCA is a structured approach to analyze a system and thus it follows a particular strand of
approach. It seeks to incorporate the environmental and economic impacts of all the
stages in a production chain and removes ambiguities thereby giving a holistic picture of
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a system. This section will give a general idea of the methodology of LCA and will give
an idea of how biofuels fit into this methodology.

2.4.2.1 Goal, System Boundaries, and Functional Unit

The first step involves in defining the goal and scope, which defines the purpose,
audiences, and system boundaries. Since this process will be a controller for the rest to
come, it has to be very specific in detailing what to include and what to exclude thereby
creating an analysis system boundary. It can simply include the GHG emission, and
thus the study will be centered around the direct and indirect emissions during
the formation of the biofuel. It can also exclude the GHG and concentrate on the
environmental impacts in which case the LCA would collect, assess, and interpret the
data obtained regarding issues, such as eutrophication, acidification, biodiversity
change, and so on.

The functional unit is defined as the quantification of the identified performance
characteristics of the products [5]. It gives a reference to which the input and output data
are normalized and harmonizes the establishment of the inventory. This also provides a
means for comparison among different LCA studies provided that the system boundaries
are similar. It should be noted that different functional units for the same LCA will give
different outcomes, and hence it is imperative to choose the one that satisfies the goals of
LCA the best. For example, to study the effect biofuels have on the transportation sector,
the most comprehensive functional unit is to record the effect (e.g., GHG emission) by
vehicle-km basis [49]. If the goal is to ensure the optimum use of land while using energy
crops as the biomass supply, a useful way would be to represent the results on a per
hectare basis [61]. In order to be independent from the kind of feedstock, the results
should be expressed in per unit output, for example, kWh, and should be expressed in
per unit input, for example, kg, in order to be independent of the conversion process.

To illustrate the method described, here is an example where both the goal scope and
the functional unit are clearly specified. It is taken from the study that develops an LCA
for the generation of bioelectricity [62] and is as follows: “The aim of this study is to
evaluate the contribution to CO; emission reduction that can be achieved by means of
using biomass for energy production, in comparison with conventional fuel use. The
functional unit is the produced energy unit (1 MJ), to which inventory data and results
are referred to.”

2.4.2.2 Life Cycle Inventory Analysis

In this process, for each unit of input and output of energy, mass flows and emission data
are collected, validated, and categorized. The system boundary plays a very important
role in this part since it dictates what data to incorporate and what to reject. Something
indirectly important to the LCA might not even be applicable. For example, a study by
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Wiloso et al. [63] documents that out of 25 studies that use enzymatic action in
processing lignocellulosic biomass, only 15 incorporated enzyme production in their
inventory analysis. To further illustrate the life cycle inventory (LCI) analysis, Fig. 2.7
adapted from a study by Corti and Lombardi [62] is presented.

2.4.2.3 Allocation Methods
Allocation is a process of attributing environmental burden of multifunctional process to
only those functions that are associated with it [64]. It is, however, to be avoided if
possible either through the division of the whole process into subprocesses related to
coproducts or by expanding the system boundaries (substitution approach) to include the
additional functions related to them [5]. If not avoided, then the question of which
method to use and what numerical values to be used is raised. And depending on the
method of allocation to the coproduct or the source technology, the LCA values can
change significantly. For example, in a case study where bioethanol is produced from
wheat, the output differs significantly as shown in Fig. 2.8.

In Fig. 2.8, different models represent different means by which the power was

obtained for the conversion process in the LCA. The description of each model is given
in Table 2.10.

Biomass
production

Biomass
transportation

Energy
production

operation phase
LCA inventory

analysis
Plant

construction
phase

Plant
maintenance
phase

Plant dismantling
phase

Figure 2.7 An example of life cycle inventory.



Environmental Impact Assessment of Different Renewable Energy Resources: A Recent Development

45

GHG emissions

kgCO2eq/GJ
140.0
120.0
100.0 @ Gross
80.0 - B DDGS as animal feed +
electricity export
60.0 - O DDGS as energy +
40.0 electricity export
20.0
0.0 -
e 2 N N v N Vv
‘,é\o ° 42 v < (9
&P

Figure 2.8 Variations in CO, output due to source allocation [65].

Table 2.10 Model Description Used in the Study Conducted by Punter et al. [65]
Model Description

a Conventional natural gas—fired steam boiler + imported electricity

bl Conventional natural gas—fired steam boiler 4 backpressure steam turbo-generator
b21 Natural gas—fired gas turbine 4 unfired HRSG + backpressure steam turbo-generator
b22 Natural gas—fired gas turbine + cofired HRSG + backpressure steam turbo-generator
cl Straw—fired steam boiler + backpressure steam turbo-generator

c2 Straw—fired steam boiler + backpressure and condensing steam turbo-generator

Table 2.11 adapted from a study by Singh et al. [66] shows different allocation
methods for the production of bioethanol.

2.4.2.4 Impact Assessment

Impact assessment creates a connection between the product or process and its potential
impacts on human health, environment, and source depletion. The impact assessment
requires categorizing the effect of the biofuel production. It mainly looks into whether
or not systems give surplus energy, followed by concern on global warming,
eutrophication, acidification, water and land use, and so on. For example, it has been
suggested that biofuels based on Jatropha are appropriate for small-scale, community-
based production aimed at local use [52,67]. In the study by Corti and Lombardi [62],
the category for impact assessment is kg of equivalent CO; per functional unit (MJ). This
is because as the goal stated the aim was to evaluate the contribution of CO; emission
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Table 2.11 Biomass and Its Reported Allocation Methods

Biomass Allocation Method
Maize (grain) Displacement, replacement, system expansion, Economy value energy
content of outputs, mass, subdivision
Maize (stover) System expansion, substitution, mass
Cellulose System expansion, displacement
Sugarbeet and System expansion, mass, energy, market value
wheat (grain)
Sugarcane None

reduction during the harvesting of bioenergy. Thus the goal and scope, and functional
unit matter when it comes to defining the impact category.

2.4.3 Energy Balance, Greenhouse Gas Emission, and Environmental
Concerns

2.4.3.1 Energy Balance

Usually, net energy value (NEV) is used in studying the issue of energy surplus. It is

basically an efficiency term calculated by taking the difference between the usable energy

produced from a biofuel crop and the amount of energy required in the production of

that fuel for energy. A negative NEV indicates energy loss; that is, more energy is

required to produce the biofuel than the amount of energy that can be used for fuel. A

positive NEV is an estimate of the energy gained for fuel use in the production process

indicating surplus of energy.

However, this categorization has an obvious flaw; that is, NEV calculation is too
simplistic and gives a raw energy output, but not all forms of energy are the same.
Different forms incur different costs and benefits. In reality, the service gained from fuel
energy matters mostly. Therefore, it might be more accurate to compare biofuel energy
balance directly to the fossil fuel energy equivalent that can be displaced. This is generally
reported as a ratio of the amount of energy produced to the amount of fossil fuel energy
required to produce it. This new term is called fuel energy ratio (FER). An FER < 1
indicates net energy loss, while an FER > 1 indicates a surplus of energy. Table 2.12
adapted from a study by Davis et al. [68] shows the FER for different crops.

2.4.3.2 Greenhouse Gas Emission

Since biomass as fuel is relatively recent when compared to fossil fuels, which are locked
below the earth for thousands of years, burning the former is considered to be carbon
neutral. This comes from the assumption that it burns off the same amount of carbon
dioxide that it consumed throughout its life, which is relatively short. This entails that
bioenergy has an almost closed CO; cycle. This though sounds perfect presents us with a
hidden caveat that there are GHG emissions in its life cycle largely from the production
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Table 2.12 Estimated Fuel Energy Ratio
(FER) Values of Some Biofuel Crops
Biofuel Crop FER

Corn 1.95
1.76
1.67
1.64
1.62
1.60
1.52
1.51
1.39
1.34
1.32
1.28
1.27
1.25
1.22
1.21
1.08
0.99
0.95
0.92
0.8
0.78
0.69
Lignocellulosic crops (generalized) 5.6
4.3
3.51
2.62
2.19
1.8
Miscanthus (combustion) 1.16
Miscanthus (gasification) 0.99
Switchgrass 4.43
0.44

stages where fossil fuel inputs are required to produce and harvest the feedstocks, in
processing and handling the biomass, in converting the biomass to fuel, and
in transporting the feedstocks and biofuels.

The most uncertain greenhouse gas in the biofuel life cycle is nitrous oxide (N,O). It
evolves from the decomposition of organic matter and from the application of fertilizers
[69]. Since fertilization rates are higher for annual crops than for perennial energy crops,
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N,O emission is higher in those. Crops grown in high rainfall environments or under
flood irrigation have particularly high N,O emissions, as denitrification, the major
process leading to N, O production, is favored under moist soil conditions where oxygen
availability is low. As the emission of N,O lacks a point source, the estimation of its
emission is very difficult [70]. This uncertainty is even more magnified since the GWP of
the N>O is very high around 298 times as that of CO; [49].

Methane (CHy) is the last major emission in the life cycle after CO, and N,O. This is
released by anaerobic decomposition of organic feedstocks or by reducing the oxidation
of the soil thereby reducing the methane content in it while releasing it into the
atmosphere. Its GWP is 23 times as that of CO,, thus considerably lower than that
of Nzo.

The most pertinent GHGs mentioned earlier; that is, CO», CHy, and N,O, are called
direct GHGs since they impact the climate directly. Other gases that are emitted
throughout the life cycle are carbon monoxide (CO), nonmethane organic compound
(NMOC), and ozone (O3) [49]. In order to take a holistic look into the GHG emissions,
both the emissions need to be accounted for and all of the emissions are to be converted
to the carbon dioxide equivalents. Taking all of the direct and indirect emissions,
sometimes it may so happen that a particular brand of biofuel emits more GHGs than the
conventional fuel. Thus a blanket statement regarding the GHG emission is not possible.
Fig. 2.9 shows the GHG emission in CO» equivalents for different biofuels. It has been
adapted from the study by Fritsche and Hennenberg [71], and it gives the maximum and
minimum values for all the biofuels given. From Fig. 2.9, it can be noted that some fuels
have higher GHG emission than conventional diesel and gasoline.

The study by Corti and Lombardi [62] gives comparative results of the equivalent
CO; emission per M] of electricity produced for both biofuels-based and coal-based
electricity production. The results are adapted to graphical format (Fig. 2.10 for
biomass-based electricity and Fig. 2.11 for coal-based electricity) for comparative
purpose.

2.4.3.3 Land Use and Other Environmental Issues
The land use for biomass can be divided into direct land use and indirect land use. Direct
land use is when biofuel feedstock is cultivated in a land already in use for something.
Thus, if there was a forest or any other kind of agriculture, such as rice, wheat, and so on,
and it was displaced to grow sugarcane or sunflower for biofuel, then that would be direct
land use. Such land use can bring issues, such as change in indigenous carbon cycle. It
necessarily is not bad since whether or not the soil carbon content increases depends on
the biomass feedstock crop and the previous crop/plantation.

Indirect land use is the term used to describe the phenomena that occurs when the
biofuel feedstock occupies a land already in use forcing the previous plantations to
occupy another land. This could happen if the production demand for the previous land
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Figure 2.9 Life cycle GHG emissions of different biofuels and conventional gasoline and diesel
including indirect land use change. Adapted from Fritsche UR, Hennenberg K. The “iLUC Factor” as a
means to hedge risks of GHG emissions from indirect land-use change associated with bioenergy feedstock
provision. In: Background paper for the EEA expert meeting in Copenhagen, 2008.
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use still exists; for example, in the case of crops such as rice or wheat, and thus these are

cultivated in another land which may prompt unfavorable land use change [71].
Excessive land use causes little pertinent damage to the environment since the land is

used to grow crops and that comes with a baggage of other needs, such as fertilizers and
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pesticides. Use of such may increase the risk of eutrophication and acidification if it is
washed away into local water bodies or seeps into ground water. Although in the case of
biogas production, which is mainly a product of anaerobic action on manure, in some
cases it can elevate the environmental condition if the manure is released into the
environment untreated otherwise [60]. One way to note the damage is to define the
impact categories meticulously, a categorization is Eco-Indicator 99 methodology which
includes the impact categories into three types of damage: “Damage to human health,”
which includes the following impacts: carcinogenesis, organic respiratory effects, inor-
ganic respiratory effects, climate change, ionizing radiation, and reduction of the ozone
layer; “damage to ecosystem quality,” which includes ecotoxicity, acidification/eutro-
phication, and land use; and “resource damage,” which includes minerals and fossil
fuels [72].

In the study conducted to analyze the production of biofuels from different vegetable
oils [72], it is noted that the production of soybean has an impact of 70% in the category
of carcinogens, 34.3% in the category of respiratory inorganics, 55% in the category of
acidification and eutrophication, and 35.5% in the category of land use. If the impact
categories are normalized to show how much each factor, noted in Eco-Indicator 99, is
effected compared to each other, the result showed in Fig. 2.12 is obtained.

Thus, from the study it can be readily concluded that apart from climate change, the
culturing of biofuel feedstocks and making biofuels have adverse effect on the
environment. Thus making biofuels more ubiquitous is a double-edged sword. One
needs to make a balance between the environmental degradation in comparison to the
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Figure 2.12 Normalization of the environmental burdens by impact category [72].

net reduction of GHGs into the atmosphere. There is no universal right choice regarding
what to do, rather it is always case specific.

2.4.4 Reasons for Uncertainties in Biofuel Life Cycle Assessment

It should be obvious by now that LCA of biofuels results in somewhat ambiguous
results, and sometimes one data contradicts the other. It is best illustrated in Table 2.12
where corn gives both FER > 1 and FER < 1. Also it can be seen in Fig. 2.9 where
some fuel range shows the emission can be both lower and greater than conventional
diesel and gasoline. This feature of LCA results partly from the myriads of un-
certainties that creep into the analysis throughout its working and partly from the fact
that there are wide range of plausible values for key input parameters with values often
dependent on local condition. Same feed materials and output can have more than
one path to follow. For example, a study by Wiloso et al. [63] notes that using
lignocellulose as feed to obtain bioethanol can be done in two ways. The widespread
one is to hydrolyze the biomass feedstock and then ferment it; however, it can also be
done by gasifying the feed to form syngas and then either fermenting it or using a
catalyst to convert it to ethanol. Now even with the fact that the product and the feed
were the same, the path undertaken was difterent and as shown before, the path taken
to produce will have an effect on the final outcome of the LCA. Also land use and
technology use differ from place to place and time to time and thus LCA outputs vary
from time and place.
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Keeping these reasons aside, Larson provides four basic reasons why there are such
major uncertainties [49] (All of these reasons are discussed in brief in this discussion and
hence not repeated):

1. the climate-active species included in the calculation of equivalent GHG emissions

(Section 2.4.3.2);

2. assumptions around N»O emissions (Section 2.4.3.2);

3. the allocation method used for coproduct credits (Section 2.4.2.3);

4. soil carbon dynamics (Section 2.4.3.3).

From this study, it should be obvious that biofuels are not a door to utopia. It has its fair
share of problems, which can be a major issue if not regulated. Biofuels are shown to
lower the overall GHG into the atmosphere if the right one is chosen. However, in doing
so it introduces major environmental degradation. Thus, to make a choice to move
toward biofuels must be an educated one, which accounts for the consequence and is
prepared to offset it thereby making the fuel truly sustainable.

2.5 LIFE CYCLE ASSESSMENT OF BIOGAS

Biogas is a fuel gas produced from biomass and/or from the biodegradable fraction
of wastes, which can be purified to natural gas quality, to be used as biofuel. The gas
consists mostly of CH4 and CO» and is produced from the bacterial anaerobic action on
the feedstock. Fig. 2.13 shows the typical composition of biogas.

Electricity from biogas concept is on the rise especially for European countries as
the GHG emission needs to be curbed to favorable level. In Poland it has been esti-
mated that electricity from biogas is expected to rise from 0.4 to 6.6 TWh/year from
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Figure 2.13 Composition of biogas. Adapted from A Biogas Road Map for Europe. European Biomass
Association 2010, https.//www.americanbiogascouncil.org/pdf/euBiogasRoadmap.pdf.
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2010 to 2030. Also, bioelectricity provides a huge economical potential as it has been
estimated that it can provide almost 30% of energy demand in China [45]. Also the
quantity of small-scale biogas digesters has increased from about 1.8 x 10” m” in 1996
to 1.0 x 10'" m? in 2007, while the number of large- and medium-scale biogas projects
has increased from about 1.2 x 10'" m® in 1996 to 6.0 x 10'> m” in 2007.

2.5.1 Feedstock and Environmental Effects

The feedstock of biogas is not limited to a single biomass source. However, the waste and
manure is the most obvious source for biogas. Thus, it is sometimes a surprise to know
that even the herbaceous materials can and do contribute to the formation of biofuels.
Fig. 2.14 shows the list of sources and its use along with the percentage of methane that is
formed from those sources.

The environmental effects of biomass use have already been briefed in Section
2.4.3.3; however, in the case of biogas since waste and animal discharge plays a big part,
there is an added benefit. The environmental advantages of using sewage-derived biogas
relate to the reduction of problematic sludge by about 50% (dry mass basis). Also, biogas
that has methane, carbon dioxide, and hydrogen sulfide, which is toxic, is naturally
released from wastes in landfills and its oxidation is necessary for prohibiting the release of
methane and volatile organic compounds to the atmosphere thus improving local air

quality [45].

2.5.2 Greenhouse Gas Emission and Electricity Production

The toxic emission of biogas combustion is relatively cleaner than petrol and diesel. This
makes it a very attractive fuel. The relative reduction of toxic emission, which includes
GHG, in comparison to petrol and diesel is given in Fig. 2.15.

However, the other side of the story is hinted in the study by Ishikawa et al. [75]. It
documents the total equivalents of CO; emission in kg for a biogas plant in Betsukai,

2

Hokkaido. The CO; emission for each item is given in Table 2.13.
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Figure 2.14 Biogas yield for different biomass feedstock.
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Figure 2.15 Reduction of toxic emissions in % from biomethane in comparison to petrol and diesel.
Adapted from Rutz D, Janssen R. Biofuel technology handbook. Munich (Germany): WIP Renewable En-
ergies; 2007.

Table 2.13 CO, Emissions of Biogas Plant in Hokkaido [75]

Items CO, Emissions (kg)
Initial energy investment 2,589,000
Operating energy 78,000
Maintenance energy -

Total 2,667,000

Budzianowski [45] notes and compares three ways of producing electricity from
biomethane. First one is combustion of biomethane with air, the second one involves
oxyfuel combustion of biomethane where the components other than oxygen in air are
stripped out and pure oxygen is used instead of air for combustion. The third one is
called oxy-reforming fuel cell (ORFC) where CHy is split into CO and H; in the
oxygen stream atmosphere. The energy required for this splitting is obtained from
the exothermic reaction as CO is converted to CO». The H, on the other hand is used in
the Hj fuel cells for production of electricity. The result after the comparison of the three
mentioned method to produce electricity is given in Table 2.14.

Thus, it can be seen that electricity generation from biogas though viable has its issues
as well. The environmental issues discussed in Section 2.4.3.3 still stands. It is a better
form of fuel than the fossil fuels in use; however, there are some issues with GHG during
the formation and operation of biogas plants. As stated before there is no choice that can
lead to utopia. Every technology comes with its disadvantage. It is thus wise to know
what they are to make prudent judgment regarding adapting any technology.
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Table 2.14 Comparison Among Different Ways of Producing Electricity From Biogas
Oxyfuel Oxy-Reforming
Combustion Combustion Fuel Cell

Net electricity output (kJ/mol CHy)  431.2 411.2 450.2
Net efficiency (%) 53 51 56

Adapted from Budzianowski WM. Can ‘negative net CO, emissions’ from decarbonised biogas-to-electricity
contribute to solving Poland’s carbon capture and sequestration dilemmas? Energy 2011;36:6318—25.

S 2.6 LIFE CYCLE ASSESSMENT OF HYDROPOWER PLANTS

Hydropower is the major renewable electricity generation technology being used
in 159 countries having advantages such as high level of reliability, high efficiency, proven
technology, very low operating and maintenance cost, flexibility, and large storage ca-
pacity. It contributes to more than 16% of worldwide electricity generation and about
85% of global renewable electricity. International Energy Agency (IEA) roadmap on
hydropower predicts a global capacity of 2000 GW resulting in over 7000 TWh of
electricity by the year 2050. China, Brazil, Canada, and the United States together
produce half the world’s hydropower (Table 2.15). In 2010, 36 countries generated more
than 50% of their total electricity from hydropower [76] (Table 2.16).

Hondo [40] has conducted a life cycle GHG emission analysis for a hydropower plant
in Japan having a gross output of 10 MW with a capacity factor of 45%. The plant
lifetime was considered to be 30 years. The plant analyzed was a run-of-the-river type
with a small reservoir. The constituents of the plant are a small concrete dam (2000 m’
volume), a penstock (9000 m), a pressure pipe (490 m), and a powerhouse. The
maximum intake to the powerhouse was 4.8 m”/s. Table 2.17 shows the life cycle GHG
emission factors (LCEs) and their breakdowns for the hydropower plant studied.

Table 2.15 Top 10 Hydropower Producers in 2010 [76]

Hydroelectricity Share of Electricity

Country (TWh) Generation (%)
China 694 14.8

Brazil 403 80.2

Canada 376 62.0

United 328 7.6

States

Russia 165 15.7

India 132 13.1

Norway 122 95.3

Japan 85 7.8

Venezuela 84 68

Sweden 67 42.2
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Table 2.16 Countries With More Than Half of Their Electricity Generation From Hydropower in 2010
Share of

Hydropower Countries

~100% Albania, DR of Congo, Mozambique, Nepal, Paraguay, Tajikistan, Zambia
>90% Norway

>80% Brazil, Ethiopia, Georgia, Kyrgyzstan, Namibia

>70% Angola, Columbia, Costa Rica, Ghana, Myanmar, Venezuela

>60% Austria, Cameroon, Canada, Congo, Iceland, Latvia, Peru, Tanzania, Togo
>50% Croatia, Ecuador, Gabon, DPR of Korea, New Zealand, Switzerland,

Uruguay, Zimbabwe

Adapted from International Energy Agency. Technology roadmap: hydropower, https://www.iea.org/publications/
freepublications/publication/2012_Hydropower_R oadmap.pdf.

Table 2.17 Life Cycle GHG Emission Factors for Hydropower Plant
Studied by Hondo [40]

g-CO,/kWh Share (%)

Construction 9.3 82.8
Machinery 0.9 8.0

Dam 0.5 4.5
Penstock 45 39.8
Other foundations 2.4 21.0

Site construction 1.1 9.6
Operation 1.9 17.2
Total 11.3 100.00

The results suggest that 82.8% of CO is emitted during construction as compared to
17.2% CO; emission during operation. The LCEs for hydropower plant depend
prominently on the assumption of lifetime and capacity factor [40]. Tables 2.18 and 2.19
show the effect of lifetime and capacity factor on LCE (g-CO,/kWh) for hydropower
plant.

Pascale et al. [77] have conducted an LCA study of a 3 kW run-of-river community
hydroelectric system located in Huai Kra Thing (HKT) village in rural Thailand. They
have modeled the construction, operation, and the end-of-life phases of the hydropower

Table 2.18 Effect of Lifetime on Life Cycle GHG Emission Factor for Hydropower Plant Studied by
Hondo

Lifetime (years) 10 20 30 50 100
g-CO,/kWh 30 16 11 8 5

Adapted from Hondo H. Life cycle GHG emission analysis of power generation systems: Japanese case. Energy
2005;30:2042—56.


https://www.iea.org/publications/freepublications/publication/2012_Hydropower_Roadmap.pdf
https://www.iea.org/publications/freepublications/publication/2012_Hydropower_Roadmap.pdf

Environmental Impact Assessment of Different Renewable Energy Resources: A Recent Development

57

Table 2.19 Effect of Capacity Factor on Life Cycle GHG Emission Factor for Hydropower Plant Studied
by Hondo

Capacity factor —10 pt —5pt Reference +5 pt +10 pt
g-CO,/kWh 14 13 1 10 9

Adapted from Hondo H. Life cycle GHG emission analysis of power generation systems: Japanese case. Energy
2005;30:2042—56.

plant over a period of 20 years. The model includes all the relevant equipment, materials,
and transportation; 1 kWh of electrical energy has been considered as functional unit in
the study. Fig. 2.16 shows the scope and system boundary of the study. Table 2.20 shows
the results of the study in terms of GWP in g-CO,/kWh [77].

Gallagher et al. [78] have calculated the environmental impacts of three
(50—650 kW) run-of-river hydropower projects in the United Kingdom using the LCA
tool. The GHG emissions from the projects to generate electricity ranged from 5.5 to
8.9 g-COreq/kWh, which is very low as compared to 403 g-COjzeq/kWh for UK
marginal grid electricity. The system boundary considered for the study included raw
material extraction, processing, transport, and all installation and grid connection op-
erations. The functional unit was 1 kWh of electricity generated and the lifespan has
been considered to be 50 years. Fig. 2.17 shows the system boundary used in the study.
Table 2.21 shows the descriptions of three run-of-river hydropower plant case studies
and their environmental impacts.
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Table 2.20 Life Cycle Assessment Results for Different Components of the Hydropower Plant

Weir, Control

Intake, House and 3 kw

Canal Powerhouse, Control and Hydropower

and Turbine, and Transmission Conditioning Scheme

Forebay Penstock Outflow Line Equipment Distribution Total
g-CO,/kWh 3.7 9.8 9.0 14.7 2.7 12.9 52.7

Adapted from Pascale A, Urmee T, Moore A. Life cycle assessment of a community hydroelectric power system in rural
Thailand. Renewable Energy 2011;36:2799—808.
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Figure 2.17 Key materials, processes, and infrastructure considered within the system boundaries for
run-of-river hydropower projects [78].

Table 2.21 Description and Environmental Impacts of Three Run-of-River HP Case Studies

Parameter Hydropower Project 1 Hydropower Project 2 Hydropower Project 3
Location North Wales North Wales North England

Net head 175 m 128 m 105 m

Flow ~450 L/s ~100 L/s ~90 L/s

Design capacity 650 kW 100 kW 50 kW

Annual output 1.8—2.1 GWh 0.4—0.5 GWh 0.2—0.3 GWh
g-CO,/kWh 5.46 7.39 8.93

Adapted from Gallagher J, Styles D, McNabola A, Williams AP. Current and future environmental balance of small-scale
run-of-river hydropower. Environmental Science & Technology 2015;49:6344—51.

Suwanit and Gheewala [79] have studied the LCA of five mini-hydropower plants in
Thailand. The functional unit has been considered as MWh of electricity and lifespan of
the plants has been considered as 50 years. The design capacities of the five power plants
considered in this study are Mae Thoei (2.25 MW), Mae Pai (1.25 MW X 2), Mae Ya
(1.15 MW), Nam San (3 MW x 2), and Nam Man (5.1 MW), having a net efficiency
ranging between 40% and 50%. Table 2.22 shows the overall description of the



Table 2.22 Overall Description of the Mini-Hydropower Plants Studied

Description of the

Study Site Nam Man Nam San Mae Pai Mae Thoei Mae Ya
Project Description
Geographic location Dan Sai, Loei province Phu Rua, Loei province Pai, Mae Hong Son  Om Koi, Chiang  Jom Thong,
province Mai province Chiang Mai
province
Installed capacity 5.1 MW 3MW x 2 1.25 MW x 2 2.25 MW 1.15 MW

Proximity to population
served

Condition for electricity use

Design of the system

Local river condition

1558 households 453 households 6 villages
Local electricity grid and supply electricity for main transmission line
Run-of-river (extra, tunnel Run-of-river (extra, tunnel ~ Run-of-river

2.45 x 2.45 x 1800 m) 2.45 x 2.45 x 2400 m)

940 households

Run-of-river

190 households

Run-of-river

The flow of rivers changes following seasons—having a rapid flow for 4 months in rainy season, medium flow for 4 months, and low
flow for 4 months, electricity is generated for only 10 months with varying capacity; for the calculations, annual electricity

production data are used from the actual records.

Project area (ha) 7.3 9.6 23 12 6.4
Project Design
Design flow rate (m>/s) 6.0 4.36 1.39 2 1.73
Water head (m) 127 95 106.7 137.1 98.1
Turbine type 43 in. Twin Jet Turgo 43 in. Twin Jet Turgo 22.5 in. Twin Jet 22.51n. Twin Jet  22.5 in. Twin Jet
Turgo Turgo Turgo
Generator type Synchronous Synchronous Synchronous Synchronous Induction
Weir Mass concrete, 4 m high and Mass concrete, 4 m high and Mass concrete, Mass concrete, Mass concrete,
35.5 m long 55 m long 3.5 m high and 2 m high and 3.6 m high and
21.5 m long 18 m long 46 m long
Penstock or pressure pipe line Steel, 1.51 m diameter and 304 m  Steel, 1.82 m diameter and Steel, 1.15m Steel, 1 m Steel, 0.9 m
long 250 m long diameter and diameter and diameter and
182 m long 404 m long 360 m long
‘Water gate and screen 17 sets 19 sets 15 sets 14 sets 13 sets

Adapted from Suwanit W, Gheewala SH. Life cycle assessment of mini-hydropower plants in Thailand. The International Journal of Life Cycle Assessment 2011;16:849—58.

1uawd0\a/\ag U223y Y :S92IN0Say ABJBU} o|gemausy 1Ualaliqg JO 1USUISSIsSY 1D€dl,u| |RIUSWUOIIAUTg

65



60

M.M. Rahman et al.

Construction of mini-hydropower plant Preparing before

construction
I Weir H Power intake }—' Headrace l—r Screen

Transportation:
Fuel used
Power generating
house '—l Surge tank H River outlet I ¢ Energy and Materials ]
Demolition :

for Construction
Civil work and

electricity equipment [—p{ Mini-hydropower plant <—| Operation & Maintenance

Electricity
Generated

Energy and Materials
for Operation
and Maintenance

Figure 2.18 Life cycle inventory for the mini-hydropower plants studied by Suwanit and
Gheewala [79].

mini-hydropower plants studied. The LCI has been taken for five stages: (1) before
construction, (2) construction of the hydropower plant, (3) transportation, (4) operation
and maintenance, and (5) demolition of the plants. Fig. 2.18 shows the LCI of the
mini-hydropower plants.

For the mini-hydropower plants, the major contributors for global warming are
construction at 60% (48—72%), transportation at 32% (18—50%), and operation and
maintenance accounting 8%. The significant emission is CO; contributing more than
83—88% of GWP, CO contributing 10—12%, N,O about 2—3%, and CHy4 accounting
2—5% (from the cast iron production, cement production, and transportation by truck).
The related activities are combustion of diesel oil used for construction equipment and
transportation, electricity used for construction equipment, activities in the construction
period, and operation of mini-hydropower plants [79]. Table 2.23 shows the life cycle
environmental impact potentials of five mini-hydropower plants studied.

Zhang et al. [80] have compared the carbon footprints of two types of hydropower
schemes: comparing earth-rockfill dams (ECRDs) and concrete gravity dams (CGDs)
for Nuozhadu power station in China as a case study. This power station is the largest of
its kind in Asia and the third largest in the world, having a 5.85 GW rated capacity. To
compare two different schemes, ECRD and CGD systems were designed separately for
the same plant in the planning phase. The model with the ECRD system is constituted of
a clay-core rockfill dam with a 258 m height, an open crest spillway, spillway tunnels,
bank protection, water diversion and power generation system, and diversion
construction.

Table 2.23 Life Cycle Environmental Impact Potentials of Five Mini-Hydropower Plants [79]

Power plant location Nam Man Nam San  Mae Pai  Mae Thoei Mae Ya  Average
kg-COseq 11.01 23.01 16.28 2271 16.49 17.62
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The model of the CGD system is composed of a CGD with a 265 m height, plunge
pool and subsidiary dam, bank protection, water diversion and power generation system,
and diversion construction. The study considered 44 years of time span of which 14 years
is the lifespan of the construction phase and 30 years is the lifespan of the plant; 1 kWh of
electricity has been considered as the functional unit. The total carbon footprint
throughout the power plant life cycle was assessed by amassing the emissions from the
material production, transportation, construction, and operation and maintenance stages.
For the 44-year time period, the total carbon footprint for the ECRD system is
8.8 million tons of COj,, while that of the CGD is 11.69 million tons of COj.. The
ECRD system reduces the total CF by about 24.7% compared with the CGD system [80)].

Varun et al. [81] have presented life cycle GHG emission correlations for small hydro
power schemed in India. They have presented the data for 145 small plants of three
types—run-of river, canal-based, and dam-toe. The rated power capacity for these plants
varies from 50 kW to 16 MW with head ranging from 1.97 to 427.5 m. The GHG
emission for these power plants ranges from 11.34 to 74.87 kg-COeq/kWh. As a case
study, they have shown the calculation for Karmi-III micro hydropower project (50 kW
capacity with 55 m head) in Uttarakhand, India. The GHG emissions for the total
electricity generated over the lifetime of 30 years have been found as 74.87 g-COgq/
kWhe.

Hertwich [82] has studied the biogenic GHG emissions from hydropower in tropical
region using LCA. A hydropower plant with installed capacity of 250 MW in Balbina
reservoir at Brazilian amazon emits 8.5 kg CO,/kWh. Another plant, Petit Saut power
station in French Guyana, which produces 560 GWh/year emits 1.55 kg CO,/kWh.
For upstream Nam Leuk reservoir in Laos, the emissions are in the order of
0.05—0.1 kg CO»/kWh.

S 2.7 LIFE CYCLE ASSESSMENT OF GEOTHERMAL POWER PLANTS

Geothermal energy has a vital role to play in meeting goals in energy security,
economic development, and mitigating climate change, since geothermal technologies
use renewable energy resources to generate electricity and heating and cooling while
emitting very low levels of GHG. This energy is stored in rock and is trapped in vapor/
liquids, for example, water or brines that can be used to generate electricity and for
providing heating. Electricity generation usually requires geothermal resource’s tem-
perature of over 100°C. According to the roadmap by International Energy Agency,
geothermal electricity generation has the potential to reach 1400 TWh/year, which is
around 3.5% of global electricity production by 2050, reducing almost 800 megatonnes
(Mt) of CO, emissions per year [83]. The quantity of gases and metals contained within
the geothermal fluids depends on the depth and location of the geothermal reservoir,
characteristics of the electricity generation systems and the abatement systems [84].
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Bayer et al. [85] reviewed the direct environmental impacts of geothermal power
plants in terms of land use, geological hazards, waste heat, atmospheric emissions, solid
waste, emissions to soil and water, water use and consumptions, impact on biodiversity,
noise, and social impact. Armannsson et al. [86] reported that direct carbon dioxide
(COy) emissions from geothermal power plants extend to a broad range originating from
degassing magma, infrequently from decomposition of organic sediments and meta-
morphic decarbonization. Bertani and Thain [87] have conducted a global survey for
International Geothermal Association for a large number of geothermal power plants
(85% of 2001 geothermal capacity of 6.65 GW) and found the CO; emission ranging
from 4 to 740 g/kWh. Fridleifsson [88] has reported this value to be 3—380 g/kWh.

According to DiPippo [89], the range is 50—80 g-CO,/kWh, whereas Kagel et al.
[90] have reported the emission to be 44 g/kWh. Bloomfield et al. [91] have provided a
value of 91 g/kWh of CO,, which is the same as the weighted average value for
geothermal power plants in the United States. For New Zealand, Rule et al. [92] have
reported a range of 30—570 g/kWh. Armannsson et al. [86] have reported the CO;
emission value for three plants in Iceland. The values are 152, 181, and 26 g-CO,/kWh
for Krafla, Svartsengi, and Nesjavellir, respectively, for the year 2000. The US depart-
ment of Energy reported dry-steam plants at the Geysers (California) to produce about
41 g/kWh and flash plants to generate about 28 g/kWh [93].

Bravi and Basosi [84] have conducted environmental impact study for four
geothermal power plants in Mount Amiata area, Italy from environmental perspective.
There is 1 unit in the Bagnore site, which has an area of 5 km? having 7 production wells
and 4 injection wells, 3 units in Piancastagnaio site covering an area of 25 km” having 19
production wells and 11 injection wells. The descriptions of the sites are given in
Table 2.24. In particular, the authors have analyzed the emissions of noncondensable
gases from geothermal fluids in 2002—09. The production time of the selected

Table 2.24 Description of Four Geothermal Power Plants Used by Bravi and Basosi

Units Bagnore 3 Piancastagnaio 3 Piancastagnaio 4 Piancastagnaio 5
Province Grosseto Siena Siena Siena

Acronym BG3 PC3 pPC4 PC5

Installed capacity, MWe 20 20 20 20

Type of unit Single Flash Steam with entrained water separated at wellhead
Well depth, km From 2 to 4

Temperature, °C Between 300 and 350

Pressure, bar Around 200

Annual energy produced, 169.7 160.4 139.1 145.3

GWh/year (2008)

Adapted from Bravi M, Basosi R. Environmental impact of electricity from selected geothermal power plants in Italy.
Journal of Cleaner Production 2014;66:301—8.
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geothermal power plants was considered by studying the yield of the emission materials
from the chimneys. However, the authors did not consider the consumption of resources
associated with drilling, construction, and operation of the wells, and the supplementary
materials needed for the construction and operation of plants since the effect of plant
construction is dispersed over the assumed 25 years of plant operation and only accounts
for an insignificant amount of total foreground and background emissions.

The system boundary in this study includes the production period of the plants,
disregarding the drilling, construction, and decommissioning periods. The foreground
emissions into the environment were accounted for evaluating the potential impact of
electricity production from geothermal power plants. The authors reasoned that due to
the dilution of construction phase emissions, the conclusion of the study was not affected
by excluding certain emissions. The functional unit of the study has been considered as
1 MWh electric energy production from a geothermal power plant [84].

The geothermal electricity production units in the Mount Amiata region discharge
noncondensable products, that is, CO,, H,S, NHj3, and CHy. Out of the emitted
products, CO» is the main gas from the geothermal field having actual range from 245 to
779 kg/MWh with a weighted average of 497 kg/MWh. The range of NH3 emissions is
between 0.086 and 28.94 kg/MWh with a weighted average of 6.54 kg/MWh. NHj3
emissions per MWh in the geothermal field of Bagnore are about 4 times higher than
those recorded in the units of Piancastagnaio. H,S has a mean range of 3.24 kg/MWh,
with values varying between 0.4 and 11.4 kg/MWh. Like the ammonia emission, the
average values of H)S in Piancastagnaio are four times higher than those of the
geothermal fields of Bagnore. These values are related to the characteristics of the
geothermal fluid available in the sites. The GWP average value is 693 kg-COreq/MWh,
with values ranging between 380 and 1045 kg/MWh [84].

Hondo [40] has conducted a life cycle GHG emission analysis for a geothermal
power plant (double flash type) in Japan having a gross output of 55 MW with a capacity
factor of 60%. The plant lifetime was considered to be 30 years. Installation of plants and
drilling of production wells and exploration wells were considered in the study. The
depth of 5 exploration wells was assumed to be 1500 m whereas the depth of 14 pro-
duction wells and 7 reinjection wells were assumed to be 1000 m. The drilling failure
was also considered for the analysis. While in the operation, each year an additional
production well was drilled, and an additional reinjection well was drilled every
two years.

Table 2.25 shows the LCEs and their breakdowns for the geothermal power plant
studied [40]. The results suggest that 64.7% of CO, is emitted during operation as
compared to 35.3% CO; emission during construction. This is obvious since significant
CO; emissions take place while digging additional wells and with manufacturing and
replacing hot water heat exchanger pipes. The LCEs for geothermal power plant depend
prominently on the assumption of lifetime and capacity factor. Tables 2.26 and 2.27 show
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Table 2.25 Life Cycle GHG Emission Factor for Geothermal Power Plant
Studied by Hondo [40]

g-CO,/kWh Share (%)

Construction 5.3 35.3
Foundations 2.0 13.2
Machinery 3.2 21.2
Exploration 0.1 0.9
Operation 9.7 64.7
Drilling of additional wells 2.9 19.6
General maintenance 2.3 151
Exchange of equipment 4.5 30.0
Total 15.0 100.00

Table 2.26 Effect of Lifetime on Life Cycle GHG Emission Factor for
Geothermal Power Plant Studied by Hondo

Lifetime (years) 10 20 30 50 100
g-CO,/kWh 26 18 15 13 11

Adapted from Hondo H. Life cycle GHG emission analysis of power generation systems:
Japanese case. Energy 2005;30:2042—56.

Table 2.27 Effect of Capacity Factor on Life Cycle GHG Emission Factor for
Geothermal Power Plant Studied by Hondo

Capacity Factor —10 pt —5pt Reference +5 pt +10 pt
g-CO,/kWh 18 16 15 14 13

Adapted from Hondo H. Life cycle GHG emission analysis of power generation systems: Jap-
anese case. Energy 2005;30:2042—56.

the effect of lifetime and capacity factor on LCE (g-CO,/kWh) for geothermal
power plant.

Karlsdottir et al. [94] have conducted an LCA of combined heat and power pro-
duction from Hellisheidi geothermal power plant in Iceland. This combined heat and
power (CHP) plant is located at Hengill geothermal area close to Reykjavik, the
capital of Island. As of February 2009, the power generation capacity was 213 MW.
When completed, the Hellisheidi plant will have estimated production capacity of
300 MW of electricity and 400 MW of thermal energy. The plant is double flash type
with high- and low-pressure turbines and separators. For the LCA model, a steady
production of 213.6 MW of electricity and 121 MW heat is used. Figs. 2.19 and 2.20
show the schematic diagram and flow diagram for LCA analysis of the Hellisheidi
CHP plant.
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Figure 2.19 Schematic diagram of the Hellisheidi geothermal combined heat and power plant [94].
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Figure 2.20 Flow model for the life cycle assessment analysis of the Hellisheidi combined heat and
power (CHP) plant [94].

The study has analyzed two energy performance indicators (the primary energy ef-
ficiency and the CO; emissions) for the electricity and heat production from Hellisheidi
CHP plant. The functional unit of the study is chosen to be MWh of electricity or heat
produced in this plant. Regarding the system boundary, the process included in the study
are the operation and construction of the plant. The decommissioning/demolition of the

plant is disregarded due to insufficient data along with energy and materials flow for

maintenance. The project life has been considered to be 30 years. Table 2.28 shows the
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Table 2.28 CO, Emissions From Electricity Generation From Geothermal Energy

Source of Electricity kg-CO,/MWh
Electricity from Hellisheidi geothermal power plant 29
Electricity from Hellisheidi geothermal power plant, with reinjection 29
Electricity from Hellisheidi combined heat and power plant 29

Adapted from Karlsdottir MR, Palsson OP, Palsson H. LCA of combined heat and power production at hellisheidi
geothermal power plant with focus on primary energy efficiency. Power 2010;2:16.

Table 2.29 CO, Emissions (g-CO,/kWh) From Conventional Electricity
Generation Systems

Conventional Energy Source Emission of CO, (g-CO,/kWh)
Hard coal 660—1050

Lignite 800—1300

Natural gas 380—1000

Oil 530—900

Nuclear power 3—35

Adapted from Turconi R, Boldrin A, Astrup T. Life cycle assessment (LCA) of electricity
generation technologies: overview, comparability and limitations. Renewable and Sustainable
Energy Reviews 2013;28:555—65.

results obtained from the LCA study. The origins of CO, emission are geothermal fluids
(87.5%), geothermal well drilling (8%), power plants and components (4%), and
collection lines (0.5%). The emission of CO; is the same for all three cases of electricity
production as reinjection and utilization of waste stream do not have substantial effects
on the total emissions [94].

2.8 COMPARISON WITH CONVENTIONAL SYSTEMS

To get a clear picture, it is important to compare the environmental impacts of
electricity generation from renewable resources to the conventional sources of electricity
(e.g., coal, natural gas, oil, and nuclear). This will help in understanding how much
cleaner a renewable technology is compared to conventional systems. For the conven-
tional electricity generation systems, most of the GHG emissions come from the
combustion of fossil fuels. GHG emissions from material manufacturing contribute
insignificantly to the total emissions. Table 2.29 represents a comparison of life cycle
CO, emissions for various conventional fuels for electricity generation.

Table 2.29 shows that coal power plants are the most GHG intensive. However, over
the last decade cleaner technologies for coal extraction and combustion have come into
play, which can reduce GHG emissions significantly. Nuclear power plants are the least
GHG intensive, which are comparable to hydro and wind power plants. But disposal of
radioactive materials involves higher damage to the surroundings.



Environmental Impact Assessment of Different Renewable Energy Resources: A Recent Development

67

2.9 CONCLUSIONS

Due to the depletion of fossil fuel sources and global warming, renewable energy
technologies are becoming more popular. Worldwide, the investment on renewable en-
ergy has been increased substantially. Generally, the electricity generation from renewable
resources is costlier than electricity generation from the conventional sources. The se-
lection of a power generation system does not only depend on the cost parameters but also
on the environmental impacts of the system. The quantification of GHG emissions from
renewable power generation technologies is very important for decision making toward
sustainability. The LCA tool is the most widely used tool to quantify GHG emissions of a
system. In this chapter, a thorough review on LCA of different renewable power gener-
ation technologies is conducted. The environmental footprints of different conventional
electricity generation systems are also presented. This chapter indicates that GHG emis-
sions from renewable power generation technologies are very less compared to conven-
tional sources of power generation. The emission of GHGs can further be reduced by
increasing the efficiency of renewable power generation technologies. This chapter shows
a wide range of results for all the technologies mainly due to the variation in system
boundaries, assumptions, and data quality. So it is very important to conduct a location-
specific LCA of power generation technologies. Although energy can be produced with
lower emissions, the problem of renewable energy systems is that they are not capable of
generating power the whole day around-the-clock. For example, when there is no sun-
light and wind, PV system and wind turbines cannot generate electricity. If it is possible to
design a mixed system (i.e., solar PV, wind, and diesel generator), the demand for elec-
tricity can be met in an environmentally friendly manner.
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Clean and Sustainable Energy
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3.1 INTRODUCTION

Consistent and secure energy resources are mandatory for our mobility, prosperity,
and daily comfort in modern way of life. Current energy means have been divided into
three broad classes: the first is derived from fossil fuels, the second is all the renewable
resources, and the third one is energy taken from nuclear resource [1|. The world’s
energy future is anticipating renewable energy (RE) resources for the reason that op-
timum implications of such resources curtail environmental impacts and generate lesser
wastes [2]. The energy sources that may be used as RE sources are solar, wind, biomass,
and hydro energy sources [3]|. Around the globe, renewable resources are frequently
available naturally. As of mid-2016, about 14% of world’s energy requirement is being
met from these resources [4].

The RE resources presented in Table 3.1 emit fewer pollutants as compared to fossil
fuels obeying the principles of sustainability.

The various RE policies, lessening the cost of numerous RE technologies, fluctu-
ation in the fossil fuel prices, and rising energy demands have fortified the ongoing
intensification in the use of RE (Table 3.2).

Generation of power through hydropower stations, various modern biomass op-
portunities, photovoltaic (PV) system, and wind turbines will upsurge in future and will
increase the share of these technologies in hybrid systems that combine multiple
technologies.

Table 3.1 Key Renewable Energy Resources and Their Usage Forms [5]

Energy Source Energy Conversion and Usage Options

Hydropower Power generation

Modern biomass Heat and power generation, pyrolysis, gasification, digestion

Solar Solar home system, solar dryers, solar cookers, direct solar photovoltaics,
thermal power generation, water heaters

Wind Power generation, wind generators, windmills, water pumps

Clean Energy for Sustainable Development © 2017 Elsevier Inc.
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Table 3.2 Current and Projected Global Renewable Energy Usage by Category [6]

2010 2020 2035
Bioenergy 0331 0696 1487
Hydro 3431 4513 5677
Wind 0342 1272 2681
Solar PV 0032 0332 0846
Concentrating solar power 2 50 278
Share of total production 10% 12% 14%

S 3.2 BIOMASS

This chapter evaluates biomass as a substitute source of fossil fuels for energy
supply. Since human’s dawn, biomass has fulfilled the world’s energy needs and has
provided fuel [7]. The industrialization had taken off as the consumption of fossil fuels
started [8], and now their utilization has reached quickly at the top.

The term biomass is applied to biological materials originated from plant life together
with algae derived through photosynthesis. Carbohydrates are produced as initial
building blocks from the photosynthetic process occurring among CQO,, water, and solar
rays [9]. Usually biomass is reaped to use it as feed, food, fiber, and as structural materials
[10]. The remaining is left in the growth zones for natural decay and later on may be well
used as fossil fuels. On the other hand, with the help of novel techniques, biomass and
other wastes may be transformed into useful synthetic fuels [11].

3.2.1 Classification of Biomass Materials

European Commission categorized a number of biomass resources into products and
byproducts with remnants from crop growing (agriculture), forestry, and linked in-
dustries, in addition to the decomposable portions of agricultural industries and urbanite
waste [11].
Uses and purposes of the biomass resources are usually basics of their classification [12].
Table 3.3 gives a thorough classification of biomass resources and examples of each kind.
According to different varieties, biomass is grouped into four main types [13]:
*  woody plants,
* herbaceous plants and grasses,
* aquatic plants,
* manures.

3.2.2 Processing of Biomass

Based on the processing techniques, biomass can be more categorized into those having
high-moisture ratios and the ones with low-moisture content. Most of the commercial
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Table 3.3 Sorting of Biomass Resources Presenting Their Commencement

Plant/Animal
Mode of Life Source Class of Biomaterials Major Representative
Terrestrial Plants Carbohydrate Sugar cane, corn, sweet sorghum
Starch Maize, cassava, sweet potato
Cellulosic materials ~ Tropical grasses, poplar, sycamore
Forestry
Hydrocarbon Eucalyptus, green coral
Lipids Oil palm rapeseed sunflower
Cellulose Wheat bran, straw
Vegetable residues, processing residues
Farm residues
Secondary forest
Woodland remnants
Crippled material in plants
Fisheries/animal Proteinaceous Jettisoned and dead fish
husbandry Organic matter Animal manure
Proteinaceous Animal slaughtering waste
Humans Organic matter Municipal and pulp sludge
Organic matter Family garbage, feces
Aquatic Fresh water Cellulose Water hyacinth
Ocean Cellulose Large kelp
Microorganism  Cellulose, lipids, Green algae, photosynthetic bacteria
carbohydrates

research achievements have focused the lesser moisture—containing plants, such as
woody plants and herbaceous species.

Wet processing techniques based on biochemical processes, such as fermentation, are
much appropriate for aquatic materials and manures that naturally have elevated levels of
moisture. Techniques such as gasification, pyrolysis, or combustion are more econom-
ically right to dry biomass such as wood chips. Wet handling techniques are employed
where moisture contents of the materials are so high that the energy required for drying
would be extremely high as compared to the energy content of the product formed.
Other than moisture contents, ash, alkali, and trace component contents are considerable
factors in consideration of suitable processing technique (Table 3.4).

Lot of work has been performed to understand the methane fermentation process to
explore the biochemistry and microbiology of the organisms involved. Now the biomass
conversion into fuels has been advanced. Complex biomolecules of the biomass are
decomposed to lower molecular weight molecules, which are further transformed into
methane and CO,. If the fermentable biomass is frequently available, the anaerobic
digestion process can be operated on a large scale for a long period just keeping the
important fermentation parameters within acceptable range. Other than lignin and
keratins that have low biodegradability, nearly all types of biomass can be processed.



Table 3.4 Major Pathways of Biomass Processing Showing Key Issues and Advantages With Current Advances [14—42]

Processing Pathways

Key Issues

Major Advantages With Current Improvements

Gasification

Pyrolysis

Hydrothermal
liquefaction

Enzymatic
hydrolysis

Production of tar is problematic [14].

High content of O, and H,O being there
lowers the quality [18].

Oil obtained is below par for direct
blending with fossil fuels [19].

Chemistry of the product is yet to be
explored [20].

In effect, solvents with suitable catalysts to
reduce the number of products is still to
be searched.

Biomass-processing cost through
liquefaction is very high [23].

As water is the processing medium, large
amount of water is required [24].

Enzymes required for pretreatment are
very costly [29].

According to Ref. [15], adsorption as well as catalytic
transformation engagement with char-based
adsorbents/ catalysts can eliminate tar successfully.

The ignition engine has been designed that can be driven
on impure syngas and can tolerate tar issues [16].

Integrated gasification with gas cleaning and
conditioning was proposed as a better option [17].

Rapid pyrolysis at high temperatures 300—500°C in the
presence of catalyst can result into fuels, which have the
oxygen removed [21].

Biomass torrefaction was upgraded to reduce functional
groups having oxygen [22].

About 80% energy from biomass is recovered to fuel
through hydrothermal liquefaction, which is excellent as
compared to other biomass-processing pathways [25].

The product almost resembles petroleum crude other
than high nitrogen and oxygen ratios.

Homogenous alkaline catalysts in solution form can reduce
the nitrogen and oxygen ratios in the final product
[26—28].

Biomass hydrolysis is performed at pH 4.8 and 45—50°C
temperature, then the applicable enzymes cost can be
reduced [30].

Applications of genetically reconstructed microbes that can
produce ethanol from xylose and other pentose directly.

Optimization of enzyme application can significantly
improve ethanol production efficiency reducing the
production cost [31].
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Dilute acid hydrolysis
(DAH)

Concentrated acid
hydrolysis (CAH)

Tonic liquids (ILs)

Mechanical
extraction

Chemical extraction

Transesterification of
vegetable oils

Retrieval of sugar is low.

Production of furfural and related
compounds inhibits the fermentation of
sugars to ethanol [32].

Recycling of acid is a difficult task [34].

Corrosion problems.

Ca[OH], is added to counteract the acid, so
calcium sulfate originates [35]. Its
disposal is an additional task.

To recover the ionic liquids is a difficult
task as both sugars and ionic liquids have
comparable solubility [36].

Further, ionic liquids inhibit the
fermentation process also [37].

Another issue with ionic liquids is their
high cost [38].

Extra heating with high temperature ends
in a low nutritional value cake and lower
quality oil.

The operative design must be improved
considering the mass transfer kinetics
[40].

High viscosity issues.

Low heating values.

Commercialization can be done, but cost is
very high [42].

Decreasing the feedstock size can improve the recovery of
sugar and pretreatment cost [33].

Major benefits of concentrated acid hydrolysis are better
sugar recovery, minimum concentration of inhibitors
(32].

Most of the ionic liquids are environment friendly [38].

Having H" and hydrogen sulfate [HSO,4]™ anion are
comparable in effectiveness and process cost with other
pretreatment methods.

Simple process.

High-skilled supervisors are not required.

Provides high protein cake [39].

The process is environment and human friendly.

Properties of CO, may be adjusted to improve selectivity
[41].

It is decomposable, recyclable, and nontoxic.
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3.2.3 Conclusion

Energy generation from biomass is the global move to reduce the environmental impact
of fossil fuel. Energy produced from nonfood feed sources can practically substitute the
power generated from fossil fuels. The use of indigenous sources can also increase energy
security with the mitigation of global warming. During 2000s, the energy generation
from biomass has demonstrated a fast growth, as many countries look after it well.

Energy yielded through biochemical and thermochemical routes is suitable to fulfill
the current needs. The thermochemical processes transform biomass into useable energy
within less time as compared to biochemical methods that proceed up to many hours for
transformation. Now research has been focused on modeling transformational pathway
for their optimization to increase the performance and decrease the production cost.
Eventually, an approach considering all issues is expected for better generation of bio-
energy utilizing the indigenous biomass.

3.3 SOLAR POWER

There have been continuous efforts to explore alternative ways to replace the
fossil fuel and to meet the globally cumulated need for energy due to rapidly increasing
population and intensifying demand from developing countries. The challenge has to
be replied with a low-cost solution employing raw materials available in abundance.
Clearly the sun is the ultimate focal point for unpolluted and inexpensive energy,
exploited by nature to support virtually whole life on earth; it can offer a fully
developed solution for the energy crisis [43]. Therefore, solar cells can be taken as a
major RE resource once their production cost is reduced to a reasonable level, similar
to other available energy resources. Accordingly, fixing the energy from the solar
system with PV equipment seems to be a sensible huge scales response to the current
energy issue [44].

Various methods are available to harness the energy of solar radiation from the sun.
Active solar heating, passive solar heating, and solar engines for electricity generation are
included. For small-scale heating, such as at the domestic level, active solar energy system
is utilized that can reduce electrical consumption [45].

Passive efficiency of housing and other buildings can be improved through passive
solar heating systems. In this technique, the equipment that can consume the energy of
solar radiation to heat a building is employed. It may take in conservatory, Trombe wall,
and direct gain—type applications [46].

Solar heat engines are meant for electricity generation. By and large, reflective glasses
are fixed to direct the solar radiations over a water source or some other fluid, steam 1is
generated through evaporation. The steam is employed to run a turbine for power
generation [47].
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3.3.1 Application and Advantages of Solar Energy

Production of electricity using solar energy to replace fossil fuels has been increased
globally as it is clearly environment friendly as compared to all the other energy sources.
The natural resources are not used up; neither CO; nor other gaseous and solid waste
products are released [48].

Following are the major advantages:
* zero greenhouse gases (GHGs; CO,, NO,) discharge;
* no release of toxic gases (SO,, particulates);
* reparation of barren land;
* reduced cost of transmission lines from electricity grids;
* security of energy supply and diversification with national energy independence;
* speeding up of rural electrification.
Due to increased global climate change, pressure of intensifying energy consumption
rate, and international arrangements to diminish the GHGs release, it is being thought
that how to access solar energy. For this, governments worldwide are launching their
national objectives for the provision of electricity from RE and are hence trying to set up
the various solar energy policies in different countries [49].

Moreover, solar energy—based electricity generation is getting pace in every corner
of the world. Solar electricity is normally generated from two methods: first is PVand the
other is concentrated solar power (CSP).

3.3.2 Solar Photovoltaics

Solar PV units are solid-state semiconductor equipment combined of many elements,
such as cells; mechanical; and electrical mountings, having the ability to transform solar
energy into electricity [50].

When photons of the solar light smash the cells surface, these are absorbed and pair of
electrons and holes is generated. The generated electrons and holes rush toward the
n-type side and p-type side. As the two sides of the PV cell are attached through its load,
an electric current is produced and it flows as long as solar system 1is available to hit the
cell. PV power generation systems are built on batteries, inverters, chargers, discharge
controllers, and solar tracking control systems, other than solar cells. Constituents of PV
sheets are monocrystalline silicon, polycrystalline silicon, microcrystalline silicon, copper
indium selenide, and cadmium telluride [51]. The C—Si technology is globally getting
almost 87% of the total PV sales in the year 2010 [52]. Leading producer in PV cell is
China, whereas European countries are leaders by the installation capacities of PV power
outputs of 39 GW by the end of 2011 [53]. Although CSP plants keep high capacity to
add for future energy needs, in the year 2012, about 98% of solar plants installed were
based on PV systems [54]. It is the world’s rapid-growing energy technology, as PV
production has doubled every 2 years, since 2002 [55].
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Up-to-date solar PV systems possess abilities to generate 10—60 MW and can now be
functional up to 10 years at 90% and for up to 25 years at 80% of its rated power capacity
[56]. The leading PV manufacturers include First Solar, Suntech Power, Sharp, Q-Cells,
Yingly Green Energy, JA Solar, Kyosera, Trina Solar, Sunpower, and Gintech [57].

3.3.3 Solar Thermal Application

Thermal solar energy is the most commonly available source that can be utilized for
cooking, water heating, crop drying, and so on [58]. Solar cooking is the utmost direct
and useful application of energy from the sun [59,60,61].

Benefits and disadvantages of solar ovens were compared with traditional firewood
and electric stoves [62]|. The payback period of a common hot box—type solar oven,
even if used 6—8 months a year, is around 12—14 months, about 16.8 million tons of
firewood can be saved and the emission of 38.4 million tons of CO; per year can also be
prevented.

According to Ref. [63], solar water heating system of 100 L/day volume installed at
home can alleviate around 1237 kg of CO; emissions in a year. Solar-drying technology
offers an alternative, which can process the vegetables and fruits in clean, hygienic, and
sanitary conditions with zero energy costs. It saves energy and time, occupies less area,
and improves the product quality of heliostat field collectors [64].

3.3.4 Concentrated Solar Power

In CSP, solar radiations are concentrated to generate steam to drive a conventional
turbine or engine for the production of electricity. The major difference from solar PV is
that the heat may be kept, commonly through using molten salts or oil as the liquid
medium in the solar receiver, and electricity can be generated outside of solar light hours
[65]. Furthermore, solar thermal technology offers the ability to match increased supply
during periods of intense summer radiations with peak demand associated with space
cooling requirements.

Solar thermal technology is commonly used for hot water systems. Solar thermal
electricity, also known as concentrating solar power, is typically designed for large-scale
power generation. Solar thermal technologies can also operate in hybrid systems with
fossil fuel power plants, and, with appropriate storage, have the potential to provide base
load electricity generation. Solar thermal technologies can also potentially provide
electricity to remote townships and mining centers where the cost of alternative elec-
tricity sources is high [66,67].

3.3.5 Conclusion

As fossil fuel supplies are expected to be less available, more expensive, and of increasing
environmental concern in the coming century, increasing dependence on energy
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conservation and alternative energy sources is expected. The most obvious alternative
energy source is the sun.

The solar-based energy-generating system is rapidly growing worldwide. To keep its
growth up, fresh improvements in material utilization, alternate designs, and consistency
of production technologies are highly needed. Key attraction for international funding to
sponsor PV energy systems is its competence to keep up a clean energy source. It can also
help to improve basic living standard. Slowly but surely, solar energy system is being
employed in programs that develop education, water supply, and healthcare.

S 3.4 WIND POWER

Wind power is the second largest, developed, and commercially utilized RE
technology applied for electricity generation, which is achieved on an average annual
growth of 28% during the period 2001—11 [68,69], and its average installed capacity has
doubled every 3 years.

Wind energy can be transformed into convenient forms: through wind turbines to
generate electricity, by wind mills for mechanical power and wind pumps can pump
water or drainage, or sails to propel ships [70]. Humans have been using wind power
since almost 3000 years ago, but up to the early 20th century, it was just used to provide
mechanical power to pump water or to grind grain. Fossil fuels replaced wind energy at
the start of the industrialization era [71]. Electricity is produced from the wind through
utilization of the kinetic energy that the air possesses. The kinetic energy of the air is
firstly transformed to mechanical energy and then to electrical energy. The challenge for
the modern industry is to design cost effective wind turbines and power plants to do
these energy-form transformations. Available kinetic energy in the wind can be extracted
up to 40—50% only. Therefore design of the wind turbines must be improved to
maximize the energy captured. Since mid-1960s different onshore wind turbine con-
figurations with horizontal and vertical axes have been investigated. The horizontal axis
design came to dominate with time, even though configurations varied, especially the
number of blades and blades’ orientation. Wind power plants, sometimes named as wind
farms (5—300 MW 1in size), are created by installing together the many wind turbines
[72,73].

In 2007, wind-generated electricity fulfilled above 1% of the global demand [74]. As
the growth continued in 2008, a further 27 GW of capacity was commissioned [75]. It
has been predicted that installed capacity will increase fivefold over the next 10-year
period [76].

Now the wind energy technology is mature enough and marketable as the price of
wind power is generally reasonable compared to other types of power generation.
Emission avoided by this technology ranges from 391 to 828 g of CO,/kWh [77].
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It is worth mentioning that almost 80% of the worldwide wind capacity is installed in
Germany, USA, Denmark, India, and Spain. Hence, most of the knowledge and
experience of wind energy recline in these five countries only.

3.4.1 World Wind Energy Scenario

Potential of onshore wind power is very high, that is, 20,000 x 10” to
50,000 x 10 kWh per annum as compared to current total world electricity con-
sumption of 15,000 x 10” kWh. The economic potential depends upon factors such as
average wind speed, statistical wind speed distribution, turbulence intensities, and the
cost of wind turbine systems. The aggregate global wind energy size has been grown to
46,048 MW.

The five major countries with the highest total installed wind power capacity are
Germany; 16,500 MW, Spain; 8000 MW/, the United States; 6800 MW, Denmark;
3121 MW, and India; 2800 MW, nearly 80% of total wind energy installed worldwide.
Other countries, such as Italy, the Netherlands, Japan, and the United Kingdom, are
above or near the 1000 MW mark.

3.4.2 Problems Associated With Wind Turbines

Wind turbine components are subjected to various problems. Some methods used for
reducing failure of wind turbine components has been reviewed in this chapter.

References Suggestions

[78] Discussed the fatigue issue and their remedy.

[79] Stated that the fatigue-specific failure mechanism depends on material or
structural defect.

[80] Designed a new analytical model against corrosion fatigue.

[81] Studied the structural dynamic characteristics of rotor blades to avoid sympathetic
vibration problem.

[82] Proposed a model to avoid ice deposits on wind turbines.

[83] Discussed the environmental impact of wind power system.

[84] Applied multilayered metallic coating against fatigue cracks.

[85] Used asbestos-free friction-lining material.

[86] Discussed the problems faced at wind farms and how to tackle these.

[87] Given details about downwind turbine noise issues.

[88] Presented a solution for the uncertainties in the system load.

3.4.3 Conclusion

Advancement in technology has made outstanding developments in designs of wind
turbines. Different factors, for instance, choice of site; elevation level; selection of wind
generators; speed of wind; and wind power potential, have been well-thought-out for
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development of model wind turbines. Vibration issue of wind turbines with lifetime
prediction of wind turbine blades has been well studied. Now, after this improved
technology, wind turbine has been designed for optimum power production at lesser
cost, and the wind turbine technology has a bright future globally.

S 3.5 HYDROPOWER

Hydropower is the energy resulting from tidal energy possessed by flowing water
due to height difference and flow speed. Energy possessed by moving water can generate
electricity through turbines [89]. It is prophesied that the electricity generation from
renewable sources will be shared majorly by hydropower. Hydropower sources provide
90% of RE and above 16% of total electricity globally [90], without emitting GHGs.

First, at the world summit on sustainable development in Johannesburg [91], and for a
second time at the third world water forum in Kyoto (2003), the delegates of over 170
nations declared hydropower a RE source unanimously [92].

Hydro-based electricity is now being generated in over 150 countries. Present
worldwide hydroelectricity installed capacity is about 970 GW [93]. Global hydropower
production remained about 3500 TWh in the year 2011. Nearly 50% of global hydro-
power is produced in just three countries, United States, China, and Canada,
collectively [94].

Hydropower projects can be designed at wide range and in several types to outfit
specific requirements of particular site conditions. Hydropower neither consumes nor
pollutes the water, to produce electricity, but it lets go this vital source to be accessible for
other usages. The incomes made by sales of power can fund other arrangements crucial
for humans, such as drinking water supply systems, irrigation structures for agriculture,
navigation organization, and tourism. Every form of life on earth needs water. Unluckily,
its distribution is uneven; some portions of the world are susceptible to drought, while in
others parts, floods are the major cause of loss of lives and property [95].

Water has been always collected and stored in dams and reservoirs, through the
history, to meet human needs [96].

3.5.1 Main Attributes of Hydropower As Renewable Energy Source

A major source of renewable energy:
Kinetic energy of moving water is utilized to get hydroelectricity, with no depletion
of sources; so all kinds of hydropower ventures, minor or major, run-of-river or
storage, fulfill the definition of RE.

Backbone of other renewables energy resources:
Hydropower projects with storage facilities provide an extraordinary operational
flexibility that these can better bear out immediate changes in electricity demand.
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This ability makes hydro energy very capable and cost-effective technology to
support the placement of intermittent RE sources, such as wind and solar
power [97].

Energy security and price constancy:
The river water is a local resource, so it is free from world market instabilities [98].

Storage of fresh water:
Lakes for hydroelectricity generation gather the water of rain fall, also serve as a
source of drinking and irrigation. Further, aquifers cannot be depleted.

Electric grid stability:
The management of electric grids depends on fast, flexible generation sources to
meet peak power demands, maintaining system voltage level, and quickly restoring
the service after a blackout [99].

Helpful in climate change scenario:
As the life cycle of hydropower releases minimum GHGs, it can help to slow global
warming. Currently, hydroelectricity evades burning of 4.4 million barrels of oil
equivalent daily [100].

Improvement of air quality:
No air pollutants are generated and substitute fossil-fired generation, thus decreasing
acid rain and smog chances.

Contribution to development:
Hydropower facilities bring electricity, roads, industry, and commerce to commu-
nities, thereby developing the economy, improving access to health and education,
and enhancing the quality of life.

Clean and affordable energy for present and future:
Easy to upgrade and fit in the latest innovations. Minimum operational and main-
tenance costs.

A tool for sustainable development:
Hydroelectricity projects are economically viable, environment friendly and socially
responsible, and with the ability to serve future generations.

3.5.2 Conclusion

Although the hydropower is a site-specific technology, it is a more concentrated energy
resource than others. The energy available is readily predictable and continuously
available on demand with no environmental impact. Moreover, it is highly cost-
effective, reliable, and environmentally sound means of providing power. Globally,
there are many hilly areas of the world where grid electricity will perhaps not reach, but
those regions have enough hydropower resources to fulfill local needs. To unfold the
potential, it requires significant efforts and resources to be allocated for technology
transfer.
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3.6 FUTURE PROSPECTS AND CHALLENGES FOR RENEWABLE
ENERGY TECHNOLOGIES

RE systems are rapidly growing worldwide. To keep the growth rate up, they need
novel improvements in the materials used, better designs, and highly reliable and pro-
ductive technologies.

Presently, RE production systems market is being run by subsidies and tax exceptions.
The key attraction is the competence of RE technologies to favor cleaner energy pro-
duction sources. Following are the key areas to be addressed for promotion of these clean
technologies.

The initial installation cost of RE systems are very much high, so the major challenge
faced by such technologies is their costs. To apply RE system at a massive scale, tech-
nology must be cost-effective as compared to fossil fuel.

Improvement in manufacturing technologies and reduction of waste products (e.g.,
in biomass treatment) are required.

Power generation from RE sources (other than hydro) generates power in an
intermittent way, so such technologies are not a good choice for a continuous load
requirement. Therefore, these must be operated in conjunction with the utility grid or
some kind of energy storage in order to achieve the required continuity in power supply.

These energy technologies produce no air or water pollution and do not emit any
GHG:s, but do have some indirect impacts on the environment.
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4.1 INTRODUCTION

Carbon dioxide (COy) is one of the most important contributors for the increase
of the greenhouse effect. The IPCC (Intergovernmental Panel on Climate Change) Fifth
Assessment Report (AR5) showed that in order to limit the long-term global temper-
ature increase to 2°C above preindustrial levels and avoid dangerous climate change
consequences, a radiative forcing of below 3 W/m?” is required around the end of
the century [1]. However, it seems increasingly likely that we will overshoot this limit.
The IEA (International Energy Agency), in its World Energy Outlook, announces that
“the door to 2°C is closing.”

In order to meet both environmental and economic constraints, there must be a
comprehensive mitigation portfolio that includes multiple options. This would, for
example, mean measures that improve efficiency, favor energy conservation, renewable
energy, and enhancement of carbon sinks, as well as CCS (carbon capture and storage).
Therefore, it may become necessary to develop technologies that capture emissions from
the atmosphere (negative CO; emissions technologies). By capturing CO, from the air
(directly or indirectly), CO5 emissions can be sequestered and the stock of atmospheric
CO; reduced to correct the overshoot. This technique could also be used to offset
additional anthropogenic emissions from sectors where emission reductions are difficult
or uneconomical. A range of negative emissions options have been identified that
directly remove CO» from the atmosphere called direct air capture technologies such as
artificial trees and lime-soda process) and some options remove emissions indirectly, for
example, augmented ocean disposal processes, biochar, and BECCS (bioenergy with
carbon capture and storage). Given that the cost of direct air-capture technologies is still
very uncertain and high, BECCS appears to be the negative CO, emissions technology
with the most immediate potential to reduce emissions. This chapter describes a new
opportunity for CO; abatements: geological storage of CO, from biomass, or BECCS.

Clean Energy for Sustainable Development © 2017 Elsevier Inc.
ISBN 978-0-12-805423-9, http://dx.doi.org/10.1016/B978-0-12-805423-9.00004-1 All rights reserved.
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4.1.1 What Is BECCS?

BECCS is a technology that integrates biomass systems with geological carbon storage.
During combustion, fermentation, putrefaction, biodegradation, and other biological
processes, large amounts of CO; are emitted from trees, plants, and agricultural crops.
These processes are, for example, found in biomass-fueled power plants, pulp and paper
industries, steel plants, ethanol plants, and biogas plants.

As biomass grows, CO5 is absorbed from the atmosphere. Through photosynthesis,
carbon is incorporated into plant fibers, while oxygen from the decomposed CO,
molecule is set free. The energy for the process comes from the sun that induces
photosynthesis. When biomass is broken down through combustion or any other natural
process, the carbon atoms that the plant was composed of are released. Together with the
oxygen in the air, they form CO,. In this way, large amounts of biogenic CO5, obtained
though natural biodegradation processes, are released back into the atmosphere. The
CO; molecules are then split again through the growth of new biomass, which is
captured in the next generation of plants. When applying BECCS, the CO; previously
tied up in biomass is captured from the atmosphere, and the gas flow is diverted to the
bedrock for permanent storage. In this way, BECCS systems create a flow of CO; from
the atmosphere into the underground (see Fig. 4.1).

The BECCS technology was first mentioned in scientific publications in the 1990s.
Since then, the BECCS technology has been discussed as a variant of the CCS tech-
nology that is applied to fossil sources. Most interest has been directed toward the fact
that BECCS provides an opportunity to create permanent negative carbon emissions,
that is, the removal of CO, from the atmosphere. Since BECCS is a new and complex
technology, it has come to be known by different names depending on the author
and context. The IPCC uses the acronym “BECCS” to describe the technology in its
fourth assessment report from 2007. Other authors use the abbreviations “BECS,”
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Figure 4.1 (A) Bioenergy carbon flow. (B) Bioenergy with CCS (BECCS) carbon flow.
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“biomass-based CCS,” “BCCS,” and “biotic CCS.” This chapter uses the acronym
BECCS, as applied by the IPCC, throughout [2].

4.1.2 Negative Emissions With BECCS

For an overview of the main flows of carbon and CO; in different energy systems, see
Fig. 4.2. Please note that in addition to these main system flows, the support systems for
construction, fuel extraction, and transportation have been included. In other words, it is
needed to consider the fact that all systems currently involve certain fossil emissions at
some part of the production chain. Even the design and installation of wind turbines
involve carbon emissions, though the quantities are relatively small.

The radical difference between negative carbon emissions and other energy systems
becomes evident when looking at Fig. 4.2. Fossil fuels increase the amount of CO; in the
atmosphere in absolute terms. As fossil coal and oil, which are not part of the natural
carbon cycle, are extracted and combusted, CO; is added to the atmosphere. Fossil fuels
with CCS also increase the amount of CQO,, but not as much as without CCS.
Renewable energy generated by wind, solar, geothermic, and hydroelectric power plants
affects the carbon cycle to a very limited extent, once in operation. Bioenergy emits as
much carbon as the biomass previously captured. BECCS, however, only emits parts of
the previously captured CO», and the rest is permanently removed from the atmosphere.

Biomass use for energy production in processes such as combustion and gasification,
and its use to produce biofuels such as bioethanol, results in emissions of CO». This CO,
produced during combustion is about the same quantity consumed during biomass
growth; therefore emissions from biomass combustion are considered to be CO; neutral.

Net carbon balance

Positive Less Neutral Neutral Neutral
positive to slightly to slightly to
positive positive negative
Fossil Fossil fuels Renewable Bio-energy Bio-energy
fuels with CCS energy with CCS

Figure 4.2 General comparison of carbon flows in different energy systems.
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Capture and long-term storage of these CO; emissions would effectively result in net
removal of atmospheric CO,. Biomass with CCS is potentially one of the few options for
“negative emission.”

4.2 CARBON-NEGATIVE TECHNOLOGIES
4.2.1 Artificial Photosynthesis

Artificial photosynthesis, which is described as “Chemistry’s Greatest Challenge,” at-
tempts to replicate the natural processes of photosynthesis, and, at least in near future, the
goal of artificial photosynthesis is to use sunlight energy to make high-energy chemicals
to store energy. A challenge in artificial photosynthesis is to use cheap and environ-
mentally friendly compounds. Many components currently proposed for use in artificial
photosynthetic systems are expensive, toxic, inefficient, or nondurable.

An “artificial tree” is a device that mimics the processes used by biological plant life to
absorb CO» from the atmosphere. In nature, plants combine CO; from the atmosphere
with water from their sap chemically, forming various hydro and oxy-hydrocarbons.
However, in the case of artificial trees, the output from the “tree” is a stream of essentially
pure CO» at high pressure, ready for sequestration. Klaus Lackner, a physicist at
Columbia University, is working on a filter that can do just that. Lackner envisions
artificial trees small enough to fit in a shipping container but large enough to capture a
ton of CO a day [3]. Lackner’s trees are essentially passive devices (i.e., no energy input
required for the capture of COy) that present a large surface area of COp-absorbing
material to the atmosphere—akin to the leaves of natural trees. Wind is used to drive a
current of CO»-laden air across an absorbent surface so that mass transfer of CO, to the
absorbent takes place. the sorbent, over time, becomes saturated with CO, and must be
regenerated (Fig. 4.3; Scheme 4.1).

Lackner developed an absorbent that can be regenerated by simple rehydration;
soaking the saturated sorbent with water results in it releasing a portion of the CO,
chemically bound to it. This process must be done in a sealed chamber held at reduced
pressure. After regeneration, the sorbent can be reexposed to the air where it first dries,
and then absorbs another tranche of CO; from the atmosphere. It is claimed that this
absorption/stripping cycle can be repeated many thousands of times without degrada-
tion of the sorbent, and experiments have confirmed this on laboratory scale. All that
remains is to dehydrate and compress the CO; released in the regeneration chamber
ready for transport to the sequestration site.

A feature of Lackner’s trees, therefore, is that the only significant energy requirement
is the electricity needed to drive the gas compressors. Some heat input is required in the
regeneration process, but this could be supplied from heat recovery in the CO;
compression process. However, due to the dehydration step, a process that contributes to
the overall energy balance of the system, the devices require a significant (but not
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quantifiable based on the present literature) amount of water, which may limit the
application of artificial trees to nonarid regions.

However, there are a number of studies to design different systems using chemicals
and methods that may not have much to do with how natural organisms perform it. All
researchers must be encouraged, but the point is that learning from the natural systems
makes sense since these have been doing it successfully for millions of years (Scheme 4.1).
Artificial photosynthesis is, as discussed by Collings and Critchley, an umbrella term that
includes reactions from water splitting, CO», and N reduction, to engineered bacteria.
In this issue, we collected new progresses in this field from different scientists in different
countries [5].

4.3 CARBON-NEGATIVE BIOFUELS

4.3.1 Solid Biofuels

4.3.1.1 Biomass

Biomass is one of the most important renewable energy sources in the near future. It has
the potential benefits of decreasing pollutant generation and being CO; neutral.
Compared to other sources of energy, biomass offers some unique advantage with respect
to the environment since it is “carbon neutral.” Biomass is biological material derived
from living, or recently living organisms. In the context of biomass for energy, this is
often used to mean plant-based material, but biomass can equally apply to both animal-
and vegetable-derived material. It is carbon based and is composed of a mixture of
organic molecules containing hydrogen, usually including atoms of oxygen, often
nitrogen, and also small quantities of other atoms, including alkali, alkaline earth, and
heavy metals.

4.3.1.1.1 Classification of Biomass
Fig. 4.4 shows the different sources of biomass production that are discussed in the
following sections.

4.3.1.1.1.1 Energy Crops The energy crops are grown specifically for use as
fuel and ofter high output per hectare with low inputs. These crops are usually low cost
and need low maintenance. The energy crops mainly consist of herbaceous energy crops,
woody energy crops, agricultural crops, and aquatic crops [6].

Herbaceous energy crops are perennials that are harvested annually. It takes 2—3 years to
reach in complete production. These crops include grasses such as switchgrass, mis-
canthus, bamboo, sweet sorghum, tall fescue, kochia, wheatgrass, reed canary grass,
coastal Bermuda grass, alfalfa hay, thimothy grass, and others. The Biowert, Germany
uses meadow grass to manufacture green electricity and innovative materials such as
plastics, insulation materials, and fertilizers.
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Woody energy crops are fast-growing hardwood trees that are harvested within 5—8 years
of plantation. These crops include hybrid poplar, hybrid willow, silver maple, eastern
cottonwood, green ash, black walnut, sweetgum, sycamore, and so on. For the
manufacturing of paper and pulp the short rotation woody energy crops are traditionally
used. On the other hand, agricultural crops such as oil crops (e.g., jatropha, oilseed rape,
linseed, field mustard, sunflower, castor oil, olive, palm, coconut, and groundnut), cereals
(e.g., barley, wheat, oats, maize, and rye), and sugar and starchy crops (e.g., sweet
sorghum, potato, sugar beet, and sugarcane) are generally grown to produce vegetable
oils, sugars, and extractives. These crops have potentials to produce plastics, chemicals,
and products as well. Aquatic crops include several varieties of aquatic biomass, for instance,
algae, giant kelp, other seaweed, marine microflora, and so on.

The energy crops are extensively grown for production of biofuels, for example,
sugarcane in Brazil for ethanol, maize in the United States for ethanol, and oilseed rape in
Europe for biodiesel.

4.3.1.1.1.2 Agricultural Residues and Waste  Agricultural residues mainly
comprise of stalks and leaves that are generally not harvested from fields for commercial
use. Sugar cane bagasse, corn stover (stalks, leaves, husks, and cobs), wheat straw, rice straw,
rice hulls, nut hulls, barley straw, sweet sorghum bagasse, olive stones, and so on are some
of the examples of agricultural residues. With vast areas of corn cultivated worldwide, corn
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stover is expected to be a major feedstock for biorefinery. The use of agricultural residues
for biorefinery is beneficial as it eliminates the need of sacrificing arable lands [7].

4.3.1.1.1.3 Forestry Waste and Residues The forestry waste and residues are
referred to the biomass that is usually not harvested from logging sites in commercial
hardwood and softwood stands. The forestry residues also include biomass resulting from
forest management operations (thinning of young stands and removal of dead and dying
trees). Utilization of this biomass for biorefinery near its source is highly desirable to
avoid expensive transportation. However, limited accessibility to dense forests largely
increases operation costs for logging/collection activities [8].

4.3.1.1.1.4 Industrial and Municipal Wastes These include municipal solid
waste (MSW), sewage sludge, and industrial waste. Residential, commercial, and insti-
tutional postconsumer waste usually contains good amounts of plant-derived organic
materials that can be used as potential source of biomass. The waste paper, cardboard,
wood waste, and yard waste are examples of MSW. The waste product generated during
wood pulping, called black liquor, is an example of industrial waste.

4.3.1.2 Liquid Biofuels

4.3.1.2.1 First Generation

First-generation fuels allude to the biofuel a product of sugar, starch, vegetable oil, or
animal fats utilizing conventional technology. These fluid biofuels include the accessible
fuels such as pure plant oil from oil-yielding crops, biodiesel from esterification of
immaculate plant oil or waste vegetable oils, bioethanol from sugar or starch crops
maturation, and ethanol derivate ETBE (i.e., the t-butyl ether of ethanol) [9].

4.3.1.2.1.1 Vegetable Oil Vegetable oil can be used for either food or fuel. The
potential to run engines on straight run vegetable oils dates back to the 19th century,
notably to attempts by the famous German inventor, Rudolph Diesel leading to the
successful development of his Diesel engine in 1895. In most cases, vegetable oil is
utilized to fabricate biodiesel, which is good with most diesel motors when mixed with
conventional diesel fuel.

4.3.1.2.1.2 Biodiesel Biodiesel refers to a variety of ester-based fuels (fatty es-
ters) generally defined as the monoalkyl esters made from several types of vegetable oils,
such as soybean, canola, or hemp oil, or sometimes from animal fats through a simple
transesterification process. When oils are mixed with methanol and sodium hydroxide,
biodiesel and glycerol are produced by the chemical reaction. First part of glycerol is
produced for every 10 parts biodiesel. Biodiesel can be successfully used in any diesel
engine when it is mixed with mineral diesel in a neat composition.
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4.3.1.2.1.3 Bioalcohol Ethanol, propanol, and butanol are commonly biolog-
ically produced alcohols that are manufactured by the action of microcosm and enzymes
through sugar stretches or cellulose (which is more difficult). It is likely that butanol is
able to produce enough energy to be burnt “straight” in the existing gasoline engines
since it is less corrosive and water soluble than that of ethanol which could be distributed
through the existing system.

4.3.1.2.2 Second Generation

The second-generation biofuel technologies have been developed to overcome some
important limitations of the first-generation biofuel, notably their use as food. Biomass
of trees as second-generation fuels is said to contain more carbohydrate and the raw
material for biofuel than that of food crops. Genetic modification (GM) engineering is
constantly used to attempt to lessen the level of lignin in trees and change the structure of
the hemicelluloses. Cellulosic ethanol is taken from nonfood crops or inedible waste
products that have less impact on food such as switch gases, sawdust, rice hulls, paper
pulp, and wood chips. Lignocelluloses are the “woody” structural material of plants. The
greenhouse gas emissions savings for lignocellulosic ethanol are greater than those ob-
tained by the first-generation biofuels.

4.3.1.2.3 Third Generation

4.3.1.2.3.1 Microalgae Drive Biofuels  Algae are the fastest growing organisms
in the world. Microalgae are known for faster growth rates than terrestrial crops. The per
unit area yield of oil from algae is estimated to be from 18,927 to 75,708 liters per acre, per
year; this is 7—31 times greater than terrestrial crops although there are claims of higher yields
of up to 100,000 liters per hectare per year. Studies show that algae can produce up to 60% of
their biomass in the form of oil because the cells grow in aqueous suspension where they
have more efficient access to water, CO», and dissolved nutrients. Many fuel-grade products
could be gained from algae [9]. Different types of biofuel, such as biodiesel, hydrogen,
methanol, and ethanol, are produced from different types of microalgae (Table 4.1).
Microalgae can provide several types of renewable fuels described in the following sections:

4.3.1.2.3.2 Biodiesel Biodiesel, typically produced from oil plants including
food crops, has received a lot of concerns about the sustainability of this practice.
Microalgae as an alternative to conventional crops, such as sunflower and rapeseed, can
produce more oil and consume less space. Microalgal biodiesel contains no sulfur and can
replace diesel in today’s cars with little or no modifications of vehicle engines, while, on
the other hand, the use of it can decrease the emissions of particulate matters, CO,
hydrocarbons, and SO,. Compared to biodiesel derived from land-based crops, pro-
ducing a substantial amount of biodiesel from microalgae has been considered as the most
efficient way to make biodiesel sustainable [10].
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Table 4.1 Different Types of Biofuel Production From Different Microalgae [11,12]

Microalgae Algae Type Biofuel Productivity of Biofuel
Arthrospira maxima Green Hydrogen, biodiesel 40—69%
Chlamydomonas reinhardtii Green Hydrogen 2.5mL/h/11.73 g/L
Chlorella Green Biodiesel
Chlorella biomass Green Ethanol 22.6 g/L
Chlorella minutissima Green Methanol
Chlorella protothecoides Green Biodiesel 15.5 g/L
Chlorella regularis Green Ethanol
Chlorella vulgaris Green Ethanol
Chlorococcum humicola Green Ethanol 7.2g/Lor10g/L
Chlorococcum infusionum Green Ethanol 0.26 g ethanol/g algae
Chlorococum sp. Blue-green Biodiesel 10.0 g/L
Chlorococum sp. Blue-green Ethanol 3.83¢g/L
Dunaliella sp. Green Ethanol 11.0 mg/g
Haematococcus pluvialis Red Biodiesel 420 GJ/ha/yr
Neochlorosis oleabundans Green Biodiesel 56.0 g/g
Platymonas subcordiformis Green Hydrogen
Scenedesmus obliquus Green Methanol, hydrogen
Spirogyra Green Ethanol
Spirulina platensis Green Hydrogen 1.8 pmol/mg
S. platensis UTEX 1926 Blue-green Methane 0.40 m*/kg
Spirulina Leb 18 Blue-green Methane 0.79 g/L

4.3.1.2.3.3 Biohydrogen Microalgae can also directly use sunlight and water to

generate biohydrogen in the absence of oxygen in a closed culture system. During
photolysis, microalgae can split two water molecules via photosynthesis to form one
oxygen molecule and four hydrogen ions which can be converted into two hydrogen
molecules by hydrogenase enzyme. Usually hydrogen is generated from algae through
three methods: (1) Biochemical processes—A microscopic green algae (known as Chla-
mydomonas reinhardtii, or pond scum) split water into hydrogen and oxygen under
controlled conditions. Under these conditions, enzymes in the cell act as catalysts to split
the water molecules. A recent breakthrough in controlling the algae’s hydrogen yield has
prompted interest in commercial-scale Hy production from algae. (2) Gasification of algal
biomass—During gasification, biomass is converted into a gaseous mixture comprising
primarily of hydrogen and carbon monoxide, by applying heat under pressure in the
presence of steam and a controlled amount of oxygen. A number of methods are available
for the separation of H from syngas. (3) Steam reformation of methane—Fermentation of
algal biomass produces methane. The traditional steam reformation (SMR) techniques can
be used to derive hydrogen from methane. Steam reforming is a method that produces
hydrogen commercially, besides being used in the industrial synthesis of ammonia. It is also
the cheapest method.
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Table 4.2 Bioethanol Production Yields From Different Microalgae Species [13,14]
Yield (g Ethanol/g

Feedstock Pretreatment Substrate)
Kappaphycus alvarezii Sulfuric acid 0.457
Geracilaria verrucosa Sulfuric acid and enzymatic 0.430
Saccharomyces cerevisiae Enzymatic 0.259
Chlorococum humicolo Sulfuric acid 0.520
Chlorella vulgaris Acid and enzymatic 0.400
Chlorococum sp. Supercritical CO, 0.383
Chlorococum infusionum Alkaline 0.260
Gelidium amansii Sulfuric acid 0.888
Chlamydomonas reinhardtii Enzymatic 0.240
4.3.1.2.3.4 Bioethanol Bioethanol made from food crops is viewed as “first-

generation” biofuel, which competes with animal feed and human food for the
source materials (Table 4.2). To minimize the adverse impacts, manufacturing “second-
generation” bioethanol from nonfood lignocellulosic plant materials has been explored.
Indeed, lignocellulosic materials are widely available: forest slashes, crop residues, yard
trimmings, food processing waste, and municipal organic refuses can be the feedstock for
bioethanol. Lignocellulosic bioethanol production involves three categories of costs: the
costs of feedstock, the costs of sugar preparation, and the costs of ethanol production.
Among these three categories, conversion of cellulosic components into fermentable
sugars is the major technological and economical bottleneck. Research is focusing on
development of cost-effective techniques for extracting simple sugars from lignocellu-
losic biomass. Two feedstock treatment technologies have been proposed: acid hydrolysis
and enzymatic hydrolysis. Bioethanol is ethanol produced from vegetative biomass
through fermentation, in which the following biochemical reactions are involved:
(CeHi0Os )n(starch, cellulose, sugar) + nH, O — nC6Hy2 Og (glucose, fructose)

(CsHs Og)n(hemicellulose) + nHy O — nCsHy Os (xylose, mannose, arabinose, andsoon)
C6H,>04 — 2CHy CH> OH (ethanol) + 2CO»
C5H1() 05 i 5CH3 CH2 OH(('thcmol) + 5C02

4.3.1.2.3.5 Biobutanol The green waste leftover from the algae oil extraction
can be used for the production of butanol. This fuel has an energy density similar to
gasoline and greater than that of either ethanol or methanol. It can be used in most
gasoline engines in place of gasoline with no modifications. In several tests, butanol
consumption is similar to that of gasoline and when blended with gasoline, it provides
better performance and corrosion resistance thanethanol or E85.
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4.3.1.2.3.6 Jet Fuel Commercial application of algae—derived jet fuel was
further buttressed when on January 8, 2009, Continental Airlines ran the first test for the
first flight of an algae-fueled jet. The test was done using a twin-engine commercial jet
consuming a 50/50 blend of biofuel and normal aircraft fuel. A series of tests executed at
38,000 ft. (11.6 km), including a mid-flight engine shutdown, showed that no modifi-
cation to the engine was required. The fuel was praised for having a low flash point and
sufficiently low freezing point issues that have been problematic for other biofuels.

However, the extraction or production of different kinds of biofuel is mostly
dependent on feedstock availability and the technological option [15]. The application of
microalgae biomass can displace the use of fossil fuel and, consequently, this can lead to
reduction of CO, emissions. Fig. 4. 5 shows the paths for the different energy products
that can be produced by microalgae.

4.3.1.3 Gaseous Biofuels

4.3.1.3.1 Biogas

Biogas, which is generally referring to gas from anaerobic digestion (AD) units, is a
promising means of addressing global energy needs and providing multiple environ-
mental benefits, as shown in Table 4.3. Natural gas, consisting of 95% methane (CHy)
and 5% ethane (CyHg), propane (C3Hg), butane (C4H1(), nitrogen (N3), and carbon
dioxide (COy), is a gaseous fossil fuel formed from buried plants and animals that
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Table 4.3 Biogas Environmental Benefits Analysis [16,17]

Biogas Corresponding Contents
Green energy production Electricity
Heat
Vehicle fuel
Trigeneration
Organic waste disposal Agricultural residues

Industrial wastes
Municipal solid wastes
Household wastes
Organic waste mixtures
Environmental protection Pathogen reduction through sanitation
Less nuisance from insect flies
Air and water pollution reduction
Eutrophication and acidification
Reduction
Forest vegetation conservation
Replacing inorganic fertilizer
Biogas linked agrosystem Livestock—biogas—fruit system
Pig—biogas—vegetable greenhouse system
Biogas—livestock and poultry farms system
GHG emission reduction Substituting conventional energy sources

experienced great heat and pressure over thousands of years. The energy content of
natural gas is 38.2 MJ/m> (1027 Btu/ft.”) or 53.5 MJ/kg’ [the density of natural gas is
0.717 kg/m” at standard temperature (0°C) and pressure (1 atm)].

Biogas is a renewable gaseous fuel alternative to natural gas. It is generated by AD of
organic wastes. Raw biogas consists of 60—65% of methane (CHy), 30—35% of CO»,
and small percentages of water vapor, Hp, and HS. After purification to remove CO»,
H,S, and other impurities, the upgraded, pipeline-quality biogas (now named bio-
methane) is used as a natural gas substitute [18].

4.3.1.3.2 Syngas
Syngas is another gaseous biofuel produced from gasification or pyrolysis of plant ma-
terials. Chemically, syngas consists of 30—60% CO, 25—30% Hj, 5—15% CO,, 0—5%
CHy, and lesser portions of water vapor, H,S, COS, NH3, and others, depending on the
feedstock types and production conditions.

Syngas is commercially produced by gasification process. In the operation, carbon-
rich materials, such as coal, petroleum, natural gas, and dry plant biomass, are rapidly
heated to above 700°C in the high-temperature (e.g., 1200°C) combustion chamber of a
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Figure 4.6 The structure of a Mitsubishi Heavy Industries gasifier (left) and a Lurgi dry-ash gasifier
(right) for syngas.

gasifier and partially burned in the presence of controlled air flow to yield syngas
(Fig. 4.6). In the gasifier, wood biomass experiences three thermal transformation
phases: dehydration, pyrolysis, and partial oxidation. In the initial dehydration phase, air-
dry biomass swiftly loses its moisture before its temperature reaches 200 C. Pyrolysis
begins as the temperature increases, and biomass is converted to char and vapor. In the
presence of Oy, char is partially oxidized to generate CO and CO,, while the vapor is
combusted to CO; and HyO. As the hot char particulates, CO, COj, and H,O rise in
the combustion chamber, further reactions occur, that is, char is oxidized by CO; to
yield CO, or by H,O to yield CO and Hj, and CO reacts with H>O to produce CO; and
Hj. The mixture of CO, Hp, and CO; is then recovered as syngas (Fig. 4.6) [18]. The
major reactions can be simplified as follows:
Wood — char + vapor

Char + O, —» CO + CO,
Vapor + Oy = COy + H, O
Char + CO, — CO

Char + H,O — CO + H,

CO+ H,O— CO, + H
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4.4 BIOFUEL CONVERSION TECHNOLOGIES

As there is wide diversity in the characteristics and properties of these different
classes of material, and their various subgroups, there is also a wide range of conversion
technologies to make optimum use of them, which include both thermal and chemical
conversion technologies.

4.4.1 Conventional Combustion

Combustion is the process by which flammable materials are allowed to burn in the
presence of air or oxygen with the release of heat. The basic process is oxidation. When
the flammable fuel material is a form of biomass the oxidation is of predominantly carbon
(C) and hydrogen (H) in the cellulose, hemicellulose, lignin, and other molecules present
to form carbon dioxide (CO») and water (H,O). Fire—the combustion of organic
matter—is prompt oxidation of biocarbon compounds by oxygen at high temperature
and can be simply described as:

CeH190Os5 + 60, = 6COs + 5H>O + heat + llight

4.4.2 Thermochemical Conversion

These are processes in which heat is the dominant mechanism to convert the biomass
into another chemical form. The basic alternatives are separated principally by the extent
to which the to proceed (Fig. 4.7).

4.4.2.1 Gasification

Gasification is considered as a key technology for the use of biomass. Biomass gasification
is a complex thermochemical process in which biomass is converted to synthetic gas
(syngas) under substoichiometric conditions. The syngas could be then used as a fuel in
internal combustion engines, gas turbines, or fuel cells for the production of heat,
mechanical energy, or power, or as a feedstock for the synthesis of liquid fuels and
chemicals. The results of Herzog and Golomb [19] showed that the overall energy
efficiency for a wood gasification process targeting the production of synthetic natural
gas (SNG) in SCWG is 70%. The overall energy efficiency is given in equation as:

e — Aligngrisng +E- +Q
0 o ~+
Ah mbiomass,dqf +E

biomass

where Ah(S)NG refers to the lower heating value (LHV), m refers to the mass flow, E refers
to the mechanical or electrical power, Q refers to the heat flow, and daf refers to the dry
ash—free basis. The superscripts — and + refers to the flows leaving the system and flows
entering the system, respectively. The same net efficiency for an SNG production process
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from wood were found to be 54.3% for an entrained-flow gasifier operating at 3 MPa,
58.1% tor a circulating fluidized bed operating at 1 MPa, and 66.8% for an allothermal
gasifier operating at 0.1 MPa on LHV basis.

As far as gasification is concerned, the gasifiers can be broadly cataloged into fixed-
bed, fluidized-bed, and entrained-flow reactors (Table 4.4). For power generation, the
purpose of biomass gasification is to produce a combustible producer gas to run the
engine, which rotates the generator shaft. However, the engines have some specific
requirements for accepting fuel gas. For instance, the producer gas must have a certain
percentage of burnable gas (>20% CO and >10% H)), a minimum amount of tar
content (100 mg/Nm?), and be completely free of dust and other poisonous gases (NH3,
SO,, and so on). To satisfy the requirement of product gas, a comprehensive research has
been done in the last couple of decades. Those researches mainly focused on the
development of different types of reactors. The entire reactor systems can be classified
into two categories: (1) updraft gasifier and (2) downdraft gasifier.

4.4.2.1.1 Updraft Gasification

Updraft gasification is basically a counter-current gasification system where the air and
other gasifying agents are injected from the bottom, while the biomass enters from the
top and moves downward under the force of gravity. Updraft gasifier can be classified as
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Table 4.4 Effect of the Key Process Parameters on Biomass Gasification

Effect on Gasification Recommended Values

Gasifying
agent

Air

Oxygen

Steam

Poor gas product quality (N,- Equivalence ratio: 0.2—0.4

rich); heating value: 4—7 MJ/

m3; used for heat and power

purposes.

The amount of air in the gasifier

(in equivalence ratio) needs to be

within a certain range to achieve

an optimal gasification process.

*  Small amounts of air result in
significant amounts of tar and
low carbon conversion.

*  Large amounts of air decrease

the heating value, the energy
content of the product gas,
and the H, content.
High gas product quality
(Ny-free); heating value:
10—18 MJ/m3; biofuel produc-
tion purposes.
The effect of equivalence ratio
on the gasification process is in
line with that observed in the
presence of air.
High gas product quality Steam to biomass ratio:
(Hs-rich). Heating value: 0.5—0.7
10—16 MJ/m3
The amount of steam in the
gasifier (in steam to biomass
ratio) needs to be within a certain
range to achieve an optimal

gasification process.
* Small amounts of steam limit

steam reforming and water
—gas shift reactions, resulting

in small amounts of syngas.
» Large amounts of steam

enhance the decomposition
of tar and the production of
syngas. However, it decreases
the gas yield, energy con-
version, and carbon
conversion.

Equivalence ratio: 0.2—0.4

(Continued)
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Table 4.4 Effect of the Key Process Parameters on Biomass Gasification—cont'd

Effect on Gasification

Recommended Values

Temperature

Pressure

Bed
material

Natural
catalysts

Synthetic
catalysts

An increase in temperature often
enhances the H, content, the
fuel gas production, and the
carbon conversion whereas

the CH,4 content and the heating
value are hindered.

The influence of temperature on
CO and CO, formation are not
straightforward due to the
complexity of the reactions in
which both species are involved.
Pressurized systems allow the
reduction of the reactor size.

An increase in pressure results in
higher amounts of H, CO»,
CH,, and carbon conversion and
a decrease in CO attributed to
the water—gas shift constant
enhancement and an increase in
secondary pyrolysis reactions.
Dolomite reduces the tar content
effectively and increases the gas
product and the H, content.
However, it has a low attrition-
resistance.

Olivine also increases the gas
product and H, content and in
contrast to dolomite is more
attrition-resistant. However, it is
less active in tar removal.
Alkali-based catalysts enhance
gasification rates. They might
agglomerate at high temperatures
and are difficult to recover.
Nickel-based catalysts are highly
active for steam reforming of
hydrocarbons and tars at rela-
tively low temperatures, resulting
in large amounts of syngas. These
catalysts deactivate rapidly due to
sintering and coke deposition.

Fluidized bed: 800—900°C
Entrained flow:
1300—1500°C

Pressure: 20—50 bar

Addition of nobel metals as
catalyst promoters

(Continued)
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Table 4.4 Effect of the Key Process Parameters on Biomass Gasification—cont'd
Effect on Gasification Recommended Values

* Noble metal—based catalysts
show high resistance to coke
deposition. These catalysts are
very expensive and are available
in limited amounts.

Biomass Type * Among all the chemical and
feedstock physical properties of a certain
type of biomass, the moisture
content is the factor that
influences carbon conversion,
cold gas efficiency, and heating
value to a larger extent. The
possible catalytic effect of ash on
steam gasification of char makes
the ash content and composition
other important fuel character-
istics to consider in biomass
gasification.
Particle size *  Smaller particles improve the gas
quality (larger amounts of H,,
CO, CO,, and CH, and lower
amounts of char and heavy tars),
fuel conversion, heating value,
and cold gas efficiency due to a
more effective mass and heat
transfer.

updraft fixed-bed gasifiers, fluidized-bed gasifiers, and circulating fluidized-bed gasifiers.
The operating principle of this type of gasifier is shown in Fig. 4.8A. Feedstock material
is first introduced into the drying zone at the top, followed by the pyrolysis and reduction
zone, and finally the unconverted solid passes through the combustion zone. In the
combustion zone, solid charcoal is combusted producing heat, which effectively transfers
to the solid particles during counter-current flow of the rising gas and descending solids.
In this gasification system, the contamination of substantial amount of tars is the major
problem of updraft gasifiers. If the gas is to be utilized for turbines or internal combustion
engines for electricity generation or mechanical power, it must go through a series of
filtering and cleaning devices in order to reduce the tar content to an acceptable range.
The intensive cleaning process adds considerably higher investment cost and reduces the
overall efficiency of the whole process. Therefore, the application of updraft gasification
is not suitable for internal combustion engines.
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Figure 4.8 Conceptual diagram of multiple steps in (A) updraft and (B) downdraft gasifier.

4.4.2.1.2 Downdraft Gasification

The downdraft gasifier features a co-current flow of air needed for gasification, where
product gases and solids flow downward. The operating principle of this gasifier, as
shown in Fig. 4.8B, is such that the biomass and air are fed from the top, and are first
introduced into the drying zone, followed by the pyrolysis, oxidation, and reduction
zones, and finally the product gas is drawn out from the bottom, through the reduction
zone. In this system, the gas is quite clean from the downdraft gasifier, it is suitable for
internal combustion engines and turbines for electricity generation; however, because
the gas leaves the gasifier at a relatively high temperature, it needs to be cooled down

before downstream application.

4.4.2.1.2.1 Operating Variables
1. Temperature: In the gasification of biomass, temperature is one of the most important
parameters that can control the gas composition, tar concentration, reaction rate, ash
build-up, and so on. Therefore, it needs to be highly controlled. Low-temperature
(700°C—1000°C) gasification 1is attributed to high tar content and low CO and
H, content in the product gas. On the other hand, high-temperature (1200°C—
1600°C) gasification leads to a desired high yield of CO and H,, while reducing the

tar content.
2. Pressure.
3. Gasifying agent.
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4. Air—fuel ratio (AFR) and equivalence ratio (ER): The mass ratio of air to fuel in any
combustion unit is defined as AFR. The ER can be defined as the ratio between the
AFR of the gasification process and the AFR for complete combustion. The
mathematical representations of AFR and ER are as follows:

Al fuel ratio — mol of air
1 netrato = mol of fuel

actual air — fuel ratio

ER = — , .
air — fuel ratio for complete combustion

4.4.2.1.3 Plasma Gasification

In a plasma, gas molecules are ionized by electric discharges. A plasma is highly reactive
due to the electrons, ions, and the high energy density in the gas. To generate a plasma,
direct current (DC) discharge, alternating current (AC) discharge, radio frequency (RF)
induction discharge, or microwave discharge are typically used. Thermal and cold
plasmas can be distinguished. Cold plasmas are generated at vacuum pressure, whereas
thermal plasmas are achieved at atmospheric pressure. As plasma gases argon, nitrogen,
hydrogen, water vapor, or gas mixtures are used, the temperatures of thermal plasmas can
be 5000K and higher.

Even if the main application for plasma gasification is waste treatment, the use of
plasma gasification has gained attraction for syngas production from biomass. Gasification
of injected biomass in the plasma takes place within milliseconds without any intermediate
reaction at the very high temperatures. Advantages of plasma gasification are syngas with
high hydrogen and CO content, low CO5 content, low tar concentration, high heating
value, useable for wet biomass, such as sewage sludge, and no influence of particle size and
structure of the biomass. Disadvantages are the high electricity consumption to operate the
plasma, high investment costs, and lower efficiencies.

4.42.1.4 Supercritical Water Gasification

The supercritical water gasification (SCWG) process is an alternative to both conven-
tional gasification as well as the AD processes for conversion of wet biomass. This process
does not require drying and the process takes place at much shorter residence times; a few
minutes at most. SCWG is therefore considered to be a promising technology for the
efficient conversion of wet biomass into a product gas that after upgrading can be used as
substitute natural gas. Water in its supercritical condition above its critical point of
P =22.12 MPa and T = 374.12°C (see Fig. 4.9) has unique properties as solvent and as
reactant. Solubility of organic materials and gases is significantly increased and materials
that are insoluble in water or water vapor can be dissolved whereas solubility of inorganic
material is decreased.
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Gasification of biomass is mainly influenced by the density, viscosity, and dielectric
constant of water. Above the critical point, physical properties of water drastically change
and water behaves as a homogeneous fluid phase. In its supercritical state, water has a
gas-like viscosity and liquid-like density, two properties which enhance mass transfer and
solvation properties, respectively. Main advantages of biomass gasification in supercritical
water are: wet biomass can be treated without predrying; even liquid biomass waste
can be treated, for example, olive mill wastewater production of hydrogen-rich
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Figure 4.10 Total efficiency of heat utilization processes versus biomass moisture content.
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gas, high gasification efficiency, and low tar formation. Main disadvantages are: high
investment costs due to the need of special corrosion— and high pressure— and high
temperature—resistant materials, and high-energy need to heat up the water to the re-
action temperature [20]. Fig. 4.10 shows the comparison of SCWG with the other
biomass conversion routes on heat utilization efficiency basis.

4.4.2.2 Pyrolysis

Pyrolysis is a thermochemical decomposition process in which organic material such as
biomass is converted into a carbon-rich solid and a volatile matter by heating in the
absence of oxygen. The solid product of this process is known as the biochar or char, and
is generally high in carbon content. The volatile fraction of this process is partly
condensed to a liquid fraction called tar or bio-oil along with a mixture of the
noncondensable gases. The bio-oil is stored and further used for energy production. The
gases can be utilized for providing heat energy to the pyrolysis reactor. The pyrolysis
products are formed from both primary decomposition of the solid biomass as well as
secondary reactions of volatile condensable organic products into low-molecular weight
gases, secondary tar, and char. One of the significant benefits of pyrolysis is that it can be
conducted at temperatures lower (normally in range of 673—973K) than those required
in gasification (>973K) and combustion (>1173K) processes. The pressure requirement
is also much lower in pyrolysis process (0.1—0.2 MPa) as compared to hydrothermal
liquefaction (10—25 MPa) of biomass to generate bio-oil. The operation of a pyrolysis
process depends on several parameters such as the feedstock and reactor conditions that
lead to formation of products in different proportions as shown in Fig. 4.11.

Chars
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of the solid phase polymerization)
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Heat Flux —> Biomass pre-heating secondary
(heat conduction reactions
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PHYSICAL PROCESSES _) Heat transfer by Diffusion and convection j
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Figure 4.11 Schematic diagram of chemical and physical processes inside biomass particle during
pyrolysis [20].



114

M.A. Quader and S. Ahmed

CFD models have been used to study the biomass pyrolysis in various reactor con-
figurations for analyzing the effect of process parameters on the reactor hydrodynamics
and the product yields. It is a powerful tool for analyzing the reactor performance for
difterent kind of processes. Multiphase CFD modeling of pyrolysis process is essentially a
combination of Eulerian and Lagrangian approaches. These modeling approaches are
further subdivided into difterent classes, such as Euler—Euler and Euler—Lagrangian.
Table 4.5 describes applicability of these models at different scales.

4.4.3 Applications of Thermal Conversion
4.4.3.1 Combined Heat and Power
Combined heat and power (CHP), production or cogeneration, is the simultaneous
generation of electricity and heat. Trigeneration is a further extension to include a
refrigeration process for air conditioning as well. Despite issues related to the use of biomass
in energy production, using it in a CHP plant is the most efficient way to produce both
heat and electricity from biomass. There are also several combustion technologies that have
been developed and optimized for the use of biomass, depending predominantly on the
scale required. Although larger-scale biomass systems can make use of well-established
technologies from conventional electricity generation, below about 1MWe most tech-
nologies can currently be considered to be under development. However, a growing
number of successful projects are demonstrating the capabilities of biomass CHP. There are
mainly two types: (1) large-scale CHP generation and (2) small-scale CHP generation.
Applications of CHP: CHP is most suitable when there is year round demand for heat
to balance the demand for electricity, but is useful:

Table 4.5 Description of Different CFD Models [22]

Gas—Solid
Name Gas Phase Solid Phase Coupling Scale
Discrete bubble model Lagrangian Eulerian Drag closures for Industrial
(Model 1) bubbles (10 m)
Two-fluid model Eulerian Eulerian Gas—solid drag Engineering
(Model 2) closures (1 m)
Unresolved discrete Eulerian Lagrangian Gas-particle drag Laboratory
particle model (unresolved) closures (0.1 m)
(Model 3)
Resolved discrete particle Eulerian Lagrangian Boundary condition Laboratory
model (Model 4) (resolved) at particle surface (0.01 m)
Molecular dynamics Lagrangian Lagrangian Elastic collisions at  Mesoscopic

(Model 5) particle surface (<0.001 m)




Bioenergy With Carbon Capture and Storage (BECCS): Future Prospects of Carbon-Negative Technologies

115

1. when there is a requirement for space heating or process heat close to the generator;

2. to provide low-temperature (up to 90°C) hot water heating for local district schemes;

3. forapplications that require (low-grade) process heat, especially those that can supply
their own fuel (i.e., sawmills and wood process industry which use heat for timber
drying and steaming);

4. at sites such as hospitals, leisure centers, greenhouses, and retirement complexes
which have a year round heat demand;

5. to provide steam for other industrial applications;

6. where there is a requirement for environmentally responsible disposal of waste (i.e.,
sewage sludge, clinical waste, or agricultural residue) and where transport costs for
disposal are high;

7. to power an absorption refrigerator to provide cooling in summer, giving
trigeneration.

44.3.1.1 Co-Firing

Biomass co-firing is regarded as one of the attractive short-term options for biomass in
the power-generation industry. It is defined as the simultaneous blending and com-
bustion of biomass with other fuels, such as coal and/or natural gas, in a boiler in order to
generate electricity. Solid biomass co-firing is the combustion of solid biomass fuels, such
as wood chips and pellets, in coal-fired power plants. Gas biomass co-firing is the
simultaneous firing of gasified biomass with natural gas or pulverized coal (PC) in gas
power plants in a technique usually referred to as indirect co-firing [23]. There are three
types of co-firing: direct co-firing, indirect co-firing, and parallel co-firing.

4.4.3.1.1.1 Direct Co-firing Direct co-firing is a simple approach and the most
common and least expensive method of co-firing biomass with coal in a boiler, usually a

(A) Steam Turbine
Biomass + Coal —> Mills —> Burners —>»{ Boiler —>»f Fuel Gas —>» Stack
Treatment
(B) Steam Turbine
Coal > Mills
o
Burners —>{ Boiler > .E_:thrﬁ::t > Stack

Biomass |—>»{ Mills —T

Figure 4.12 Direct biomass co-firing technologies: (A) Mixing biomass with coal. (B) Separate biomass
feeding arrangement.
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PC boiler. As shown in Fig. 4.1, in direct co-firing technology biomass is fed directly
into the furnace after either being milled together with the base fuel (Fig. 4.12A) or
being milled separately (Fig. 4.12B) The fuel mixture is then burned in the burner. The
co-firing rate is usually in the range of 3—5%. This rate may rise to 20% when cyclone
boilers are used, although the best results are achieved with PC boilers.

4.4.3.1.1.2 Indirect Co-Firing Indirect co-firing technology allows biomass to
be co-fired in an oil- or gas-fired system. It exists in two forms, gasification-based co-firing
and pyrolyzation-based co-firing. In gasification-based co-firing, the biomass feedstock is
fed into a gasifier at the early stages of the process to produce syngas which is rich in CO,
CO,, Hy, HyO, Ny, CHy, and some light hydrocarbons. This syngas is then fired together
with either natural gas or gasified coal in a dedicated gas burner. The other kind of indirect
co-firing is based on pyrolysis, where the biomass fuel undergoes a destructive distillation
process to produce a liquid fuel, such as bio-oil, as well as solid char, and then the bio-oil is
co-fired with a base fuel such as natural gas in a power station. An illustration of indirect
biomass co-firing is shown in Fig. 4.13.

4.4.3.1.1.3 Parallel Co-Firing In parallel biomass co-firing technology, as
shown in Fig. 4.14, biomass preprocessing, feeding, and combustion activities are carried
out in separate, dedicated biomass burners. Parallel co-firing involves the installation of a
completely separate external biomass-fired boiler in order to produce steam used to
generate electricity in the power plant. Instead of using high-pressure steam from the
main boiler, the low-pressure steam generated in the biomass boiler is used to meet the
process demands of the coal-fired power plant. Parallel co-firing offers more opportunity

Coal gas/ —> Mills —>{ Burners
Natural gas
. Fuel Gas
Boiler > Treatment Stack
Biomass > Gasifier T
Figure 4.13 Indirect biomass co-firing technologies.
Steam
Turbine
Coal (—>{ Mills —>{Burners _l
Boiler > Fuel Gas —>{ Stack
Treatment

Biomass > Mills —>{Burners —T

Figure 4.14 Parallel biomass co-firing technologies.
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for higher percentages of biomass fuels to be used in the boiler. This technology also
offers lower operational risk and greater reliability due to the availability of separate and
dedicated biomass burners running in parallel to the existing boiler unit.

4.4.4 Chemical Conversion

A range of chemical processes may be used to convert biomass into other forms, such as
to produce a fuel that is more conveniently used, transported, or stored, or to exploit
some property of the process itself.

4.4.4.1 Anaerobic Digestion

AD is a biological treatment performed in the absence of oxygen to stabilize organic
matter while producing biogas, a mixture formed mainly of methane and carbon dioxide.
AD is the process whereby bacteria break down organic material in the absence of air,
yielding a biogas containing methane. The products of this process are:

* biogas [principally methane (CHy) and carbon dioxide (CO»)];

* asolid residue (fiber or digestate) that is similar, but not identical, to compost;

* aliquid liquor that can be used as a fertilizer.

There are two basic AD processes, which take place over different temperature ranges:
(1) mesophilic digestion takes place between 20°C and 40°C and can take a month or
two to complete and (2) thermophilic digestion takes place from 50 to 65°C and is faster,
but the bacteria are more sensitive.

Biofuel production from microalgal feedstock has several benefits. It is anticipated
that the incorporation of AD in microalgae biofuel production and biorefinery processes
will increase the cost effectiveness of the production methods, helping it to become
economically feasible and environmentally sustainable. Fig. 4.15 illustrates the concep-
tual implementation of AD into algal production processes. Three pathways have been
defined. Pathway 1 shows the direct AD after the biomass harvest and concentration step.

Biomass ':> Concentration ':> Disruption ':> Biomass ':> Biofuel

cultivation Conversion

~. T 7
A N T e
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Figure 4.15 Conceptual visualization of anaerobic digestion incorporation into algal biofuel pro-
duction [23].
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Pathway 2 could be utilized in a wastewater process where the cell wall is degradable by
bacterial activity within the digester. The second pathway illustrates the AD of biomass
after cell wall disruption prior to conversion. Pathway 3 is the traditional biodiesel
practice where lipid is extracted and residual algal biomass is converted to biogas by AD
and methane fermentation [24].

4.4.4.2 Transesterification

Transesterification is the conversion of a carboxylic acid ester into a different carboxylic
acid ester. The most common method of transesterification is the reaction of the ester
with an alcohol in the presence of an acid catalyst. For biodiesel production the relevant
lipids from microalgae oil are the nonpolar lipids triacylglycerols (TAGs) and free fatty
acids (FFAs) while acid, alkali, or enzymatic catalysis (Fig. 4.16; Table 4.6) can be used

CH,-O0C-R; R;-COO-R’ CH,-OH
Catalyst |
CH-OOC-R, + 3ROH <—>» R,-COO-R" + CH-OH
| |
CH,-O0C-R3 R3-COO-R’ CH,-OH
Alkyl-ester
TAG Alcohol Biodiesel Glycerol

Figure 4.16 Transesterification reaction for biodiesel production.

Table 4.6 Application of Transesterification Technologies

Type of

Transesterification Advantages

Disadvantages

Chemical catalysis 1

Reaction condition can be
well controlled

. Reaction temperature is relative high and the process

is complex

2. Large-scale production 2. The later disposal process is complex
3. The cost of the production 3. The process needs much energy
process is cheap 4. Needs an installation for methanol recycling
4. The methanol produced in 5. The waste water pollutes the environment
the process can be
recycled
5. High conversion of the
production
Enzymatic 1. Moderate reaction 1. Limitation of enzyme in the conversion of short chain
catalysis condition of fatty acids
2. The small amount of 2. Chemicals exist in the process of production are
methanol required in the poisonous to enzyme
reaction
3. Have no pollution to nat-
ural environment
Supercritical fluid 1 Easy to be controlled 1. High temperature and high pressure in the reaction

techniques

w N

It is safe and fast

. Friendly to environment

condition leads to high cost of production and wastes
energy
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for the transesterification reaction of lipids with an alcohol (methanol or ethanol) to form
fatty acid (m)ethyl esters.

4.5 CO, CAPTURE AND STORAGE
4.5.1 CO, Capture Technique

To reduce the effects caused by this environmental problem, several technologies were
studied to capture CO» from large emission source points: (1) absorption; (2) adsorption;
(3) gas-separation membranes; and (4) cryogenic distillation. Absorption of CO» is effected
using various chemical agents such as monoethanolamine (MEA), solid adsorbents like
activated carbon, or zeolite 5A. Membranes and cryogenic fractionation have also been
employed for the removal of CO,. The chemical methods of CO; separation are highly
energy-intensive and expensive. Conventional carbon capture technologies (largely using
chemical methods) have a capture efficiency of 85—95%. It has been reported that 3.7 GJ
of energy/tonne of CO; absorbed is required during the regeneration of MEA, which
corresponds to around 370 kg of extra COj emitted if this energy input comes from a fossil
fuel such as coal. The resulting streams with high CO, concentrations are transported
and stored in geological formations. However, these methodologies, known as CCS
technologies, are considered as short-term solutions, as there are still concerns about the
environmental sustainability of these processes. Fig. 4.17 shows the different types of
conventional CO; capture technologies.

However, a potential and promising biological approach, microalgae-based CO,
fixation and energy/resource utilization, has received significant attention over the last
two decades due to its techno-economic feasibility and environmental friendliness. In
essentials, the microalgae essentially biologically fix and store CO; via photosynthesis,
which can convert water and CO, into organic compounds without secondary pollu-
tion. Microalgal-CO5 fixation features potential advantages over other CCS approaches,
such as a wide distribution, high photosynthesis rate, good environmental adaptability,
and easy operability. Additionally, the microalgal biomass can be harvested after CO,
fixation to produce microalgal biofuel that can be utilized as a renewable or sustainable
energy source (Fig. 4.18).

4.5.2 Biosynthesis of Lipid in Microalgae

Microalgae are photosynthetic microorganisms with simple growing requirements (light,
sugars, CO», nitrogen, phosphorous, and potassium) that can produce lipids in large
amounts over short periods of time. Microalgae transform the solar energy into the
carbon storage products, leads to lipid accumulation, including TAG (triacylglycerols),
which then can be transformed into biodiesel, bioethanol, and biomethanol. Most
microalgae species produce lipids, carotenoids, antioxidants, fatty acids, enzyme
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Figure 4.19 Pathway of the synthesis of triacylglycerols (TAGs), as storage of lipid as chemical energy
by microalgae [20].

polymers, peptides, toxins, and sterols. A diverse range of microalgae species uses light
energy (e.g., solar energy) to produce chemical energy by photosynthesis with the
natural growth cycle of just few days (Fig. 4.19).

4.6 BIOLOGICAL CO; FIXATION

A promising technology is the biological capture of CO; using microalgae. These
microorganisms can fix COj using solar energy with efficiency 10 times greater than that
of terrestrial plants. Moreover, the capture process using microalgae has the following
advantages: (1) being an environmentally sustainable method; (2) using directly the solar
energy; and (3) coproducing high added value materials based on biomass, such as human
food, animal feed mainly for aquaculture, cosmetics, medical drugs, fertilizers, bio-
molecules for specific applications, and biofuels. Microalgae can typically be used to
capture CO; from three sources: (1) atmospheric CO5,, (2) CO; emission from power
plants and industrial processes, and (3) CO; from soluble carbonate.

Furthermore, four applications are achieved by using microalgae biomass production
as a CO» reduction strategy: (1) production of biofuels, (2) enhancement of the eco-
nomic yield of the CCS through production of commodities or by-products from flue
gases, (3) utilization of bacteria—microalgae consortiums to reduce the energy required
for aeration in wastewater treatment plants, and (4) utilization of microalgae to reduce
the total CO, emissions released by wastewater treatment plants.
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4.6.1 Microalgae Removal of CO, From Industrial Flue Gas

CO; capture from flue gas emissions from power plants that burn fossil fuels achieves

better recovery due to the higher CO» concentration of up to 20%. Since microalgae
Y g 2 p g

CO»-fixation involves photoautotrophic growth of cells, CO; fixation capability of

specific species should positively correlate with their cell growth rate and light utilization

efficiency (Fig. 4.20). The advantages of using microalgae to capture CO; from coal
combustion flue gas are:

1.

High-purity CO; gas is not required for algal culture. Flue gas containing varying
amounts of CO; can be fed directly to the microalgal culture. This simplifies CO»
separation from flue gas significantly.

Some combustion products, such as NO, or SO,, can be eftectively used as nutrients
for microalgae. This could potentially negate the use of flue gas scrubbing systems for
power plants.

The microalgae could yield high—value commercial products. The sale of these high-
value products could offset the capital and operating costs of the process.

The envisioned process is a renewable cycle with minimal negative impacts on the
environment.
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4.6.1.1 Power Plant

Flue gases from coal power plants can be a potential CO; source for the production of
microalgal biomass. Microalgae can utilize CO; with the help of solar energy, 10 times
more efficiently than terrestrial plants. Microalgae can be grown in saline conditions or
wastewater throughout the year. Flue gases are generally dominated by N (72—74%), CO»
(4.8—26.9%), HoO (9—13.8%), and O, (0.7—15%). However, they also contain smaller
quantities of NO (59—1500 mg/Nm3), NO; (2—75 mg/Nm3), SO, (20—1400 mg/
Nm’), SO3 (0—32 mg/Nm’), CxYx (0.008—0.4%), CO (100—11,250 mg/Nm”), par-
ticulate matter (2000—15,000 mg/Nm”), and heavy metals (2.2 mg/Nm”). Typically, flue
gases are treated for the removal of particulate matter, heavy metals, and NO, and SO, to
comply with the regulations on effluent discharge and air quality.

4.6.1.2 Cement Industry

The cement industry is one of the major CO,-producing sectors being responsible for
about 8% of global emissions. A production of 193 x 10° metric tons of CO» by the
cement industry is reported, considering only member states of the European Union and
Norway. Hasanbeigi et al. [25] reviewed 18 technologies for the reduction of CO,
emissions by cement industry. They classified algal biomass utilization as an emerging
technology in demo stage. Only a few studies regarding flue gas usage from cement
industry have been developed. Borkenstein et al. [26] evaluated the air lift cultivation of
Chlorella emersonii using flue gas derived from a cement plant. Pure COj; injection was
used as a control and 5.5 L photobioreactors with controlled pH were used. After 30 days
of cultivation, the flue gas had no visible adverse effects compared with the control
reactors. The control essay (pure CO5) resulted in a biomass yield of 2 g/L, CO, fixation
of 3.25 ¢g/L, and growth rate of 0.1/day, meanwhile the flue gases reactors resulted in
very similar parameters with 2.06 g/L in biomass yield, 3.38 g/L in CO fixation, and a
growth rate of 0.13/day. Although there was no accumulation of flue gas residues in the
culture media, the lead concentration in the microalgae biomass was three times higher
with the flue gases. Therefore, lead accumulation and its effect on the downstream
processing for biofuels’ production have to be investigated.

Lara-Gil et al. [27a] performed toxicity tests of a simulated cement industry flue gas in
cultures of Desmodesmus abundans and Scenedesmus sp.The results suggest that nitrite and
sulfite are not toxic for the tested microalgae at the maximum concentrations of
1067 ppm and 254 ppm, respectively, differing from bisulfate where concentrations
above 39 ppm were toxic. Studies related to flue gas from different industries can be
considered useful despite slight changes in flue gas composition.
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4.7 MICROALGAE CULTIVATION TECHNOLOGY

Microalgae with the composition of CHj 704Ny 15P0 0004 are simple photo-
synthetic organisms living in aquatic environments, where they can convert CO, and
H,O to biomass using sunlight. Factors influencing the microalgae growth include:
abiotic factors, such as light intensity and quantity, temperature, O, CO», pH, salinity,
and nutrients (N, P, K, etc.); biotic factors, such as bacteria, fungi, viruses, and
competition for abiotic matters by other microalgae species; and operational factors, such
as mixing and stirring degree, width and depth, dilution rate, harvest frequency, and
addition of bicarbonate. The cultivation technologies being pursued to produce
microalgae for biofuel generation mainly include open ponds, photobioreactors, and
fermenters.

Figure 4.21 Reactor configurations for microalgal cultivation: (A) raceway pond; (B) air-lift reactor;
(C) bubble column reactor; and (D) horizontal tubular reactor. (A) From Seambiotic; (B) from Green
Fuel Technologies—MIT [27b]; (C) from Green Fuel Technologies; and (D) from http://www.algaelink.
com.
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4.7.1 Bioreactors

Microalgae can grow either in open ponds or closed systems (photobioreactors).
Fig. 4.21 shows images of the most common bioreactor configurations. Table 4.1 makes
a comparison between the open and closed bioreactors concerning the production of
microalgae. The production in open ponds depends on the local climate due to the lack
of control in this type of bioreactors. The contamination by predators is an important
drawback of this cultivation system. Thus, high production rates in open ponds are
achieved with algal strains resistant to severe culture environment; for instance, the
Dunaliella, Spirulina, and Chlorella spp. are cultivated in high salinity, alkalinity, and
nutrition, respectively. Besides the technological simplicity, the production in open
systems is not cheap due to the downstream processing costs.

4.7.1.1 Open Systems

The production in open ponds depends on the local climate due to the lack of control in
this type of bioreactors. The contamination by predators is an important drawback of this
cultivation system. Thus, high production rates in open ponds are achieved with algal
strains resistant to severe culture environment; for instance, the Dunaliella, Spirulina, and
Chlorella spp. are cultivated in high salinity, alkalinity and nutrition, respectively. Besides
the technological simplicity, the production in open systems is not cheap due to the
downstream processing costs.

4.7.1.1.1 Limitations of Open Pond Systems
The major limitations in open systems include the following: (1) poor light utilization by
the cells, (2) significant evaporative losses, (3) limited diffusion of CO; from the at-
mosphere, and (4) requirement of large areas of land.

. In addition, contamination is another major problem of open systems with large-
scale microalgal production. Unwanted algae, mold, fungi, yeast, and bacteria are the
common biological contaminants often found in these open systems.

4.7.1.2 Closed System

Closed systems, mainly known as photobioreactors, can address some of the problems
associated with open pond systems. The major advantages of the closed systems are as
follows: (1) minimization of water evaporation and (2) reduction of the growth of
competitive algal weeds, predators, and pathogens that may kill the desired microalgae. It
is important to acknowledge that although photobioreactors significantly reduce the
growth of competitive algal weeds, they cannot completely eliminate the growth of
contaminants. A detailed comparison of different closed photobioreactor systems and
their biomass productivities are reported in Tables 4.7 and 4.8.
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Table 4.7 Characteristics’ Comparison of Open Ponds, Photobioreactors, and Fermenters

[30—33]
Open Systems Closed Systems
Parameter (Raceway Ponds) (Photobioreactors) Fermenter
Land High Variable Low
requirement
Water loss Very high, may also Low and it may be high if Low
cause salt water spray is used for
precipitation cooling
Hydrodynamic  Very low Low—high Unknown
stress on
algae
Gas transfer Low High High
control
CO; loss High, depending on  Low No COs; is required

O, inhibition

Temperature

Startup
Construction
costs

Operating costs

Limiting factor
for growth
Control over
parameters
Technology
base
Risk of’
pollution
Pollution
control
Species control
Weather
dependence

Maintenance

pond depth
Usually low enough
because of
continuous
spontaneous
outgassing
Highly variable

6—8 weeks
High—US $100,000
per hectare

Low—paddle wheel,
CO, addition

Light

Low

Readily available

High

Difficult

Difficult

High—light intensity,
temperature,

rainfall
Easy

High (O, must be removed to
prevent photosynthesis

inhibition)

Cooling often required

2—4 weeks

Very high—US $1,000,000
per hectare: PBR plus

supporting systems

Very high—CO, addition,

pH control, oxygen

removal, cooling, cleaning,

maintenance
Light

Medium

Under development
Medium

Easy

Easy

Medium—light intensity,

cooling required

Hard

O, supply should be
sufficient

Should be controlled
to some special
level

2—4 weeks

Low

Very high—oxygen
addition, cleaning,
sterilization,
maintenance

O,

Very high

Readily available

Low

Easy

Easy

Low

Hard

(Continued)
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Table 4.7 Characteristics’ Comparison of Open Ponds, Photobioreactors, and Fermenters
[30—33]—cont'd

Open Systems Closed Systems
Parameter (Raceway Ponds) (Photobioreactors) Fermenter
Ease of cleaning Easy Hard Hard
Susceptibility Low High Unknown
to
overheating
Susceptibility Low High Unknown
to excessive
O, levels

Table 4.8 Comparison of Different Closed Photobioreactor Systems [29]

Biomass
Closed System Capacity Biomass Conc.
Photobioreactor Type Light Source (L) Algal Strain Conc. (g/L)  (g/m? day)
Tubular Artificial 55 Spirulina platensis  0.62
Sun 200 Phaeodactylum 1.19
tricornutum
Sun 75 Phaeodactylum 1.38
tricornutum
Sun 10,000 Spirulina 25
Airlift Artificial 3 Haematococcus 4.09
pluvialis
Artificial 170 Chaetoceros 0.80
Artificial Nannochloropsis 32.5—95.3
Artificial Chlorella 109—264
Bubble column Artificial 170 Chaetoceros 3.31
Artificial 1.9 Phaeodactylum -
Artificial 4.5 Monoraphidium 23
Artificial 1.8 Cyanobium sp.  0.071
Artificial 3.5 Spirulina 4.13
Sun 64 Monodus 0.03—0.20
Artificial 1.8 Sc. obliquus 2.12
Artificial 1.8 Chlorella vulgaris  1.41
Flat plate Artificial 3.4 Dunaliella 1.5
Sun 5 Phaeodactylum 1.38

4.7.1.2.1 Tubular Photobioreactor
Tubular photobioreactors are made with transparent materials and are placed in outdoor
facilities under sunlight irradiation (Fig. 4.22A). A gas exchange vessel where air, CO»,
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Figure 4.22 Closed cultivation system: (A) horizontal tubular photobioreactor at Varion Aqua Solution
Ltd.,, United Kingdom; (B) bubble column air-lift photobioreactor, BBSRC, United Kingdom;

(C) helical—tubular photobioreactor; and (D) large-scale plastic bag photobioreactors [28].

and nutrients are added and O» is removed is connected to the main reactor. One of the
basic characteristics of these cultivation vessel designs is their large surface area per unit
volume. This is done to maximize exposure of the microalgae to sunlight. Tube sizes are
generally less than 10 cm in diameter to secure sunlight penetration. In a typical tubular
microalgae culture system, the medium is circulated through the tubes, where it is
exposed to sunlight for photosynthesis. The medium is circulated back to a reservoir
with the help of a mechanical pump or an airlift pump. The pump also helps to maintain
a highly turbulent flow within the reactor, preventing the algal biomass from settling. A
fraction of the algae is usually harvested after it circulates through the solar collection
tubes, making the system a continuous operation. Until today, most of the tubular
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photobioreactors, studied in presence of artificial light, have been developed at
small/laboratory scale (0—20 L capacities). There is, in this respect, a limited number of
studies reporting data for large-scale closed photobioreactors. James and Al-Khars
studied the growth and the productivity of Chlorella and Nannochloropsis in a trans-
lucent vertical airlift photobioreactor. This is a bubble column unit with good light
penetration. Its implementation at full commercial scale-up still seems challenging
Fig. 4.22B.

In some photobioreactors, the tubes are coiled spirals forming helical—tubular
photobioreactors (Fig. 4.22C). Usually, these types of reactors are suitable for the culture
of microalgal species in the presence of sunlight. Despite this, these systems sometimes
require artificial illumination as well as natural light to enhance the microalgae growth.
However, the introduction of artificial light adds to production costs, making the
helical—tubular bioreactor only adequate for the manufacturing of high value added
products. Another category of closed systems is the airlift photobioreactor. In this
reactor, liquid motion is characterized by large circulatory currents in a heterogeneous
flow regime.

4.7.1.2.2 Plastic Bag Photobioreactor

There are studies which suggest that microalgae can be produced in transparent poly-
ethylene bags, as shown in Fig. 4.22D. Generally, these bags are either hung or placed in a
cage under the sunlight irradiation. In such arrangements, the algae cultures are mixed
with air at the bottom of the bags. Transparent polyethylene sleeves sealed at the bottom
in a conical shape which are used to prevent cell settling are also widely used.
Using 50 L polyethylene bag cultures operated as turbidostats, Trotta obtained yields of
20—30 g/m’ day for Tetraselmis.

4.7.1.2.3 Airlift Photobioreactor

In airlift photobioreactors (Fig. 4.22B), the fluid volume of the vessel is divided into two
interconnected zones using a baftle or a draft tube. Liquid movement is characterized by
large circulatory currents in the heterogeneous flow regime. Airlift photobioreactors are
sometimes difficult to scale up given their complex flow pattern.

4.7.1.2.4 Flat-Plate Photobioreactor

Vertical plate photobioreactors mixed by air bubbling seem to be even better than bubble
columns in terms of productivity and ease of operation. Flat-plate photobioreactors
allow the following: (1) large irradiated surface area, (2) suitable for outdoor cultures,
(3) good for algae immobilization, and (4) good biomass productivities. These photo-
bioreactors are relatively cheap and easy to clean.
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4.7.2 Key Growth Parameters

The research on CO; removal by microalgae covers two fields: (1) the CO; capture from
flue gases (10—20% CO») and (2) the CO; capture from closed spaces (less than 1%
COy). The process variables that could influence the success of cultivation are carbon
sources, nitrogen sources, the light distribution and saturation, temperature, pH, salinity,
nutrient qualitative and quantitative profiles, dissolved oxygen concentration, and the
presence of toxic elements (heavy metals). Several environmental (location of the
cultivation system, rainfall, solar radiation, and so on), engineering (pond depth, CO,
delivery system, methods of mixing, power consumption, and so on), and biological
(light, pH, oxygen accumulation, salinity, algal predators, and so on) parameters affect the
biomass productivity in the open pond system.

4.7.2.1 Characterizing Parameters

Various species of microalgae have been cultivated for biofuel production. The National
Renewable Energy Laboratory (NREL) has identified over 3000 microalgal strains,
which makes the selection of a suitable strain not an easy task. The selection process
requires the evaluation of various parameters, including lipid productivity, CO, fixation
rate, and adaptability to grow in harsh conditions, such as high temperature and
salinity.

4.7.2.2 Microalgal Harvesting Test
The equation for the harvesting efficiency is shown in the following equation:

OD; — ODy N; — Ny
—p X 100 0r ———=x 100

i i

Harvesting efficiency (%) =

where OD; and ODyare the optical density (OD) of the initial microalgal culture and the
supernatant liquid after microalgal harvesting, respectively. N; and Nyare the sum of the
cell numbers between 1.97 and 4.977 pm of the initial medium and supernatant liquids
after microalgal harvesting.

4.7.2.3 Kinetic Study

To design and scale up a cultivation system, the development of a kinetic model that
adequately describes cells growth is essential. Microbial cell growth kinetics studies are
commonly carried out in batch cultures. CO, and HCOj3 are the potential inorganic
carbon sources for photosynthesis in microalgae. The SGR (specific growth rate) to
describe the microalgae biomass kinetics is:

(In X; — In Xp)
t— 1ty

K =
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Table 4.9 Fixation of CO, by Different Microalgae

Microalgae Species CO, Fixation Rate (g/m>/h), or Removal Efficiency (%)
Chlorogleopsis sp. 0.8—1.9
Chlorella sp. 16—58%
Chlorella sp. NCTU-2 63%
Chlorella sp. 10—50%
Chlorella vulgaris 128 and 141
Chlorella vulgaris 80—260
Chlorella vulgaris 148

Euglena gracilis 3.1
Porphyridium sp., 3—18

S. platensis 38.3—60

where K is the SGR (day "), and X, and X are the biomass concentration (based on dry
cellular weight) (g/L) at culture time f and #j, respectively.

The BPR (biomass production rate), that is, the linear growth rate or average growth
rate, was used to estimate the microalgae biomass productivity according to the following
equation:

(X — Xo)

(t — t())

p =

where P is the BPR (g/L/day).

4.7.2.4 CO, Fixation Rates

CFR (CO; fixation rate) could be estimated according to the biomass production rate
and carbon content in microalgae biomass (Table 4.9). Some investigations statistically
estimated it via an approximate molecular formula of microalgae biomass with
COy.48H1.83N0.11Poo1 (C, O, H, N, and P represent the elements carbon, oxygen,
hydrogen, nitrogen, and phosphorus, respectively). However, the elemental composition
is usually varied with environmental conditions, culture processes, and in particular with
microalgae species. To characterize the CFR for most unicellular microalgae, this work
uses the following equation for calculation:

Mco,
C

Rco, = Py x CX

where Rco, is the CO; fixation rate, Cis the determined carbon content of the biomass;

Mco, and M are CO; and elemental carbon molecular weights, respectively
(Table 4.10).
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Table 4.10 Comparison of the Growth Characteristics and CO, Fixation Performance of Microalgae
Strains Under Different CO, Concentrations, Temperature, and NO,/SO, Contents

Biomass CO,
Temperature NO,/SO, Productivity =~ Consumption

Microalgae Species CO, (%) (°C) (mg/L) (mg/L/day) Rate (mg/L/day)
Nannochloris sp. 15 25 0/50 350 658"
Nannochloropsis sp. 15 25 0/50 300 564"
Chlorella sp. 20 35 60/20 950 1790°
Chlorella sp. 20 40 N.S. 700 1316°
Chlorella sp. 50 25 N.S. 386 725
Chlorella sp. 15 25 0/60 1000 1880
Chlorella sp. 50 25 N.S. 500 940"
Chlorogleopsis sp. 5 50 N.S. 40 20.45
Chlorococcum 50 22 N.S. 44 82

littorale

N.S., not specified.

*Calculated from the biomass productivity according to the following equation: CO, fixation rate
(Pco,) = 1.88 x biomass productivity (mg/L/day), which is derived from the typical molecular formula of microalgal
biomass, COy 45 Hi.83N0.11Po.01-

4.8 MICROALGAE HYBRID TECHNOLOGIES
4.8.1 Algal Biorefinery Concept

The concept of biorefining is similar to the petroleum refineries in which multiple fuels
and chemicals are derived using crude oil as the starting material. Similarly, biorefining is
sustainable biomass processing to obtain energy, biofuels, and high-value products
through processes and equipment for biomass transformation. A more specific and
comprehensive definition of a biorefinery has been given by IEA Bioenergy Task 42
documents which states, “the sustainable processing of biomass into a spectrum of
marketable products and energy.” In a broad definition, biorefineries convert all kinds of
biomass (all organic residues, energy crops, and aquatic biomass) into numerous products
(fuels, chemicals, power and heat, materials, and food). Algae can easily be part of this
concept because each strain produces certain amount of lipids, carbohydrates, or proteins
that can be used as biomass in different processes. The biorefinery concept has been
identified as the most promising way to create a biomass-based industry. There are
four main types of biorefineries: biosyngas-based refinery, pyrolysis-based refinery,
hydrothermal upgrading—based refinery, and fermentation-based refinery. Biorefinery
includes fractionation for separation of primary refinery products. The main goal of the
biorefinery is to integrate the production of higher value chemicals and commodities, as
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Figure 4.23 Algae biorefinery concept.

well as fuels and energy, and to optimize the use of resources, maximize profitability and
benefits, and minimize wastes [34].

Microalgae are considered to be futuristic raw material for establishing a biorefinery
because of their potential to produce multiple products. A new biorefinery-based
integrated industrial ecology encompasses the different value chain of products,
coproducts, and services from the biorefinery industries. Cross-feeding of products,
coproducts, and power of the algal biofuel industry into the allied industries is desirable
for improving resource management and minimization of the ecological footprint of the
entire system. The biomass, after the oil has been extracted from it, can be used as animal
feed, converted to fertilizer, and used for power generation. The power generated can
then be put back to produce more biomass. The CO, released by the power-generation
plant can be used again for the production of algal biomass, thus reducing CO5 in the
atmosphere. Selected species of microalgae (freshwater algae, saltwater algae, and cya-
nobacteria) were used as a substrate for fermentative biogas production in a combined
biorefinery. Anaerobic fermentation has been considered as the final step in future
microalgae-based biorefinery concept (Fig. 4.23) [35].
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Table 4.11 Removal of Inorganic and Organic Pollutant From Wastewater by Different Algae

Microalgae Species

Pollution Control

Anabaena, Oscilatoria, Spirulina, S. platensis

Anabaena sp.

Ankistrodesmus sp., Scenedesmus sp., Microactinium sp.,

Pediastrum sp.,
Chlamydomonas reinhardtii
Chlorella sp.

Chlorella miniata

Chlorella vulgaris, Chlorella sp.
Chlorella vulgaris

Chlorella vulgaris

Chlorella spp.

Chlorella vulgaris

Chlorella vulgaris, Scenedesmus rubescens
Chlorella salina

Coelastrum proboscideum
Lsochrysis galbana

Ochromonas danica
Oedogonium hatei
Oedogonium sp., Nostoc sp.
Oscillatoria sp. H1
Phormidium bigranulatum
Phormidium laminosum
Scenedesmus quadricauda
Spirulina platensis

Streptomyces viridochromogenes, Chlorella regularis

Ulva lactuca
Undaria pinnatifida

NO;~, NO,~, NH, T, PO~
2,4,6-Trinitrotoluene
CO,

Hg (I1), Cd(IT), Pb(Il)
Boron

Tributyltin (TBT)
Tributyltin (TBT)
Azo compounds
NH, T, PO~

P

Cd, Zn,

N and P

Co, Zn, Mn

Pb

NH,*

Phenols

Ni

Pb

Cd(11)

Pb(I), Cu(II), Cd(II)
Cu(Il), Fe(Il), Ni(Il), Zn(II)
Cu(1l), Zn(II), Ni(II)
Cr(VI)

U

Pb (1), Cd (II)

Ni, Cu

4.8.2 Wastewater Treatment

Photosynthetic microorganisms, such as microalgae, can use pollutants as nutrients (N, P,

and K) and grow in accordance with environmental conditions, such as light, temper-
ature (generally 20—30°C), pH (around 7.0), salinity, and CO; content. On the other
hand ecofriendly pollutant removal is a major issue in current-day research. Many

researchers consider microalgae as green technological medium for pollutant removal

from wastewater. Removal of organic and inorganic pollutants (NO3 ™, NO> ™, NH; T,
PO4*~, CO», Cd, Zn, Ni, Co, Mn, Cu, Cr, U, Hg(Il), Cd(II), Pb(Il), B, TBT (trib-
utyltin), phenols, and Azo compounds) from wastewater by different algae is shown in

Table 4.11.
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There are several reasons for the cultivation of microalgae in wastewater, such as: (1)
cost-effective treatment, (2) low-energy requirement, (3) reduction in sludge formation,
and (4) production of algal biomass for biofuel production. Microalgae are efficient to
remove different types of pollutants and toxic chemicals, such as nitrogen, phosphorous,
potassium, nitrite, silica, iron, magnesium, and other chemicals from municipal and
industrial wastewater. In addition, microalgae have high capacity to accumulate heavy
metals (selenium, chromium, lead, etc.), metalloids (arsenic), and organic toxic com-
pounds (hydrocarbons) to form microalgae biomass which subsequently can be used for
biofuel production. The Chlorella spp. has diverse range of different pollutants compared
to other microalgae. Other several algae such as Ourococcus multisporus, Nitzschia cf.
pusilla, Chlamydomonas mexicana, Scenedesmus obliquus, Chlorella vulgaris, and Micractinium
reisseri were efficient to remove nitrogen, phosphorus, and inorganic carbon. The highest
achieved capacity C. mexicana for removal of nitrogen, phosphorus, and inorganic carbon
were 62%, 28%, and 29%, respectively. Simultaneously, the lipid productivity and lipid
content were reported to be 0.31 £ 0.03 g/L and 33% £ 3%, respectively. Using
microalgae for combined renewable energy production along with efficient wastewater
treatment systems at a low cost offers an innovative promising direction for an integral
approach to water and energy problems and climate change mitigation.

4.9 THE ECONOMIC POTENTIAL FOR BECCS

According to climate change mitigation scenario modeling, BECCS is a cost-
effective technology for reducing the concentration of CO; in the atmosphere and
for meeting ambitious climate targets. For ambitious CO; levels such as 350 ppm and
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Figure 4.24 Cost of reaching various CO, concentration targets depending on mitigation portfolio
[35].
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below, alternative options are to be considered inadequate or too expensive. It may be
necessary to reach these levels in order to avoid severe climate change. It is worth noting
that according to the scientific studies refered earlier, the BECCS technology also re-
duces the cost of less-ambitious climate targets, if included in the total portfolio for
climate mitigation measures, see Fig. 4.24. With delayed policy decisions for climate
change mitigation,

BECCS may be needed to reach higher stabilization levels such as 400 and 450 ppm
in an economically attainable way.

The International Energy Agency has published a report on the role of CCS and
BECCS in the global energy portfolio, using their BLUE map scenario. The report
shows that BECCS has a very important role to play, if we want to meet the 450 ppm
emission target. Using technical, physical, and economic constraints in the optimization
model, BECCS is shown to have a profound overall impact. It was found that CCS
applied to biomass has more potential than all other industrial applications combined.

4.10 DISCUSSION AND CHALLENGES FOR BECCS

The deployment of large-scale bioenergy faces biophysical, technical, economic,
and social challenges, and CCS 1is yet to be implemented widely. Four major
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* New technologies . ;
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Technology Carbon
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technology governance
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» Regulatory
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climate management
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Figure 4.25 The four components of consistent negative emissions narratives [36].
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uncertainties need to be resolved: (1) the physical constraints on BECCS, including
sustainability of large-scale deployment relative to other land and biomass needs, such as
food security and biodiversity conservation, and the presence of safe, long-term storage
capacity for carbon; (2) the response of natural land and ocean carbon sinks to negative
emissions; (3) the costs and financing of an untested technology; and (4) socio-
institutional barriers, such as public acceptance of new technologies and the related
deployment policies [36].

A consistent narrative of negative emissions management therefore has four com-
ponents (Fig. 4.25) relating to the key uncertainties. The first component refers to
technological aspects: with BECCS being the negative emissions technology most
widely applied by IPCC-integrated assessment models (IAMs), the implied heavy
demands for sustainable biomass availability are suggested to be at least 100 E]J/year and
up to more than 300 EJ/year of equivalent primary energy by 2050. Also, CO, storage
potential in geological layers (aquifers, depleted fossil carbon reservoirs) and other
resources, such as water and fertilizer, in the face of increasing food demand will need to
be addressed. Bioenergy and water recycling with solar-powered distillation, algae grown
offshore and fertilized with previously captured CO5, and other innovations are among
possible technologies enabling negative emissions to be achieved with lower pressure on
land biomass production. However, such technologies require significant new research
and development.

The second component in Fig. 4.25 describes carbon cycle uncertainties and
dynamics in the Earth system. If negative emission options such as BECCS are used only
after significant climate change, then the response of the global carbon cycle can make
the necessary amount of negative emissions even larger than for a scenario where the
future CO, trajectory is contained below 430—480 ppm. This could occur through
decreasing terrestrial and ocean sink efficiencies due to climate change, and net releases
of CO; by the land and ocean reservoirs due to CO, removal over several decades.

The third component acknowledges that negative emissions will be part of a wider
mitigation effort and their deployment will depend on the cost, risks, and timing profile
of other options. The spectrum ranges from more established mitigation technologies for
which it might then be too late to solar-radiation management geoengineering options,
which are quicker and cheaper to ramp up, but which embody a much larger scale of
mostly unknown risks and are not able to deal with other consequences of increased CO;
concentrations such as ocean acidification. This emphasizes that we are not in a position
to discard the negative emissions option easily, despite the above challenges. The fact that
negative emissions solutions such as BECCS will require time to achieve sufficient scale
confirms that the future option space depends strongly on today’s decisions.

The final component is concerned with institutional and policy challenges. CO;
removal will be expensive and contentious, whereas emissions will remain cheap in the
absence of strong climate policies. Therefore, any CO, removal strategy requires an
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extraordinary global regulatory framework taking into account national economic
conditions. In the absence of a global climate agreement requiring stringent mitigation
efforts and given the asymmetric distribution of mitigation potentials, negative emissions
could help to offset emissions from countries that might not participate in reduction
efforts or have less capacity to do so. This could open new perspectives on global climate
management. Rigorous monitoring, reporting, and verification will be needed to
facilitate these options.

4.11 CONCLUSIONS

BECCS is a carbon reduction technology offering permanent net removal of CO,
from the atmosphere. This has been termed “negative carbon emissions,” and offers a
significant advantage over other mitigation alternatives. BECCS is able to do this because
it uses biomass that has removed atmospheric carbon while it was growing, and then
stores the carbon emissions resulting from combustion permanently underground.

It has been suggested that BECCS could be applied to a wide range of biomass-related
technologies, and may also be attractive from a relative cost perspective. To date, however,
the combination of bioenergy and CCS has not been fully recognized or realized. It is
important to keep in mind that the possible contribution of BECCS depends heavily on
the potential and societal acceptance of bioenergy on one hand, and the deployment of
capture and storage technologies on the other. Although there may be significant potential
for this technology, uncertainties and concerns remain regarding technology develop-
ment, carbon-negative life cycle assessment, food security, and biodiversity.
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and Forest Industries
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5.1 INTRODUCTION

Solar drying of agricultural products, such as fruits and vegetables, and forest
products, e.g., timber, has been internationally demonstrated to be a promising tech-
nology to improve the end-use quality; reduce greenhouse gas (GHG) emissions from
process industries; improve the shelf life; reduce operational, storage, and trans-
portation costs; encapsulate the original flavors and nutritional values of fruits and
vegetables, as mentioned by [1—3]. A comparative performance study, with different
drying materials, e.g., banana, chili, and coftee, between a greenhouse solar dryer and
open sun drying was carried out by [1]. It was experimentally found that, for all the
three drying materials, the solar dryer required a lower drying time compared with the
open-sun drying process. It was also found that the solar dryer produced better-quality
dried product while protecting the drying materials from insects, animals, and rain than
sun drying.

A comprehensive review on the development of solar drying applications has
been presented by [3]. The study also discussed the positive role of solar energy for
drying systems in the context of economic, environmental, and political aspects.
Drying is an energy-intensive process, which makes wood products more stable for
use in furniture, construction, and joinery, and in the case of agricultural products,
allows them to be stored safely for a specific period of time. The largest part of the
required energy in the drying process is used in the form of thermal energy, which
can be provided from various sources, including electricity, gas, fossil fuel, and the
sun. Although this application of solar energy has existed since ancient times, it has
not yet been commercialized widely, mainly due to the lack of understanding about
solar kiln technology and its sustainability benefits over a wider spectrum, such as in
the agricultural and forest industries. The rapid depletion of fossil fuels, coupled
with the consequences of increasing the consumption of conventional fuel, has
prompted governments, industries, and researchers to consider solar energy as a clean
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and sustainable source of heat energy for drying processes. The development of
solar kiln technology has the potential to enable the forest and industrial sectors to
modify their energy requirements, improve sustainability, and increase the overall
profitability.

Traditionally, designing and choosing a particular solar kiln has been based on
small-scale testing to assess the kiln performance. However, this experimental pro-
cedure poses practical difficulties due to the extremely large number of variables that
must be considered and the significant time required, combined with the practical
difficulties in repeating specific testing environments (natural climatic situations), as
mentioned by [4] and [5]. There is no or little information in the literature about the
life cycle energy effectiveness of solar kilns for wood drying. Several experimental
and modeling approaches [6—9] have been adopted to assess the drying behaviors of
wood and agricultural products during solar drying and the performances of the kilns
themselves. Despite the abundance of work regarding the performance evaluation of
drying facilities for the agricultural and forest products, most methods still have a
number of limitations. For example, the optimization study of solar kilns for the
drying of forest products (i.e., timber) by [6] was based on a parametric study of the
thermal performance and did not consider the embodied energy (EE) requirement.
Another example is the experimental study, as carried out by [8], for drying agri-
cultural products, e.g., apple and carrot. The study considered only the energy
required to evaporate moisture from the drying materials over a single drying cycle,
and no recommendation was made regarding the energy requirements over the
whole service life of the dryer. In general, the key limitations of the methods for
performance evaluation of solar drying systems to date are that: (1) the EE
requirement has been ignored, (2) the long-term (over the whole service life) energy
gains or losses have not been considered, and (3) the methods have only been suitable
either for a specific type of solar kiln or for a specific location. Taking all these
aspects into consideration, a new method for life cycle (LC) performance evaluation
of this green technology (i.e., solar kilns) has been introduced in this chapter It
should be noted here that since a large number of modeling and simulation outputs
for each drying system are needed as the inputs of the methodology presented in this
chapter and since the modeling and simulation approach may vary significantly from
system to system, a comparative study of different drying systems (e.g., microwave
drying, convective drying, intermittent drying, and solar drying) has been beyond
the scope of this single chapter. Consequently, the objectives of this chapter have
been: (1) to provide information about the significance and the scope of solar drying
in Australian context, (2) to introduce an innovative approach for evaluating the life
cycle performance of solar kilns, and (3) to demonstrate its application to two case-
study solar kilns in the context of hardwood drying.
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S 5.2 SIGNIFICANCE AND SCOPE OF SOLAR DRYING IN AUSTRALIA

Australia has a strong primary industry sector, while its vegetable-growing industry
contributed around $3.7 billion to the gross value of agricultural production in
2013—14, which was a 12% increase from 2011 to 2012 [10]. However, higher yields
during the growing seasons have traditionally caused a large influx of those fruits and
vegetables into the domestic market of Australia, leading to reduced prices and large
amounts of waste per year. An analysis of household food waste by [11] mentioned that
Australian households throw out more than $5 billion worth of food each year, of which
the fruits and vegetables were valued at $1.1 billion. Although 2 million people in
Australia still rely on food relief, as mentioned in a Commonwealth Scientific and In-
dustrial Research Organisation (CSIRO) magazine (ECOS), total food wastage is
currently costing Australians up to $10 billion each year. In addition to the direct
financial costs of this waste, the environmental impact associated with excessive GHG
emissions and water use is substantial.

Within the wider agricultural industry, the hardwood products industry is also a
growing area of Australia’s primary and secondary industry sectors, with hardwood
plantations increasing sixfold over the period between 1994 and 2010 [12]. Drying of
hardwood is an energy-intensive process for reducing the moisture contents (MCs)
down to a level at which the wood is immediately suitable for normal services, such as
furniture, joinery, and construction materials, as mentioned by [13] and [14]. The better
productivity and quality of solar-assisted kiln-dried timber (e.g., [15—17]), together with
the low operating and EE costs (e.g., Refs. [18] and [19]), have motivated the application
of solar kilns for wood drying to ensure that the final kiln-dried products remain
competitive in the market.

The strong primary industry sector, with significant sp