
Small-angle X-ray scattering (SAXS) and small-angle 
neutron scattering (SANS) are widely used techniques 
for accessing the organization of materials at the ång-
strom to micrometre length scale1–10. SAXS and SANS 
are based on the measurement of the intensity, I, of scat-
tered X-rays or neutrons as a function of the scattering 
angle. The intensities are a summed convolution of the 
angle-dependent interference of the squared scattering 
amplitudes of X-ray or neutron spherical waves arising 
from all atoms illuminated within an incident beam. 
The resulting intensity pattern, I(q), is expressed as a 
function of the magnitude of the momentum transfer 
vector q, namely q = 4πsinθ/λ, where 2θ is the scattering 
angle and λ is the radiation wavelength. There is a recip-
rocal relationship between the scattering angle and the 
length scales probed in the sample interior, d = 2π/q. As a 
result, the scattering intensities relate to the structures 
and the distribution of subcomponents either within the 
occupied volume elements of bulk materials (measured 
using a transmission geometry; Fig. 1a,b) or deposited 
at surfaces (when using grazing incidence11–15; Fig. 1c,d). 
Consequently, small-angle scattering (SAS) can be used 
to probe the structure of almost any material ranging 
from biomolecules, polymers and nanocomposites8,16–23 
to metal alloy precipitates, liquid clusters, liquid crystals, 
glasses, emulsions and colloidal suspensions. Further 
applications include analysing phase separation and for-
mation24,25, semiconductor and integrated-circuit surface 
design26,27, concrete28, and chocolate and, even, cheese 
manufacturing29,30.

The simplest experimental set-up for a classical SAS 
experiment (Fig. 1a) consists of a source of X-rays or neu-
trons and a set of optical devices that define the beam 
energy and shape the beam geometry and direction (colli-
mation). A sample is placed in the incident beam and  
the scattering profile is recorded on a 2D detector. For 
ultra-small or very-small-angle scattering applications, 
for example ultra-small-angle X-ray scattering (USAXS) 
and very-small-angle neutron scattering (VSANS), addi-
tional optical elements may be installed after the sample 
to access extremely low q values. Scattering arises due to  
the interaction of the incident beam with the atoms  
in the beam path. See Box 1 for definitions of common 
scattering terms such as the atomic scattering factor, 
coherent and incoherent scattering, the scattering length, 
the average scattering length density and the contrast.

Each atom has a certain probability of scattering 
or absorbing an incident X-ray photon or neutron at 
a particular energy, which is described by its scatter-
ing factor. The probability of producing a scattering 
event — a change in direction of the incident X-ray 
photon or neutron through any given solid angle per 
unit time — is known as the differential scattering 
cross section, which is measured in square centimetres 
or barns (1 × 10−24 cm2). The scattering cross section 
describes the magnitude of the interaction between an 
atom and an applied X-ray or neutron field that yields a 
particular type of scattering event, taking into account 
the flux (the number of photons or neutrons delivered 
per unit time) and energy. The scattering cross section is 
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Fig. 1 | Transmission and GISAS. a | Transmission geometry set-up for small-angle X-ray scattering (SAXS) or small- 
angle neutron scattering (SANS) involving delivering a collimated beam through a sample. As the incident beam, ki, 
travels through a sample, an extremely small portion of it interacts with the atoms to generate scattering events, ks.  
The intensity of the scattered radiation is collected on a detector, the angular dependence of which is expressed in 
terms of momentum transfer, q. For isotropic scattering systems, the intensity at any point in q on the detector is (within 
statistical variance) the same and may be averaged around the azimuthal angle φ to generate a 1D isotropic I(q) versus  
q scattering pattern. b | X-rays and neutron beams may be viewed as waves, or field vectors that propagate towards a 
sample with a wavelength, λ, and amplitude. When the incident beam is scattered elastically (no change in λ) and if 
preserved distance correlations exist between the scattering centres, a coherent wavefront develops that emanates 
from the sample where both constructive and destructive interference occurs in the wave amplitudes. The magnitude 
of the coherent scattering amplitudes as a function of angle relates to spatial correlations between scattering centres. 
Scattering amplitudes are not accessible experimentally; however, their squared magnitude yields scattering 
intensities that are measured on a detector. c,d | Grazing incidence small-angle scattering (GISAS). c | An incident  
X-ray or neutron beam, with wave vector ki, hits the surface at very low incident angles αi. The direct reflected beam, kf,  
at αf is covered by a beam stop in front of a 2D detector. An additional rod-like beam stop often covers the roughness 
scattering of the sample along qz. Any electron density fluctuations inside the illuminated portion of the surface  
cause scattering in qy and qz directions onto the 2D detector. d | The four predominant grazing incidence scattering 
events described by the distorted-wave Born approximation (DWBA). The incident beam has four possibilities to 
interact with a scatterer (here, a sphere), which is free standing or buried in a thin layer on top of a surface substrate. 
The four outgoing wave vectors are able to interfere coherently, giving rise to the effective form factor of DWBA.  
Each wave is weighted by the corresponding Fresnel reflection coefficient and by the roughness of deposited layers 
and substrate.

Summed convolution
The scattering intensities, I(q), 
may be conceptualized as the 
squared sum of the scattering 
wave amplitudes emanating 
from each scattering point.  
For coherent-elastic scattering 
events, if the distances 
between the scattering centres 
are spatially correlated, then 
the magnitude of the final 
scattered wave amplitudes  
(Fig. 1b) is dependent on the 
number and distribution of 
individual scattering centres 
and their respective scattering 
‘power’ (the scattering length 
density).

Transmission geometry
A small-angle scattering (SAS) 
instrument configuration in 
which an incident x-ray or 
neutron beam travels through 
a sample that is placed in  
the beam path (typically 
perpendicular to the incident 
beam direction). The level at 
which the incident beam 
transmits through the sample 
is determined by numerous 
factors including the x-ray or 
neutron energy, the absorption 
and scattering properties of 
the sample and its thickness.

Grazing incidence
A small-angle scattering (SAS) 
instrument configuration in 
which an incident x-ray or 
neutron beam is directed at  
a very low incoming incident 
angle (the grazing incidence 
angle) towards a sample that  
is deposited on a surface 
(Fig. 2). The incident beam 
and the reflected beam 
generate scattering events that 
are dependent on numerous 
factors including the incident 
x-ray or neutron wavelength, 
the absorption and scattering 
properties of the sample, and 
the tilt angle of the sample 
surface relative to the  
incident beam.
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quantified by the scattering length, b, typically expressed 
in centimetres.

At the energies used for most SAXS experiments 
(4–20 keV), the elastic scattering of X-ray photons may 
be viewed as occurring from the interaction between 
the incident X-ray field and individual electrons, with-
out an associated change in energy. A free electron has 
a defined scattering length determined by the classical 
electron radius known as the Thomson scattering length 

(2.8179 × 10−13 cm). As atoms have different numbers of  
electrons, the elastic or coherent scattering length  
of atoms scale to the atomic number, and the more 
electrons an atom has, the more likely an elastic scat-
tering event will occur; for example, a gold atom has a 
greater probability of scattering X-rays than a carbon 
atom. Electrons also have an associated inelastic cross 
section, where both a change in the energy and direc-
tion of a scattered X-ray photon occurs (also known as 
Compton scattering). Inelastic X-ray scattering is typi-
cally orders of magnitude smaller than elastic scattering 
and is linked to electron bonding and orbital/valence 
occupancy states. The excitations and associated energy 
changes of photons are analysed using techniques such 
as non-resonant X-ray Raman scattering31,32 or resonant 
inelastic X-ray scattering33–35. Although the contribu-
tions of incoherent inelastic X-ray scattering to a SAXS 
profile are small, they must be considered when using 
X-ray free-electron laser applications36.

In a classical SANS experiment, neutrons predomi-
nantly scatter from the nuclei of atoms. Each isotope has a 
unique probability of scattering an incident neutron elasti-
cally as this is dependent on neutron and proton content, 
configuration, volume, spin state and other nuclear prop-
erties. Consequently, coherent neutron scattering lengths 
do not scale with atomic number, cannot be predicted 
a priori and must be determined experimentally. For 
example, the thermal neutron coherent scattering length 
of gold37 is 0.763 × 10−12 cm, which is similar to carbon 
(0.665 × 10−12 cm) and deuterium (2H, 0.667 × 10−12 cm). 
The magnitude and the sign of coherent neutron scat-
tering lengths of the isotopes — that may be positive or 
negative – is due to the complex nature of potential energy 
interactions and/or nuclear resonance fields in the com-
pound nucleus that give rise to scattering or absorption. 
Neutron scattering may also include spin scattering or 
magnetic scattering components, each with associated 
cross sections. Further, neutrons may scatter inelastically, 
losing or gaining energy during a scattering event38–42.

The measurement of elastic and coherent scattering 
phenomena provides structural information relating to 
preserved spatial correlations between scattering centres 
embedded within, and between, contiguous regions of 
different average scattering length density, ρ, in a mate-
rial. Take, for example, the isotropic scattering of a pure, 
monodispersed population of freely tumbling particles 
in solution. Here, the scattering length density distri-
bution of a particle, ρ(r), describes the summed con-
tributions of all correlated distance and time-preserved 
atomic positions within the particle volume. The scat-
tering length density of the solvent is described by ρs, 
which at the length scales probed using SAS is often a 
featureless scattering matrix because longer-range dis-
tance correlations within the population of small sol-
vent molecules are not spatially fixed at any one time. 
To obtain structural information from the macromol-
ecules without scattering contributions from the bulk 
solvent, the signal from a matched solvent sample is 
typically measured separately and subtracted from the 
sample scattering. The scattering signal therefore refers 
to the difference Δρ(r) = ρ(r) – ρs, or the excess scattering 
length density of the macromolecules. The average value, 

Box 1 | Definition of common terms in small-angle scattering

Atomic scattering factor
The scattering factor, f, quantifies the magnitude of the scattering component, f′,  
and the imaginary absorption component, if″, of an atom at a given energy. For X-rays, 
the atomic scattering factor is described as f = f′ + if″, where the photoabsorption  
cross section, μa, can be calculated from the energy-dependent tabulated values of f″ 
(μa = 2roλf″, where ro is the classical electron radius and λ is the X-ray wavelength).

Coherent scattering
A process where a correlated relationship of constructive or destructive interference is 
set up between the phase, amplitude and wavelength of elastically scattered radiation 
emanating from a sample. For a standard small-angle X-ray scattering (SAXS) or small- 
angle neutron scattering (SANS) experiment, the relationship across a coherent 
scattering wavefront is determined by time-preserved and spatially correlated atomic 
positions, or correlated collective atomic motions (phonons) within regions of excess 
scattering length density inside the sample.

Incoherent scattering
A decoupling in the relationship between the phase(s), amplitude(s) and wavelength(s) 
of scattered radiation emanating from a sample. Both elastic and inelastic scattering 
may yield incoherent scattering, which may be caused by, for example, a randomization 
in the phases of the scattering wave amplitudes from materials lacking time-preserved 
and spatially correlated or collective motions (for example, amorphous solids,  
liquids and gases), and for neutrons, incoherent spin scattering arising from uncorrelated 
nuclear spins within a material.

Scattering length
The probability of an atom to scatter radiation through any given solid angle per unit 
time, σ, is defined as an atom’s scattering cross section, which relates to the scattering 
length of the atom, b, where σ = 4πb2. The magnitude of the scattering length, which 
may refer to either elastic or inelastic scattering, is dictated by the strength of the 
interaction of an atom with an externally applied electromagnetic field or neutron 
potential and depends on the configuration of the field (for example, energy, direction 
and, for neutrons, nuclear spin and magnetic moment polarization). The atomic 
scattering length may be positive (that is, where the scattered radiation undergoes a 
180° shift in phase relative to the phase of incident field) or negative (that is, the phase 
of the scattered radiation is maintained relative to the incident field). X-ray scattering 
lengths are always positive. For neutrons, several scattering events are possible, for 
example nuclear scattering, nuclear spin scattering and magnetic scattering (the latter 
arising from the magnetic field moments of electrons). The strength of the interaction 
of a material with neutrons is therefore determined by a combination of the three 
scattering lengths. Neutron scattering lengths may be either positive or negative.

Average scattering length density, ρ
The combined sum of the scattering lengths of the atoms within a material (in centimetres) 
within a given volume of material (in cubic centimetres). Therefore, the average scattering 
length density has units of inverse square centimetres.

Contrast
The contrast, Δρ, is the average difference in scattering length density between distinct 
regions of a sample (for example, of a particle and a supporting solvent). The square of 
the contrast contributes to the magnitude of the coherent scattering intensities, that is, 
quantifies the inhomogeneous excess scattering length density fluctuations within the 
sample. As the contrast limits to zero (contrast-matched case, Δρ = 0), the scattering will 
no longer be due to the form of the particles but solely due to their internal structure 
(refer to Eq. 2). The contrast may be adjusted, for X-rays by changing the average 
electron density of the supporting matrix (for example, addition of salts), or for 
neutrons via isotopic substitution (for example, altering 1H/2H volume ratios).
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Δρ = 〈Δρ(r)〉, is known as the contrast and is one of the 
most important characteristics of a SAS experiment as it 
defines the magnitude of the scattering signal.

If the average scattering length density of the sample 
and supporting matrix are identical (contrast-matched), 
Δρ will be close to 0. Consequently, the resulting 
background-subtracted scattering intensities will be 
exceedingly weak, only registering the scattering from 
any subtle density inhomogeneities in the sample caused 
by, for example, contributions from internally or exter-
nally bound waters, small molecules and ions. However, 
contrast matching is a critical component of neutron 
scattering experiments in particular, as it enables the 
selective interrogation of samples with different regions 
of average scattering length density. Importantly, for 
hydrogen (1H) the thermal neutron coherent scattering 
length is negative (−0.374 × 10−12 cm), whereas for 2H it is 
positive (0.667 × 10−12 cm). Therefore, substituting 1H for 
2H within the sample by using mixtures of ordinary and 
heavy water43 or by deuterating molecules radically alters 
Δρ. Scattering contributions from components of different 
scattering length density may then be selectively contrast 
‘matched in’ or ‘matched out’ of the data by manipulating 
Δρ, and the structures and dispositions of components and 
their arrangement within higher-order assemblies or com-
posite materials may be determined. This mechanism of 
isotopic substitution is routinely exploited for SANS with 
contrast variation or contrast matching experiments44,45. 
For SAXS, it is possible to perform contrast matching on 
macromolecules, nanoparticles and porous materials46–48, 
although this is difficult as it involves manipulating the 
electron density and, therefore, the chemistry or physical 
chemistry properties of the sample.

After background scattering contributions have 
been subtracted, an isotropic scattering profile can be 
described by the absolute square of the Fourier transform 
of Δρ(r) taken over the coherently scattering volume, V:

∣ ⋅ ∣ .∫I q
V

Δρ ir q r r( ) = 1 ( )exp( )d (1)
V

2

For chaotically tumbling systems of identical  
particles, the intensity depends only on the magnitude 
of q:

I q nΔρ V P q S q( ) = ( ) ( ), (2)2 2

where n is the number density of particles, V is the vol-
ume of a single particle and the rotationally averaged 
scattering form factor of the particle, P(q), is expressed as:

∣ ⋅ ∣ .∫P q
V

iq r r( ) = 1 exp( )d (3)
V2

2

Simply, the total scattering may be viewed as a set of 
individual scattering waves emanating from each scat-
tering point internal to the particle volume (electrons for 
X-rays; nuclei for neutrons). Assuming elastic scattering, 
the wave amplitudes from each individual point-scatter 
combine into the sum of individual constructive or 
destructive interferences to form a final wave pattern 
(Fig. 1b). The level of coherent interference is determined 

by the spatially correlated distances between the individ-
ual scattering points, weighted by each point’s probabil-
ity to scatter an X-ray or neutron (that is, the scattering 
length of each atom). The combined coherent scatter-
ing amplitudes therefore encode information about the 
spatially preserved excess scattering length density dis-
tribution and, ultimately, the structure of the particles. 
Unfortunately, the coherent scattering amplitudes and 
their phases are inaccessible experimentally; however, the  
squared magnitude of the amplitudes manifests as  
the scattering intensity. Therefore, particle scattering 
is measured as the scattering intensities, I(q) versus 
q, where the magnitude and decay of the intensities is 
dependent on the particle size, structure and contrast 
The term S(q) in Eq. 2 is the scattering structure factor, 
which describes the interference of scattering waves from 
between different neighbouring particles in the sample 
and should not be confused with structure factors in 
crystallography that refer to diffraction amplitudes aris-
ing from preserved atomic positions between crystal lat-
tice planes. The aim of many SAXS and SANS studies is 
the interpretation of P(q) and S(q) to obtain information 
about the excess scattering length density, Δρ(r), through 
the analysis of P(q) and the interactions between the  
particles in the sample through the analysis of S(q). For 
isotropic and dilute scattering systems, S(q) ~ 1 (reF.49) and 
the measured I(q) will then represent the P(q) weighted 
by the product of the contrast and volume squared of the 
particles (Eq. 2). The primary data analysis from such 
systems includes calculating the radius of gyration, Rg, 
and the extrapolated to zero angle or forward scattering 
intensity I(0), which is related to the particle volume V2, 
the probable frequency of real-space distances p(r) and the 
maximum particle dimension, Dmax.

The expression of the sample form factor becomes 
increasingly complicated as internal-structuring and 
long-range spatial correlations between particles become 
significant, for example in the presence of orientational 
bias or ordering that produces anisotropic scattering, 
for example from oriented fibres, magnetic lattices, 
stretched samples, samples under shear or strain. Sample 
orientation becomes important when using grazing inci-
dence small-angle X-ray scattering (GISAXS) or grazing 
incidence SANS to assess surface structure, ordering and 
roughness. The q value in grazing incidence geometry is 
expressed in terms of x,y,z coordinates:


















.q π

λ

α θ α
α θ

α α
= 2
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The resulting intensities arising from scattering 
length density fluctuations at the surface relate to the 
surface scattering form factor, P(q), and S(q), similar to 
Eqs. 2, 3, except that both the magnitude and direction 
of q must be taken into account. An added complexity 
is that there are different scattering events that occur 
when describing the total scattering length density dis-
tribution at a surface: reflection/scattering through the 
sample; reflection from the supporting substrate into  
the sample; and transmission through the sample onto 

Form factor
A term describing the squared 
magnitude of the q-dependent 
coherent scattering amplitudes 
arising from regions of excess 
scattering length density  
after background scattering 
contributions have been 
subtracted. The form factor 
represents scattering 
intensities from the distribution 
of distances between spatially 
correlated scattering centres 
within the particle and does 
not account for the 
distribution/interactions 
between the particles,  
which are described by the 
structure factor.

Radius of gyration
(Rg). The root mean squared 
distance calculated from the 
centre of contrast (typically  
the centre of mass).

Probable frequency of 
real-space distances p(r)
(otherwise known as 
pair-distance distribution 
function). The inverse Fourier 
transform of the form factor 
that converts the reciprocal 
space scattering I(q) versus q 
into a frequency distribution,  
p, of real-space distances, r; 
that is, p(r) versus r.
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the supporting substrate and subsequent reflection/ 
scattering from the supporting substrate and multi- 
reflection events. These processes are compounded by 
surface defects and produce an effective surface form 
factor that is described by a distorted-wave Born approx-
imation (DWBA)12, which is used to model grazing  
incidence data50 (Fig. 1d).

Pioneering work on SAXS for metallic alloys was 
first published by the French scientist Andre Guinier 
80 years ago51,52. Major theoretical and experimental 
advances in SAS during the twentieth century were pio-
neered by P. Debye, O. Kratky, V. Luzzati, O. Glatter and 
H. Stuhrmann and included contrast variation53 and the 
use of spherical harmonics for SAS data analysis54. Since 
the 1980s, experimental progress has concerned the use 
of high-brilliance synchrotrons (SAXS) and high-flux 
neutron reactors (SANS), and present-day SAXS/SANS 
is a highly dynamic and constantly growing field with 
methodological developments coming from numerous 
laboratories around the world.

In this Primer, we provide an overview of some of the 
key aspects of using SAXS and SANS for structural inves-
tigations. This includes a description of some of the instru-
ments used for SAS, with an emphasis on the importance 
of proper calibration to define the correct frame of refer-
ence for data interpretation and modelling. We describe 
approaches for the analysis of SAS data from isotropic scat-
tering systems and numerous applications are presented 
for interrogating structure and structural responses under 
a variety of sample conditions and environments, span-
ning biology, soft-matter physics and hard-matter physics. 
Given that SAS is a universal and adaptable technique, we 
do not discuss sample-specific preparation details and 
sample-specific data analysis approaches for anisotropic 
systems nor discuss techniques such as inelastic X-ray 
scattering or, for neutrons, inelastic and quasi-elastic scat-
tering, magnetic scattering and polarized neutron spin 
scattering. We direct readers to several texts that provide 
extensive detail on the topics outlined in this Primer and 
other aspects of SAS for the material sciences2,4,8,21,38,55–57.

Experimentation
Тhe approach to any SAS experiment relies on configu-
ring the instrument and the sample environment accord-
ing to the type of sample being analysed. The relationship  
between the sample and the instrument is inseparable 
and the approach to any SAS experiment relies on the 
synergy between, and an understanding of, the type of 
sample and sample environment with the type and con-
figuration of an instrument58. Both the instrument and 
the data must be calibrated and the sample conditions or 
environment optimized to obtain reproducible, quanti-
tative and comparative results. Here, the main types of 
instrument used for SAS experiments are described in 
addition to data calibration methods. A brief overview  
of the sample environments often employed for SAS 
investigations is also presented.

Sample preparation
Sample preparation schemes for SAXS or SANS are 
almost as diverse as the range of materials that can be 
investigated (refer to Applications). Samples used for 

SAS — for example, polymers, non-crystallite materi-
als, metals, organic or inorganic solids, coals, cement 
and thin films — display varying organization and may 
require specialized preparation or synthesis on a case 
by case basis; for example, numerous protocols exist for 
the preparation of biological macromolecules, which are 
somewhat unique in that they may be isolated in a pure 
and monodispersed form59–61. All SAS investigations are 
based on the relationship between the composition and 
physical state of the sample and a given instrument’s 
parameters58; for example, how an incident beam may  
be optimized to a sample with respect to energy, flux, size 
and shape, and how the scattering intensities from the 
sample are detected and quantified in both magnitude 
and direction.

The X-ray or neutron scattering length density and 
X-ray or neutron absorption properties of a sample are 
important parameters to consider as both influence the 
magnitude of the measured signal. The scattering length 
density and subsequent contrast of a system (Eq. 1) may 
be manipulated during sample preparation by altering 
the element or isotope composition of either a target or 
a supporting matrix, to maximize or controllably alter 
the X-ray or neutron contrast of a system. Scattering 
length density and contrast calculators are available for 
biological samples59,62,63 and resources from the National 
Institute of Standards and Technology (NIST) Center 
for Neutron Research include the scattering lengths and 
cross sections of elements and isotopes. Both atomic 
composition and sample thickness must be considered 
with respect to sample absorption; the sample thickness 
becomes especially pertinent for SAXS as many materials 
strongly absorb X-rays, especially as energy is decreased. 
Some X-ray energies may also result in unwanted X-ray 
fluorescence from a sample depending on the elemental 
composition and chemical state or bonding environ-
ment. For example, the X-ray absorption edge of zinc 
is approximately 10 keV — a common energy used for 
synchrotron SAXS — and zinc-containing samples may 
have to be measured at a different wavelength to avoid a 
high fluorescence background.

For SANS, where neutrons penetrate deep into sam-
ples, increasing the sample thickness may be advanta-
geous for generating more scattering events. However, 
sample thickness is also guided by the sample nuclear 
isotope absorption properties and the neutron wave-
length. For example, 10B or 3He have an enormous ther-
mal neutron absorption cross section compared with the 
heavier nucleus of aluminium. Too thick a sample may 
also yield multiple scattering events or an increase in the 
magnitude of incoherent scattering arising from uncor-
related nuclear spin interactions within the sample, for 
example for materials rich in 1H. Both multiple scatter-
ing and incoherent spin scattering may compromise 
SANS data quality and complicate data processing and 
interpretation. In addition, the incident X-ray or neutron 
flux as well as the beam size or shape are parameters 
that must be considered as they often determine the vol-
ume of sample exposed in the beam, the time a sample 
is exposed to the beam, radiation damage susceptibility 
and whether beam geometry corrections are necessary 
during data calibration and processing. The X-ray or 
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neutron instrument parameters in combination with 
optimizing the sample conditions, such as the contrast, 
volume, size, thickness, mass density, element or isotope 
composition, may have to be tailored accordingly for a 
particular SAS experiment. The advantage of SAS is the 
enormous versatility and adaptability of the instrument–
sample relationship that no other technique arguably 
affords with such scope.

Transmission geometry
SAS is usually performed using transmission geometry, 
where an incident beam passes through the sample, typi-
cally perpendicular to the sample surface (Fig. 1a). The 
recorded signal represents the summed contribution 
from the volume fraction and contrast-weighted con-
tributions from all atoms within the illuminated volume. 
When placed on an absolute scale (I(q), inverse centime-
tres) the scattering intensities directly relate to the cross 
section of the sample, allowing quantitative information 
to be obtained regarding volume and molecular weight, 
scattering length density distributions, long-range and 
short-range ordering and bulk structural anisotropy.

Laboratory SAXS instruments
There are two main types of laboratory SAXS instru-
ment: point source/pinhole collimation cameras64 
and Kratky line collimation cameras65. These instru-
ments deliver a well-collimated monochromatic beam 
of X-rays from a source to the sample. Currently, the 
most commonly used laboratory-based X-ray sources 
are sealed X-ray tubes with focusing optics that deliver 
fixed-wavelength X-ray beams using either copper, 
molybdenum or silver targets (CuKα, 0.154 nm; MoKα, 
0.0711 nm; AgKα, 0.059 nm)66–68. Higher X-ray flux can 
be obtained using either a MetalJet X-ray source69,70, 
where the target is a stream of molten metal (gallium, 
0.135 nm; indium-rich alloys, 0.051 nm), or a rotating 
anode tube where a solid target rotates to reduce local 
heat load. Recent advances have allowed the delivery of 
up to 109 photons s−1 within a beam of a few-hundred 
square micrometres, enabling the measurement of dilute 
polymers and biomacromolecular solutions within min-
utes and time-resolved investigations on the second 
timescale71.

Pinhole and Kratky cameras produce different inci-
dent beam geometries. Pinhole cameras deliver the 
X-rays to the sample as a parallel (that is, not focused), 
low-divergence (near) point source, ensuring minimal 
effects are caused by the geometry of the incident beam 
on the subsequent scattering amplitudes emanating from 
the sample. When using a point source, there is a direct 
correspondence between the measured I(q) at each value 
of q recorded on a 2D detector. Alternatively, the Kratky 
camera approach delivers the X-ray beam as a line. The 
line can be described as a set of infinite point sources in a 
row and, as a result, the scattering amplitudes emanating 
from any one point along the line become smeared into 
the slightly offset scattering amplitudes of neighbour-
ing points (see Results). The magnitude of this effect 
is dictated by the line geometry, specifically its width 
and length. Therefore, the smeared I(q) versus q profile 
from a Kratky camera configuration is dictated by both 

sample composition and beam geometry, and a beam 
geometry correction is required to convert the data into 
the final I(q) versus q profile. Alternatively, real-space 
parameters or models can be smeared so as to describe 
the smeared scattering data.

The line collimation system illuminates a much larger 
sample volume than a point source and, therefore, gener-
ates more scattering events72, which can be advantageous 
when measuring weakly scattering samples such as those 
composed of light elements (for example, biomolecules 
in solution). However, deconvoluting the smeared data 
or generating models or parameters that fit smeared 
data can be difficult58. The difficulty of these approaches 
depends on the type of sample; for isotropic scattering 
systems such as dilute proteins or polymers in solution, 
which are free to sample all rotational and transla-
tional states, data deconvolution is relatively straight-
forward73–78, whereas data from samples that generate 
anisotropic scattering become increasingly difficult to 
deconvolute58.

Finally, USAXS instruments have been developed 
that use crystal optics placed after the sample or Bonse–
Hart79,80 devices. Data from these instruments may also 
require de-smearing corrections81. USAXS optics are 
used to access very low q values and correspondingly 
large dimensions at the length scale of 1–2 μm (reF.82).

Synchrotron SAXS instruments
Most synchrotron sources generate X-rays using relativ-
istic electrons to provide high-flux, high-brilliance and 
variable-wavelength X-rays. SAXS instruments at these 
facilities (Fig. 2a–c) have sophisticated optical elements to 
control beam size (down to a few micrometres), shape 
and energy distribution profiles (for example, Gaussian 
or ‘top-hat’ beam profiles), angular divergence (typically 
nanoradians) and focusing options (Fig. 2d).

Synchrotron sources afford unique opportunities 
to design experiments not otherwise possible using 
laboratory instruments that are typically limited to 
one wavelength and lower flux. The high brilliance 
of a synchrotron source combined with the high tun-
ability of the beam size allows for several orders of 
magnitude more photons to be delivered to a sam-
ple (1012–1014 photons s−1) compared with laboratory 
instruments, enabling high-throughput screening83–87 of 
low-concentration and limited-volume samples, the use 
of microfluidic sample delivery systems88–90 and very fast 
time-resolved studies. Synchrotrons also allow for the 
selection of an X-ray wavelength to optimize the scatter-
ing and absorption of a material91 and allow fine-tuning 
of the wavelength for anomalous SAXS, which is used 
to probe element-specific X-ray absorption edges to 
gain information on the spatial disposition of a par-
ticular element within a sample92–97. Example uses of 
anomalous SAXS include probing ions associated with 
metalloproteins, DNA or other types of polyelectrolytes 
and ions embedded in surfactant micelles or bound to 
nanoparticles98–103.

The high flux of synchrotrons allows for data col-
lection on the second to millisecond timescale for 
regular steady-state experiments, the sub-millisecond 
scale for time-resolved applications104,105 and as quick 
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as 100 ps for pump-probe experiments106–108. A typi-
cal synchrotron-based SAS device can measure about 
two orders of magnitude in q at once (for example, 
0.05–5 nm−1) and more advanced instruments provide 
an even larger q range. There are two main approaches, 
implemented separately or together, that can increase 
the available q range to access low-angle data and, thus, 
longer vector lengths (q < 0.05 nm−1) or increase q to 

>5 nm−1 for wide-angle X-ray scattering (WAXS) or 
grazing incidence WAXS. The first approach uses a set 
of detectors at fixed distances from the sample86,109,110, 
in which the detector closest to the sample measures 
WAXS in parallel with SAXS from a second detector 
(alternatively, a single detector is moved at varying dis-
tance to the sample93,104,111–117). In the second approach, 
the wavelength of the X-ray beam is varied; increasing 
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Fig. 2 | Synchrotron SAXS instruments. a | Synchrotron X-ray sources 
consist of relativistic electrons (or positrons) that undergo acceleration 
perpendicular to the direction of the initial velocity, for example through 
a set of magnets in an undulator. Electrons radiate multiple-wavelength 
X-rays. The undulator gap controls the energy spectrum released into the 
front end of the instrument. X-rays are directed towards a monochromator 
(for example a double Si(111) crystal), that selects a specific X-ray 
wavelength. The monochromatic X-ray beam is then shaped by vertical 
and horizontal focusing mirrors in combination with slits. Additional 
components include attenuators and shutters that control the X-ray flux 
and exposure. Ultra-small-angle X-ray scattering (USAXS) operations 
include installation of silicon crystals after the sample position that 
redirect the path of the very lowest-angle scattering intensities. b | The 
high-brilliance, low-background EMBL-P12 small-angle X-ray scattering 
(SAXS) beam line at PETRA III (DESY, Hamburg)113 has been optimized for 

the high-throughput and fully automated measurement of extremely 
weak scattering samples such as dilute biomolecules in solution. The 
detector and detector tube can be moved to different positions to access 
different momentum transfer, q, ranges. c | The 9ID beam line118,490,491 at the 
Advanced Photon Source, Argonne National Laboratory, performs both 
SAXS and USAXS measurements through robotic swapping of SAXS and 
USAXS detectors. d | The flux density of the beam depends on the shape 
of the initial source (horizontal and vertical dimensions) and the optical 
components of the beam line. The flux density may be delivered as a 
Gaussian, where a majority of the photons are located towards the centre 
of the beam, or as a ‘top hat’, where the flux density is more evenly 
distributed. Scattering or absorption from optical elements in the beam 
path is unavoidable and contributes to the instrument background.  
λ, wavelength. Part b reprinted with permission from Udo Ringeisen/EMBL, 
copyright: EMBL. Part c, image courtesy of Argonne National Laboratory.
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the energy increases the accessible qmax at an equivalent 
detector position, as q is proportionate to 1/λ.

The high brilliance of X-ray sources combined 
with the exceptional adaptability of the beam enables  
SAXS/USAXS methods to probe orders of magnitude 
in q and reach q values well below 0.01 nm−1 (reF.118). For 
Bonse–Hart-based USAXS, additional double-crystal 
optical elements can be employed, forgoing the need for 
beam geometry deconvolution (Fig. 2a). Such devices also 
enable the use of coherent portions of the incident beam 
for dynamic X-ray scattering measurements119. The bril-
liance of a synchrotron source simply allows for a suf-
ficient number of scattered photons from the sample to 
get through the additional USAXS optical components, 
as opposed to being completely absorbed.

SANS instruments
There are two types of neutron source: nuclear reactors, 
which deliver a continuous source of neutrons of varia-
ble kinetic energy that are produced by nuclear fission 

events in the reactor chamber (Fig. 3a,b), and spallation 
sources120–122, which use the collision of a proton beam 
with a tungsten or mercury target to generate neutrons, 
delivering a pulse-structured multi-wavelength beam. 
Neutrons from either source may be subsequently mod-
erated (for example, through deuterium or cooled with 
liquid helium) to alter their kinetic energy. The desira-
ble wavelength — or wavelengths if using a polychro-
matic beam — is selected with a quantifiable wavelength 
bandwidth (Δλ/λ). The neutrons are then delivered to 
the sample through guides that collimate the neutrons  
to shape and control beam size, beam divergence and neu-
tron spin parameters. Fluxes per unit area of the beam are 
significantly lower (107–1015 s−1 cm−2) than X-ray-based 
techniques and the beam size is typically larger, requir-
ing longer exposure times and more sample. However, 
as neutrons predominantly interact with the nuclei of 
elements, or with magnetic fields internal to materials,  
they are deeply penetrating and, aside from the pro-
duction of unavoidable secondary ionizing radiation  

Sample

Energy
modulator

b  QUOKKA-SANS and BILBY-ToF-SANS at ANSTO c  D22-SANS at ILL

a
Neutron source
(reactor,
spallation)

Multiple λ
neutron spectrum Selected λ,

Δλ/λ

Velocity
selector

Evacuated flight path

Choppers

Source to sample distance

Sample to detector distance

Neutron guides,
polarizer (optional)

Selection of 
source apertures

Selection of 
sample apertures Vacuum 

vessel Detector

Fig. 3 | SANS instruments. a | Neutron sources include both reactor 
(continuous) or spallation (pulsed) sources that generate multiple-energy 
neutrons. Depending on the application, high-energy neutrons from 
the source may be passed through helium-cooled deuterium to moderate 
their energy, increasing their wavelength, λ (0.1–2 nm and higher). 
For monochromatic instruments, the cold neutrons are passed through a 
fan-like spinning velocity selector or set of choppers, or sometimes 
a monochromator, which allows neutrons of selected band through to 
the downstream guides. The neutron guides transport neutrons to the 
sample via total internal reflection and apertures in the beam define  

the beam size and divergence. Time-of-flight (ToF) small-angle neutron 
scattering (SANS) can be designed on both reactors and spallation sources, 
and operate with a wide wavelength band, selected by a set of rotating 
choppers. b | The 40-m QUOKKA-SANS131 (left) and single or multi- 
wavelength BILBY-ToF-SANS160 (right) instruments in the neutron guide hall 
of the Australian Centre for Neutron Scattering (ANSTO). c | Sample stage 
area of the D22-SANS instrument at the Institut Laue-Langevin (ILL), showing 
the large evacuated detector tube after the sample position. Part b, image 
courtesy of Jamie Schulz, Australian Nuclear Science & Technology 
Organisation (ANSTO). Part c, image courtesy of © Ecliptique — Laurent Thion.

Spallation
The process of applying  
proton bombardment to eject 
fragments from heavy metal 
target materials. Used to 
produce high-flux neutron 
beams without nuclear fission 
chain reaction.
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(for example γ-rays and X-rays; α-particles and 
β-particles), are generally less damaging to a sample 
compared with X-rays that may otherwise radically 
alter the electronic, that is chemical, environment via 
X-ray-induced radiation damage. The deeply pene-
trating nature of neutrons opens up the possibility of 
installing exotic sample environments123 such as dielec-
tric rheology devices124, one or two-plane shear cells125, 
high-temperature furnaces126 and 3D-printed grazing 
incidence SANS devices127.

Standard SANS applied to probing the structures 
of materials using either near-monochromatic or 
multi-wavelength neutrons relies on the measurement 
of elastic coherent scattering events. Unlike X-rays, 
neutrons have an associated 1/2 spin that can generate 
significant incoherent scattering from materials with dis-
ordered or uncorrelated nuclear spin states. Incoherent 
scattering for standard SANS is particularly evident for 
samples rich in 1H, such as biomolecules and organic poly-
mers61,128, and generates high background noise in the  
coherent scattering profile129. Neutrons have a magnetic 
moment that can be manipulated and used to probe mag-
netic lattices6,130. Devices such as spin polarizers131–133 are 
used to align neutron spins and allow the study of com-
plex magnetic interactions or probe internal dynamics134.  
The sample itself may also be spin polarized and a com-
bination of contrast variation and spin contrast variation 
can be used to improve the quantification of hetero-
geneous scattering length density distributions96, as was 
used to determine the low-resolution structure of the 
ribosome135–137. In addition, magnetic focusing lenses or 
complex collimation geometries, for example those used 
in VSANS138–140, may be used to extend the accessible q 
range141,142 in combination with adjusting the neutron 
wavelength. Large-scale structures in the order of tens 
of micrometres may be probed with ultra-SANS instru-
ments using Bonse–Hart optic geometry143 in combina-
tion with real-space analysis using spin-echo SANS144–146, 
which has diverse applications for the investigation of 
suspensions147,148, nanoparticles149,150 and other processes 
with large length scales such as the formation of silica 
thin films151 and microgranules152. Further techniques 
such as time-involved small-angle neutron experi-
ments allow sub-second and sub-millisecond temporal 
resolutions153.

Often, multiple detector positions are used to cover 
different q ranges in SANS131,154–157. The distance of the 
sample to the detector correlates with the accessible 
angle that can be measured; therefore, to span a par-
ticular q range that encompasses both long and short 
internal distances within a sample, detector positions 
are changed during the measurement of the sample. 
The data recorded from each position are then merged 
to generate the final SANS profile. The merging pro-
cess takes into account the sample transmission and the 
q resolution of the instrument, which is affected by a 
combination of the neutron wavelength spread (Δλ/λ), 
gravity, instrument geometry (for example, the source 
to sample and sample to detector distances) and detec-
tor pixel spot size158,159. For multi-wavelength SANS 
using reactor and spallation sources and methods that 
detect scattered neutrons based on their time-of-flight 

(ToF)110,123,157,160–163, one detector position can be used to 
measure a wide angular range; however, this requires 
complicated data reduction and deconvolution tech-
niques as each incident wavelength neutron generates 
its own q frame of reference.

Grazing incidence geometry
Instruments configured for grazing incidence or reflec-
tion geometry are designed to obtain structural infor-
mation from materials either deposited on or buried at 
surfaces or interfaces, effectively analysing correlated 
nanometre to micrometre scattering length density fluc-
tuations in two dimensions. The incident beam for graz-
ing incidence is set to a low incoming angle or critical 
angle that is dictated by the composition of the sample 
material or the supporting substrate.

Both the incident beam and the reflected beam 
generate scattering events, with angular intensity dis-
tributions dependent on the structure of the material 
near the surface. Scattering provides information on 
the overall spatial distribution and organization of the 
sample and the surface roughness. An intense scatter-
ing pattern is obtained in grazing incidence geometry 
as the X-ray beam path length through the film plane 
is sufficiently long compared with the thickness of the 
sample. Each scattering pattern takes a few seconds to 
hours to record, depending on scattering contrast and 
beam intensity. The bulk scattering from the substrate 
that supports the sample is reduced because of the lim-
ited penetration depth of the incoming beam at the very 
low glancing angles used in a grazing incidence geo-
metry, where the incident angle is set to near the critical  
angle of the substrate. The incidence angle is precisely 
controlled using a tilting sample stage and is typically 
0.1–1.0°. The scattering that is recorded with a 2D detec-
tor is half covered by the substrate, and as a consequence 
the scattering is collected from multiple surface scatter-
ing events from above the sample horizon. At shallow 
angles near the critical angle of the substrate, the beam 
reflects strongly into the detector area and is covered 
with an additional beam stop. Owing to high reflec-
tance, multiple scattering paths must be considered and 
calculated within the DWBA as, for example, ‘sample 
islands’ distributed across flat substrates164. The four 
terms of the DWBA, illustrated in Fig. 1d, are involved 
in the scattering process and its waves interfere coher-
ently, giving rise to an effective form factor. Each of the 
terms must be weighted by the corresponding reflec-
tion coefficient. For experiments with low reflectance, 
for example those at larger incident angles or high levels 
of sample absorbance or roughness, analysis becomes 
similar to a SAS transmission geometry. Beside the form 
factor that arises from objects on flat substrates, ordered 
assemblies lead to additional Bragg reflections, similar to 
in an ordinary diffraction experiment. As the recorded 
scattering is always a product of the square of the form 
factor and the interference function, the intensity of the 
Bragg reflections is influenced by the intensity distri-
bution of the form factor. Although the intensity of the 
reflections are affected by the form factor, the positions 
of the lattice reflections in terms of q (Eq. 4) are not 
affected, and the calculation of the lattice parameters 

Bragg reflections
reflections that occur for 
periodic structures with a 
spacing d (such as crystal 
matrices) at a scattering  
angle θ that is described by the 
Bragg relation, 2dsinθ = nλ, 
where n is a positive integer 
and λ the radiation wavelength. 
This can be observed in bulk  
or for ordered materials 
deposited on surfaces when  
a grazing incidence beam 
illuminates a 2D lattice with 
well-defined symmetry-related 
periodicity.
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of an ordered superlattice is straightforward. Grazing 
incidence small-angle scattering (GISAS) experiments 
can be performed under varying sample conditions (for 
example, temperature) to monitor structure changes in 
physical and chemical processes at the sample surface 
(see Applications).

Corrections and intensity calibration
The reliability and reproducibility of SAS data have dra-
matically improved owing to community efforts driven 
by large facilities and the availability of standards, stable 
radiation sources and current generation detectors. The 
uncertainty of the results is related to the uncertain-
ties of data collection and sample parameters. Today, 
X-ray data collection uncertainty is typically better 

than uncertainties related to sample parameters such 
as thickness, homogeneity variations, concentration, 
imperfections in sample containers and so on. However, 
what remains critical is that both q-axis and intensity 
calibration are performed to place the experimental data 
within a mutual and interpretable frame of reference. 
Interpretation of data is assisted by proper correction 
of measured data during reduction to I(q) versus q. 
This involves multiple steps and correction types, and is 
typically instrument and technique-dependent.

Instrument q-axis calibration can be performed 
using silver behenate165,166 (Fig. 4a,b) or other standards, 
such as a grating with defined line spacing167. The q-axis 
calibration should be performed when an instrument 
parameter such as the wavelength or sample to detector 
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Fig. 4 | q-Axis calibration and I(q) absolute scaling. a | Detector image of 
the Debye–Scherrer powder diffraction rings produced by silver behenate 
(AgBeh), a long-chain fatty acid silver salt (behenic acid; CH3(CH2)20COO·Ag) 
used for q-axis calibration. b | The corresponding azimuthal averaged 1D 
powder diffraction profile expressed in terms of arbitrary intensity 
versus pixel number on the detector. The crystallite structure of AgBeh 
produces intense dhkl 001 peaks of known lattice spacing, d001 = 5.838 nm 
(reF.165) (5.8363–5.8381 nm (reF.492)), d002 = 2.919 nm, d003 = 1.946 nm and so 
on, that may be used to convert the pixel number on the detector into the 
corresponding q value (q = 2π/dhkl). In addition, the beam centre and sample 
to detector distance may be calculated434,440, the wavelength (λ = 2dsinθ) 
and/or wavelength spread (Δλ/λ) verified and other corrections determined 
such as detector tilt, beam geometry smearing effects and pixel resolution 
(that is, Δq per pixel as a function of q). Whenever the incident λ or sample 

to detector distance changes, the q axis must be re-evaluated. c | One 
method to convert I(q) measured in arbitrary units (a.u.) into an absolute 
scale (inverse centimetres) is achieved by measuring a standard sample with 
known scattering properties, in this example, water. Two single-angle X-ray 
scattering (SAXS) profiles are measured using identical experimental 
conditions (sample thickness, exposure time, X-ray wavelength and so on): 
water in a sample container, and the empty container. Empty cell scattering 
contributions are subtracted to obtain the I(q) profile of water. The 
magnitude of water scattering recorded on the detector is calculated 
(magnitude of the black dashed line) to obtain the water scattering in 
arbitrary instrument units. This arbitrary value is compared with the known 
standard I(0) of water at the given experimental temperature. The resulting 
scale factor is calculated and applied to all scattering intensities to obtain 
I(q) in inverse centimetres.
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distance is altered. Primary beam intensity is obtained 
using intensity monitors, placed before and after the 
sample to allow for the quantification of the sample 
transmission of the incident beam that is proportionate 
to the sample absorption.

Various data correction procedures have been 
developed58,168–171. Instrument control and data reduc-
tion software generally apply the required corrections 
for sample transmission, thickness, beam geometry, 
wavelength, q-axis calibration, I(q) calibration, beam 
stop position and detector artefacts automatically to all 
data172–175. It should be noted that weaker sample scat-
tering will require more careful correction of the data176 
as scattering intensities become similar in magnitude 
to the inherent and unavoidable background scatter-
ing from the instrument, for example that caused by 
the optical components of the beam line. Instrument 
background corrections for a strongly scattering solid 
sample with high contrast, such as porous rock, may 
have a lower impact on the SAS profile than corrections 
required for, for example, a dilute protein in solution 
in a capillary. When using SANS over SAXS, additional 
and more complicated corrections are required, often 
arising from neutron beam properties177 such as beam 
size, neutron guide and aperture geometry, sample to 
detector positions, the neutron wavelength distribu-
tion and the ToF, if using multi-wavelength neutron 
applications. GISAS geometry(s) necessitates careful 
evaluation of each 2D image measured at different tilt 
angles principally because both the in plane and the out 
of plane components of the scattering are additionally 
affected by the tilt angle-dependent ‘warping’ of the 
intensities with the refraction of the incident beam and 
the different types of surface scattering event (Fig. 1d). 
Advanced algorithms are required to disentangle sets 
of experimental 2D images that take into account these 
modulations to obtain the final ‘unwarped’ 2D scattering 
of the sample178,179.

The process of detecting scattering events and then 
placing I(q) versus q profiles within a standard frame 
of reference is fundamental for data interpretation. 
Modern X-ray detectors achieve these steps through 
built-in software run directly in application-specific 
integrated circuits180. Two detector types dominate cur-
rent SAXS devices: scintillator-based charge-coupled 
devices, for example Rayonix, and pixel-array detectors 
such as Dectris Eiger, Pilatus181 or Rigaku HyPix182. Both 
detector types can detect millions of photons per pixel 
per second, with pixel sizes in the range of 50–200 μm2, 
low electronic noise and consistent pixel to pixel energy 
thresholds (the response of each individual pixel to a par-
ticular X-ray wavelength). Because SAS intensities may 
decay several orders of magnitude over a given q range, 
pixels must possess a high dynamic range (the ability to 
accurately measure both extremely high and extremely 
low intensities) while maintaining a linear response 
between the number of photons detected and the output 
signal to ensure that the recorded signal from the detec-
tor corresponds to the number of photons counted. For 
SANS, 3He or boron-based183 detectors are mainly used 
with pixel sizes in the millimetre to centimetre range. 
The size of beam, detector pixel size, energy-detection 

threshold and maximum q range that can be measured 
all contribute to a SAS instrument’s performance.

Detectors are not perfect and require many correc-
tions to account for deviations in the energy-dependent 
linear pixel response, to consider threshold sensitivity 
(flat fielding184) and to remove contributions from dead 
or hot pixels. We refer readers to reF.58 for an excellent 
review by Pauw of necessary detector and other cor-
rections. For charge-coupled device detectors, correc-
tions for thermal fluctuations and read-out noise, also 
known as dark current corrections, and the detection 
and removal of ‘zingers’ — noise caused by cosmic rays 
or natural radioactive decay — may be necessary. As 
most detectors used for SAS are flat and the scattering 
wavefront emanating from the sample is a virtual sphere, 
spherical corrections become increasingly important at 
higher scattering angles or at smaller distances between 
the sample and the detector.

Absolute calibration of scattering intensities (Fig. 4c) 
significantly increases the value of SAS data. When 
I(q) is placed on an absolute scale (inverse centimetre), 
quantitative information about the volume of particles, 
scattering length densities, contrasts, absolute specific 
surface areas and molecular weights can be evaluated 
using a scaled frame of reference for length, area and vol-
ume that directly relates to the length, area and volume 
scale of the sample. Absolute scaled data thus provide a 
quantifiable link between the experimental I(q) and the 
physical dimensions of the sample, and absolute scaled 
data are comparable with experiments performed on 
different instruments across different facilities using dif-
ferent configurations. Absolute calibration is performed 
using a standard with known scattering properties such 
as pure water or glassy carbon, or using known instru-
ment or device transmission geometry parameters176,185–190. 
The advantage of routinely using a documented abso-
lute intensity standard, such as, for example, the glassy 
carbon-based NIST Standard Reference Material 3600 
(NIST SRM3600)190, is that one can quickly verify per-
formance of the instrument and also trace the calibrated 
experimental scattering intensities back to the original 
verified standard.

Sample environments
Sample environments for SAXS and SANS span those 
associated with generic forms of sample delivery to  
those in specifically engineered and tailored devices that 
may include the integration of additional analytical probes 
such as lasers, spectrometers and magnets191. Sample 
environments include gel, paste or powder sample cells, in 
which samples are loaded between two low-background 
scattering/absorption windows or mounted on a grid 
support and held in the beam. The sample holder may be  
placed on a moveable x–y stage so that the sample can  
be systematically scanned at different coordinate posi-
tions to account for internal orientational bias, for 
example when probing differences in anisotropic scat-
tering through a material88,192,193. The incorporation 
of pressure194, shear195,196, stretch or high-temperature 
sample cells is routine for both hard-matter and soft- 
matter samples, and these cells can be used to suit an 
instrument’s parameters and capabilities; for example, 
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magnetorheological SANS set-ups for the analysis of 
complex magnetic fluids under shear flow and a magnetic  
field197.

Temperature-controlled capillaries or cuvettes are 
generic sample holders for solution-based samples in 
transmission geometry and are constructed from materi-
als with low intrinsic background scattering and absorp-
tion properties, such as quartz. The solution sample may 
be held in the capillary, or delivered to the beam under 
continuous flow that refreshes the sample being exposed 
and helps limit the effects of radiation damage and is, 
thus, particularly useful in SAXS198. The use of continu-
ous flow size-exclusion chromatography (SEC)199–202 or 
ion-exchange chromatography203,204 is becoming increas-
ingly popular for the separation of individual compo-
nents within sample mixtures; in these techniques, 
sample components are separated on a column matrix 
where the separation is based on particle size for SEC and 
differences in charge for ion-exchange chromatography. 
Separated components for SEC–SAXS or SEC–SANS  
are delivered from the column to the beam line in a 
continuous flow, enabling the sequential analysis of 
the separated sample component’s scattering profiles. 
Additional laser light scattering such as multi-angle 
laser light scattering or dynamic light scattering, spec-
trophotometers and refractometers may be integrated 
into the flow stream to provide additional quantification 
of the molecular weights and concentrations of the sep-
arated components and to assess the effectiveness of the  
separation step205.

The incorporation of time-resolved measurements to 
quantify structural changes is readily achievable using 
SAS. The microsecond to millisecond timescale is rou-
tinely accessible using SAXS owing to the use of modern 
synchrotron radiation sources and fast frame-rate detec-
tors. For SANS, minute timescales are typically achieva-
ble, with more recent and significant advances allowing 
measurements on a sub-millisecond scale. The key to 
time-resolved experiments is the delivery of a triggering 
mechanism to effect a change of state and the subsequent 
measurement and accurate timing of this state change. 
Triggering mechanisms for SAXS may include lasers for 
photosensitive reactions206, pressure changes207 or, more 
often, the controlled mixing and delivery of sample com-
ponents. Mixing as a triggering mechanism can also be 
used for SANS208–210, in addition to the application of 
an externally controlled magnetic field applied to the  
sample position153.

There are two main experimental set-ups for time- 
resolved solution sample experiments: stop and 
flow time-resolved (SF-TR) and continuous flow 
time-resolved scattering experiments. In the SF-TR 
approach211, a stop and flow device controls component 
injection through a mixing chamber and delivers the 
mixed sample to a capillary, at which point the flow is 
stopped and the SAS profile measured. The time limit 
of stop and flow devices and the sample consumption —  
which may be hundreds of microlitres to a millilitre over 
the course of an experiment — is dictated by the inter-
nal tubing length of the stop and flow device and the 
minimum time it takes for the sample to reach the point 
of measurement from the mixing chamber (also known 

as the dead time, typically a few milliseconds). Each 
time point of the reaction is assessed by systematically 
increasing the delay time of the measurements from the 
minimum dead time of the stop and flow device, up to 
several seconds or minutes, before exposing the mixed 
sample to the beam. It may also be possible to monitor 
the progression of a reaction during the course of expo-
sure at each time point where the data are recorded as set 
of individual high frame-rate images. For SF-TR SAXS, 
as the measurements are performed when the sample 
is stopped in the beam, the sets of scattering profiles 
need be carefully evaluated to ensure that any observed 
changes in the scattering are ascribed to the mixing  
trigger and not caused by X-ray-induced damage.

Continuous flow time-resolved experiments105 are 
similar, in principle, to SF-TR measurements but instead 
of stopping the flow after mixing, the sample compo-
nents are mixed and passed quickly through the beam 
line. By calibrating the dead time and altering this time 
by changing the tubing length, changing flow rates or 
simply shifting the beam to a different position along 
the flow path, it is possible to monitor the reaction of 
a continuously refreshing sample caught at a particular 
time point after the mixing process. This approach can 
access microsecond to picosecond timescales of a reac-
tion107 and does not require a high frame-rate detector. 
A further advantage of this system is that using a contin-
uous flow reduces the effects of radiation damage to the 
sample, which is particular useful for SAXS.

Safety and ethical considerations
All large-scale SAXS and SANS facilities adhere to high 
levels of safety by following the as low as reasonably 
achievable (ALARA) principles to ensure minimal expo-
sure to radiation sources. This includes installing physi-
cal barriers such as lead or concrete shielding around the 
source and instruments, maintaining physical distance, 
minimizing interaction time with the instrument and 
sample, monitoring radiation and undertaking compul-
sory safety training. For SANS, it is especially impor-
tant that all components that have been exposed to the 
neutron beam are measured for signs of activation. Any 
spills must be contained using measures dictated by 
on-site radiation safety and protection specialists. For 
biological and chemical samples, the requisite safety 
protocols must be adhered to; for example, understand-
ing of biological and chemical risk categories and their 
sanctioned waste disposal procedures. The nature of 
the components of a sample must be disclosed to health 
and safety officers and those responsible for on-site  
laboratories and any beam-line staff.

Beam time at large-scale facilities is publicly funded 
and comes with a high operational and infrastructure 
cost. Consequently, beam time is typically awarded 
based on the independent evaluation and merit of sci-
entific proposals. It is poor form to secretly measure 
samples that are not disclosed for both safety and ethical 
reasons. When shipping samples, the safety protocols of 
the facility where the measurement takes place should 
be considered specifically to ensure that any shipped 
samples fall within the health and safety guidelines of 
the facility.
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Results
The raw results of any SAS experiment are a set of 
images where the active pixels of the image represent the 
count of X-ray or neutron scattering events. Below, we 
describe how to place image data in the context of both 
a standardized I(q) and q frame of reference, taking into 
account the instrument set-up. An approach to the inter-
pretation of SAS data measured from solution samples 
that produce isotropic scattering is also described.

Data and processing
Modern SAXS and SANS instruments typically col-
lect scattering data as a set of 2D images on a detector. 
After detector corrections and calibration of the q axis 

have been applied (Fig. 4a,b), the intensity data on the 
2D images recorded in transmission geometry are ana-
lysed in terms of q and the rotation angle, φ, around the  
beam centre coordinates. For anisotropic scattering, 
the 2D images may be further subdivided into limited 
φ-angle wedges, for example when measuring the scat-
tering from oriented or ordered samples such as fibres 
and nematic phases212. For GISAS, 2D data are analysed 
in terms of the DWBA (Fig. 1d) and the simulation of 
2D data from models50,213–216. See Box 2 for common 
terms relating to SAS data analysis such as azimuthal 
averaging, the Porod volume, VP, the Guinier behaviour, 
the Hankel transformation, volume-element bead mod-
elling and principal component analysis and singular 
value decomposition.

A common simplified approach for data reduction in 
transmission geometry is shown in Fig. 5. The 2D data 
from the sample and the matched solvent, measured 
over a selected time interval, are first azimuthally aver-
aged around a given φ to generate 1D scattering profiles. 
A large fraction of SAS is done on isotropic systems, in 
which case the azimuthal averaging occurs for each point 
in q, maximizing the φ available on the detector (Fig. 5a). 
However, a significant fraction of the microstructures of 
interest generate anisotropic scattering patterns, caused 
by biased structural orientations within the sample —  
for example, oriented fibres217, polymers218, coatings, 
nanocomposites219, nanocrystalline assemblies220 
and nanoparticles221. In these cases, the scattering by  
the sample varies with the direction of a scattering vec-
tor in 3D. This typically results in a 2D image where the 
intensity at a given q also varies with φ on the detector 
(Fig. 5b). The analysis of anisotropic data is beyond the 
scope of this Primer222,223, but in simple terms it is often 
necessary to probe the type of microstructured anisot-
ropy within the sample by measuring it carefully in dif-
ferent orientations. In correctly selected orientations, 
the 2D intensity profile I(q, φ) can fully represent the 
3D scattering from the sample. An appropriate model 
of the microstructure then needs to be developed using 
modelling tools such as sasView. There are two main 
approaches to the analysis of anisotropic data; either the 
2D data are reduced in terms of azimuthally averaging 
the intensities through selected φ wedges on the detec-
tor, resulting in set of 1D I(q, φ) curves, or some tools 
enable fitting the 2D data I(qx, qy) directly.

The standard errors of I(q), written as σI(q), are 
assessed through individual pixel counts, which fol-
low Poisson statistics if recorded on a photon count-
ing detector; in this case, the error of the intensities is 
given by the square root of the number of counts. The 
data are then normalized to the transmitted beam to 
take into account the absorption of the sample and the 
matched solvent background. Scattering from the sol-
vent background is subtracted from the sample scatter-
ing to generate a 1D reduced and subtracted scattering 
profile. The standard error on the 1D data set can then 
be calculated using simple error propagation. Often, the 
intensity is considered as a scattering cross section and 
the data are preferentially placed on an absolute scale 
(I(q), inverse centimetres). Alternatively, the intensi-
ties may be scaled to a known standard with the same  

Box 2 | Common terms in SAS data analysis

Azimuthal averaging
The process of averaging quantities at points that occur at the same distance, r, relative 
to a shared common origin, O, through a given angle, φ. For example, and as occurs for 
the isotropic scattering case in transmission geometry (Fig. 1), averaging the scattering 
intensities recorded on a 2D detector around the circumference of a circle defined by  
a radius q from the beam centre. Refer to Fig. 7.

Porod volume
A volume determined from the inverse of the scattering invariant, Q, which is calculated 
from the integral of the normalized-scattering Kratky plot (I(q)/I(0)q2 versus q) (Fig. 8c). 
For globular homogeneous bodies, the Porod volume, VP, relates to the physical particle 
volume and may further be used to evaluate the molecular weight of monodisperse 
compact particles such as proteins in solution499–501. The Porod volume may be 
influenced by the scaling relationships between the particle volume, surface area 
and surface roughness, which influences the magnitude of the decay in the scattering 
intensities as a function of q at higher angles231 (Fig. 8a).

Guinier behaviour
Small-angle scattering (SAS) intensities measured at low scattering angles that are 
dependent on the forward scattering and radius of gyration, Rg, of a particle (see Eq. 8 
and Fig. 8a,b). The maximum extent of the Guinier region is often defined to a qRg of  
1.0 to 1.3, that on a Guinier plot (lnI(q) versus q2) generates a linear relationship for a 
pure, monodispersed and ideal particle sample absent from interparticle interactions.

Hankel transformation
A mathematical transformation that expresses a function in reciprocal (q space) as an 
integral over a function in real space weighted by so-called aspherical Bessel functions. 
This transformation is useful to represent and rapidly compute scattering amplitudes 
and intensities, I(q), of a particle with a given structure and is utilized in the multiple 
representation of SAS (Eq. 14).

Volume-element bead modelling
The process of parameterizing a real-space model in three dimensions as a collection  
of smaller volumes, called volume elements, that describe the larger total volume of 
excess scattering length density (for example, in the case of a volume packed with a  
set of dummy atom beads). The small volume elements are ascribed a phase identity 
with a relative scattering length (for example, a ‘particle phase’ and a ‘solvent phase’). 
As both the position and the phase of the small volume elements are always known,  
the scattering profile from the total occupied volume may be readily calculated. During 
modelling, the ‘phases’ of these volume elements are allowed to interconvert based  
on minimization routines guided by the fit of the model to the SAS data (such that the 
bead phases are allowed to swap identity between ‘particle phase’ and ‘solvent phase’). 
A point is eventually reached where the combined volume elements of the particle 
phase become fixed in space and fits the SAS data, and thus represents the real-space 
volume and shape of the excess scattering length density (see Fig. 10a).

Principal component analysis and singular value decomposition
Mathematical approaches allowing one to assess the number of significant components 
required to describe multiple sets of data by their linear combination. In SAS, these 
approaches are employed to analyse scattering from collected mixtures of different 
particles or different states at varying conditions to determine what the theoretical 
minimum number of states required to adequately describe the whole set of data.
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or similar contrast and partial specific volume as the 
sample, for example for proteins in solution59,224. If 
the isotropic scattering data were measured from a 
non-point source (Fig. 6a), beam geometry corrections 
can be applied (Fig. 6b,c).

For SAXS and SANS, the data can be normalized 
to the sample concentration to assess concentration- 
dependent effects in the sample, such as interparticle 
interactions, and merged if recorded from different 
detector positions (Fig. 7a–c). For anisotropic scatter-
ing samples, additional beam geometry and detector 

position corrections are required, for example when 
merging USAXS and SAXS data225.

In general, a reduced experimental scattering profile 
captures the following terms:
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Here, Ii,m(q) is the measured intensity for the sample 
(i = s) or background (i = b) and ti, ϕi, Ti and di are the 
acquisition time, average incident flux during acquisi-
tion, sample transmission and sample thickness, respec-
tively. The last term corrects for background, which is 
proportional to acquisition time and not to incident 
flux, and Inoise(q) is measured with the beam blocked at 
the sample position normalized by the time of the meas-
urement. For dilute solutions, the last term is often very 
small. The errors on Is,0(q) can be calculated by simple 
error propagation. The data are usually provided in the 
form of 1D data files with error bars propagated from 
the original counting statistics on the detector. There 
are diverse approaches to data reduction and process-
ing that span fully automated, on-the-fly data reduction 
strategies to manual interventions aided by data pro-
cessing software. Automated data pipelines for SAXS85,173 
applied to the analysis of dilute macromolecules have 
several advantages, including on-the-spot detection of 
radiation damage during the course of X-ray exposure 
and the additional extraction of structural parameters 
such as Rg, Dmax, p(r) profiles and molecular weight, 
which provide near-immediate feedback on the struc-
ture of the sample after the scattering contributions from 
the solvent have been subtracted. Systematic differences 
in the structural parameters, for example those observed 
through a concentration series, can be quickly assessed, 
and sample or data collection conditions adjusted 
accordingly. Common data reduction programs are 

listed in TABle 1 and additional tools and details can be 
found, for example, at the SAS Portal.

Analysis of data from solution samples
The approaches for analysing data from isotropic scat-
tering systems such as particle suspensions, macromol-
ecules and polymers in solution (Fig. 8a) have been well 
reviewed8,60,226. The initial analysis steps involve simple 
data transforms, for example generating Guinier plots at 
very low angles (lnI(q) versus q2 for qRg < 1.3)51 (Fig. 8b), 
Kratky plots (I(q)q2 versus q) (Fig. 8c) and Porod–Debye 
plots (I(q)q4 versus q or q4)4,227. This is followed by the 
estimation of Rg, I(0) and scattering invariants, asso-
ciated Porod volume and scaling behaviours from the 
data. The steps above give insight into the scattering 
length density bounded volume, its size and shape 
weighting within this volume, and mass and surface 
fractal dimensions, for example compact or globular, 
flat, hollow, disordered or rod-like4,228–232. A key step 
is to convert the scattering intensities into a real-space 
representation by calculating the p(r) function, or pair-
wise distance distribution (Fig. 8d). This function is a 
frequency histogram of real-space distances between 
pairwise volume elements, weighted by the scattering 
length density. For dilute, non-interacting and iso-
tropic systems, the scattering intensity (Eq. 1) can be 
written as:

.∫I q π p r
qr

qr
r( ) = 4 ( )

sin
d (6)

D

0

max

This equation can formally be inverted, but in 
practice is solved by regularized indirect inversion 
methods1,233,234 to yield p(r). The procedure automati-
cally extrapolates to q = 0 and gives the intensity value  
as ∫I π p r r(0) = 4 ( )dD

0
max  and the radius of gyration as 

.∫ ∫R r p r r p r r= ( )d /[2 ( )d ]D D
g

2
0

2
0

max max  For samples where 
the contrast and partial specific volume are known or 
can be calculated63 and the concentration has been deter-
mined, the absolute scaled I(0) can be used to determine 
the volume or the mass, M, of the particles59,224.

For centrosymmetrical particles such as spheres, 
cylinders and planar particles, p(r) can be deconvolved 
into a radial excess scattering length profile, Δρ(r)235,236. 
Alternatively, Δρ(r) can be obtained by fitting its Fourier 
transform squared directly to the data237. Both of these 
approaches involve regularization.

Another common way of analysing data from par-
ticle suspensions is to fit models such as analytical or 
geometric models to the experimental intensity, where 
the model form factors are calculated and then com-
pared with the data. These models are usually expressed 
in terms of form, P(q), and structure, S(q), factors as 
shown in the Introduction. The models depend on some 
structural parameters that are optimized when the mod-
els are fitted to the experimental data. The form factor 
can be, for example, that of a homogeneous sphere with 
radius R238:
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Fig. 5 | Basic scheme for data reduction. a | Data are recorded on a 2D detector,  
in this case small-angle X-ray scattering (SAXS) data recorded on a Dectris Pilatus 
6M. Regions such as ‘hot pixels’, inter-module detector gaps and the beam stop  
are masked out (for example, using FIT2D (reF.434)). If necessary, additional flat-field 
corrections are applied to the image (for example, to take into account pixel 
sensitivity). The x,y pixel coordinates of the beam centre are defined and q-axis 
scaling is applied. For isotropic scattering, azimuthal averaging of I(q) recorded at 
each q is performed around the beam centre coordinates (maximizing rotation 
angle, φ, for each q), ignoring the masked areas, and a subsequent reduced 1D 
scattering profile is generated. Additional corrections to the intensities are applied, 
for example the data are scaled to the transmitted beam to take into account 
sample absorption; the intensities are placed on an absolute scale (inverse 
centimetres), or normalized to a unit exposure time or sample concentration.  
For samples in solution, such as macromolecules or polymers, the scattering from an 
exactly matched solvent blank is also measured, preferably in the same sample 
capillary and instrument configuration, and then the 1D solvent scattering profile  
is subtracted from the sample scattering to generate the reduced and background- 
subtracted I(q) data representing the scattering from macromolecules in the  
sample. b | Example of an isotropic to anisotropic scattering transition in a 
colloidal ferrofluid (manganese ferrite core–shell MnFe2O4+δ@γ-Fe2O3 particles) 
caused by the application of an external magnetic field, H. With the field off,  
the particles are randomly oriented within the sample and generate isotropic 
scattering and are analysed as described in part a. When the magnetic field is 
switched on, anisotropic scattering is produced caused by the field-induced 
alignment of the ferrofluid particles within the suspension. In this case, the 
anisotropic scattering data may be analysed (right) in terms of narrower range of 
azimuthal φ wedges, for example along the principle orientation axes, to generate 
1D scattering profiles parallel (I(q), φ//) or perpendicular (I(q), φ⟂) to the direction 
of the magnetic field493. The resulting 1D scattering profiles may be modelled as 
a set of components (dotted lines; ‘Beaucage fit’222,223) taking into account Guinier 
and Porod behaviours, structure factors, polydispersity, cluster orientations and 
mean distances between particles both parallel and perpendicular to the magnetic 
field. Part b is adapted from reF.493, CC BY 4.0 (https://creativecommons.org/
licenses/by/4.0/).

◀

  15NATuRe RevIewS | METHoDS PRIMERS | Article citation ID:            (2021) 1:70 

P r i m e r

0123456789();: 

http://smallangle.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


De-smearing operations

10,000

20,000

30,000

40,000

50,000

60,000

80,000

–3.0 –2.0 –1.0 0.0 1.0 2.0 3.0

a One-point source

q

q

Two-point source
Linear integration

Smeared 

n-Point source

Azimuthal 
averaging

φ

I(1) I(2) I(3)
Point source I(q)   I(q)   I(1) I(2) I(3) I(4) I(5) I(6) I(7)

q

Sample

Incident beam k
i

Transmitted beam

Millimetres to centimetres

I(7)

I(6)

I(5)

I(4)

I(3)

I(2)

I(1)

7 nm–1

6 nm–1

5 nm–1

4 nm–1

3 nm–1

2 nm–1

1 nm–1

2θ

Beam profile on detector

AH + LH

Total beam width at detector

70,000

LH

Beam width at 
maximum intensity 
on detector AH–LH

Beam width at half 
maximum intensity
AH

q (nm–1)

10

100

1,000

10,000

100,000

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

10

100

1,000

10,000

100,000

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

q (nm–1)

I(q
) (

a.
u.

) Beam 
geometry 
corrections

De-smeared data (AH and LH 
parameters applied)
R

g
 = 4.4 nm

I(0) =  155,000

Smeared data
R

g
 = 4.3 nm

I(0) =38,400 Calculated model intensity

Smeared data
Smeared model fit

‘Reverse’ beam geometry 
corrections applied to 
model intensity

Real-space 
model

b

c

q (nm–1)

I(q
) (

a.
u.

)

I(4) I(5) I(6) I(7)

Fig. 6 | Example of beam geometry correction — slit smearing. a | For isotropic small-angle scattering (SAS)  
data measured using a point source, the I(q) measured relative to the beam centre at any given q vector around  
the azimuthal angle φ is independent, resulting in direct correspondence between I(q) measured for each  
value of q in two dimensions. If two point source beams are used, I(q) from one point source begins to add at the 
intersection of the slightly shifted q frame of reference of the next door neighbour. As the number of neighbouring 
point source increases, and ultimately tends to infinity, that is, a line collimated instrument, the only common  
q frame of reference along the line of point sources becomes that perpendicular to the line, where the I(q) intensities 
become smeared together. b | 2D to 1D data reduction using a line source instrument requires linear integration  
of the smeared scattering intensities across the detector parallel to the incident beam, perpendicular to the  
vertical q axis. The geometry of the measured beam profile is that of a trapezoid, the widths of which depend  
on the length of the slit used for the collimation. Trapezoidal parameters AH and LH provide a measure of the  
magnitude of the smearing effect on the data and are used to correct for the smearing effect of the incident  
beam geometry. c | Either smeared data are corrected for the beam geometry, providing a de-smeared scattering 
profile, or, alternatively, real-space models are developed and their calculated scattering profiles are corrected  
for the beam geometry and compared with the smeared data.
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This function approaches unity for very low values 
of q where the Guinier behaviour is observed as →q 051:












.P q

qR
( ) ≈ exp −

( )

3
(8)

g
2

In this equation, R R=g
3
5

 represents the radius of  
gyration of the sphere. At large angles, the scattering 
decays strongly and follows, on average, the Porod 
behaviour227:

.P q qR( ) ≈ 9
2

( ) (9)−4

The fits of the models to the experimental data are 
performed using a weighted least squares method239,240:

.∑χ
N p

I q I q

σ
= 1

−

( ( ) − ( ))
(10)

i

N
i i

i

2

=1

meas model
2

2

The reduced χ2 functional is minimized to get  
the best agreement between the model, I q( )imodel , and the  
measured data, I q( )imeas . In this expression, σi  are  
the standard errors of the measured intensities, N is the  
number of data points and p is the number of para-
meters in the model, which are optimized during the fit.  
A satisfactory fit to the data, and assuming that the 
errors of the intensities have been correctly specified 
through the data reduction procedure, gives χ2 = 1, 
meaning on average the deviation in the model is equal 
to the standard error of the data points. Note that if there 
are too many points at high q values with large errors 
(oversampling), χ2 can be <1 even if the fit has system-
atic deviations from the data. In such cases, re-binning 
the data may be required so that the data points more 
properly represent the information content of the data 
set241. Systematic deviations are often examined by 
plotting I q I q σ( ( ) − ( ))/i i imeas model  against q and looking 
for sequences of data points with positive and negative 
deviations, respectively242. Note that standard proce-
dures for optimizing χ2 also provide standard errors in 
the fit parameters. If the parameters of the model are 
highly correlated, the errors can be estimated by Monte 
Carlo-based methods243.

Sometimes, the measured data are significantly 
smeared by the instrument owing to the beam geom-
etry, detector resolution and wavelength spread. For 
neutrons, this is nearly always the case and needs 
to be considered in the calculation of theoretical or 
model intensities. The distribution of q contributing 
to the signal, when the instrument setting is q, can be 
described by the resolution function R(q,q). With this, 
the intensity is:

.∫I q R q q I q q( ) = ( , ) ( )d (11)
0

∞
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Fig. 7 | Data merging. a | To extend the experimental  
q range, small-angle scattering (SAS) data may be 
measured at multiple detector positions. Shorter detector 
positions record data to higher angle and vice versa.  
b | Azimuthal averaged data from the detector positions  
are generated, each with a respective qmin and qmax and  
a common q-range overlap. c | Data are scaled and merged 
together using the q-overlap region from the two detector 
positions as a frame of reference to produce the final SAS 
profile over the extended q range.

  17NATuRe RevIewS | METHoDS PRIMERS | Article citation ID:            (2021) 1:70 

P r i m e r

0123456789();: 



The resolution function can either be measured or 
calculated169,244.

The form factors of numerous geometrical models 
have been calculated and can be used for modelling SAS 
data239,240. These also include form factors of core–shell  
and multiple-shell particles. For systems consisting of dis-
solved and, perhaps, self-assembled molecules, know-
ledge of the molecular properties — partial specific 

volumes, scattering lengths and concentrations of the 
components — may be used to restrain the model. 
For example, for a micelle described by a core–shell 
model, the aggregation number can be used as a fitting 
parameter and the number density of micelles can be 
calculated as the mass concentration divided by the 
mass of a micelle calculated from the molecular mass 
and the aggregation number. The core volume is given 

Table 1 | Image, data reduction and analysis tools

Software Application Image  
and/or data 
reduction

Data 
analysis and 
modelling

Ref.

ATSAS SAS/bioSAS ✓ ✓ Available online and for download; Franke et al.,  
2017 (reF.427)

AXES bioSAXS – ✓ Available online; Grishaev et al., 2010 (reF.428)

BioXTAS RAW bioSAXS ✓ ✓ Available to download; Hopkins et al., 2017 (reF.429)

CCP-SAS & 
SASSIE-Web

SAS – ✓ Available online; Perkins et al., 2016 (reF.430)

BornAgain GISAS – ✓ Available to download; Pospelov et al., 2020 (reF.216)

D+ SAXS – ✓ Available to download; Ginsburg et al., 2019 (reF.431)

DAWN SAXS ✓ – Available to download; Filik et al., 2017 (reF.432)

DPDAK SAXS/
GISAXS

✓ – Available to download; Benecke et al., 2014 (reF.433)

ESRF SAXS 
Programs

SAXS ✓ – Available to download; Narayanan et al., 2018 (reF.104)

FIT2D SAS ✓ – Available to download; Hammersley, 2016 (reF.434)

fitGISAXS GISAXS – ✓ Babonneau, 2010 (reF.213)

FoxS SAXS – ✓ Available online; Schneidman-Duhovny et al., 2016 (reF.273)

GRASP SANS ✓ – Available to download; Dewhurst 2003 (reF.435)

GIFT SAS – ✓ Bergmann et al., 2000 (reF.436)

GIXSGUI GISAXS ✓ – Available to download; Jiang, 2015 (reF.437)

HiPGISAXS GISAXS – ✓ Available to download; Chourou et al., 2013 (reF.214)

IMAGEJ SAS/GISAS ✓ – Available to download

IRENA SAS – ✓ Available to download; Ilavsky and Jemian, 2009 (reF.438)

IsGISAXS GISAXS – ✓ Available to download; Lazzari, 2002 (reF.215)

Mantid SANS ✓ – Available to download; Arnold et al., 2014 (reF.439)

NIKA SAS/GISAS ✓ – Available to download; Ilavsky, 2012 (reF.440)

NIST software 
package

SANS/
ultra-SANS

✓ ✓ Available to download; Kline, 2006 (reF.441)

Pepsi-SAXS SAXS – ✓ Available to download; Grudinin et al., 2017 (reF.270)

ScÅtter SAXS – ✓ Available to download

SCATTER SAXS ✓ ✓ Available to download; Förster et al., 2010 (reF.442)

SASfit SAS – ✓ Available to download; Breßler et al., 2015 (reF.443)

sasPDF SAS – ✓ Liu et al., 2020 (reF.444)

sasView SAS ✓ ✓ Available to download

SAXSquant SAXS ✓ – Anton Paar

US-SOMO SAXS – ✓ Brookes and Rocco (reF.398,445)

WAXSiS SAXS – ✓ Available online; Knight and Hub, 2015446)

WillItFit SAS – ✓ Pedersen et al., 2013300)

GISAS, grazing incidence small-angle scattering; GISAXS, grazing incidence small-angle X-ray scattering; SANS, small-angle 
neutron scattering; SAS, small-angle scattering; SAXS, small-angle X-ray scattering.

Core–shell and 
multiple-shell particles
Particles consisting of 
contiguous but spatially 
distinct layered regions of 
different average scattering 
length density. For example,  
a detergent micelle that in 
water forms an external layer 
of higher electron density (the 
hydrophilic heads) surrounded 
by a less electron-dense core 
(the hydrophobic tails).
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https://www.embl-hamburg.de/biosaxs/atsas-online/
https://www.embl-hamburg.de/biosaxs/software.html
https://spin.niddk.nih.gov/bax/nmrserver/saxs1/
https://bioxtas-raw.readthedocs.io/en/latest/
https://bioxtas-raw.readthedocs.io/en/latest/
http://ccpsas.org/about.html
https://sassie-web.chem.utk.edu/sassie2/
https://sassie-web.chem.utk.edu/sassie2/
https://bornagainproject.org/
https://scholars.huji.ac.il/uriraviv/software
https://dawnsci.org/
https://confluence.desy.de/display/DPDAK/New+version+v.14.2
https://www.esrf.fr/home/UsersAndScience/Experiments/CBS/ID02/available_software/saxs-program-package.html
https://www.esrf.fr/computing/scientific/FIT2D/
https://modbase.compbio.ucsf.edu/foxs/
https://modbase.compbio.ucsf.edu/foxs/
https://www.ill.eu/users/support-labs-infrastructure/software-scientific-tools/grasp
https://www.aps.anl.gov/Science/Scientific-Software/GIXSGUI
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https://usaxs.xray.aps.anl.gov/software/irena
https://www.insp.upmc.fr/oxydes/IsGISAXS/isgisaxs.htm
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https://www.mantidproject.org/Main_Page
https://www.mantidproject.org/Main_Page.html
https://usaxs.xray.aps.anl.gov/software/nika
https://www.nist.gov/ncnr/data-reduction-analysis
https://team.inria.fr/nano-d/software/pepsi-saxs/
https://team.inria.fr/nano-d/software/pepsi-saxs/
https://bl1231.als.lbl.gov/saxs_protocols/
https://www.esrf.fr/UsersAndScience/Experiments/CRG/BM26/SaxsWaxs/DataAnalysis/Scatter
https://sasfit.org/
https://www.sasview.org/
https://somo.aucsolutions.com/
http://waxsis.uni-goettingen.de/
https://biophys.uni-saarland.de/swaxs.html


by the aggregation number multiplied by the mass of 
the fraction of the lyophobic part of the molecule.  
If not spherical, additional parameters must be used for 
describing the shape of the core; for example, the axis 
ratio can be used for an ellipsoid. Note that the core is 
usually ‘dry’ and the scattering length density is known, 

whereas solvent molecules present in the lyophilic shell  
should be taken into account as these increase the  
shell volume and decrease its scattering length.

For some applications, the purpose is to determine 
the polydispersity of particles in the sample. This can be 
done by assuming a certain form for the size distribution 
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Fig. 8 | Representative results. a | 1D reduced and background-subtracted small-angle X-ray scattering (SAXS) profiles 
from three proteins in solution (dark blue, blue and light blue), normalized to protein concentration (milligrams per millilitre, 
or number density N) and time, and measured using approximately the same contrast, Δρ, conditions. Scattering intensities 
that span the lower q values of the profiles may be approximated by the Guinier relation51, where I(q) is dependent on the 
contrast-weighted size and radius of gyration, Rg, of the proteins. The point where the scattering functions would cross I(q) 
at q = 0, that is I(0), relates to the volume squared of the particle. It is immediately apparent that the dark blue protein is 
much bigger than the blue and light blue proteins, which are both of a similar size. The rate at which the scattering data 
decays as a function of angle (q-ξ, where ξ is the Porod exponent) relates to both the size and structure of the particles,  
in particular the scaling relationship between the scattering length density within the surface boundary of the particle 
volumes4,231. ξ decreases as the volume/surface ratios change, from more spherical compact (ξ = 4) to hyper-extended/
rod-like (ξ = 1). b | Corresponding Guinier plots from the SAXS data. I(0) can be obtained from the intercept whereas Rg can 
be derived from the negative slope of the plot. Although the dark blue protein has a significantly larger squared volume 
(and hence mass) than the other two proteins, the Rg is surprisingly similar to the blue protein (3.2 nm cf. 3.4 nm). Yet when 
comparing blue and light blue proteins that are of a similar size (similar I(0)), the Rg of the light blue protein is significantly 
bigger (4.6 nm). Guinier analysis and scattering data from part a already suggest significant differences in the scattering 
length density distributions of the three protein samples. For example, for a small protein to have a similar Rg to a large 
protein, the smaller one must sample more extended, non-globular states. c | Dimensionless Kratky plot of scattering data. 
The dark blue protein generates a plot typical of all compact globular structures, with a peak maximum at I(√3) = 1.1. The 
blue protein has properties of a highly flexible or intrinsically disordered system, with scattering nearing a plateau of 2 at 
higher values of qRg. The light blue protein is a stiff-extended rod. This helps support the Rg results from the Guinier analysis. 
Relationships between the integral of a regular Kratky plot (I(q)q2 versus q), known as the scattering invariant Q, and its 
relationship to the Porod volume, VP (not to be confused with particle volume) are also displayed. d | Probable frequency of 
real-space distances, p(r) profiles, calculated using indirect inverse Fourier transform methods1,233,246,494–496. In this instance, 
the p(r) of the compact dark blue protein and of the rod-shaped light blue protein may be interpreted as the frequency of 
vector lengths internal to a single particle. Both samples are monodisperse and, as a result, there is an equal contribution  
to the p(r) from each individual protein in the sample population. However, for the blue flexible protein, p(r) does not 
represent the vector lengths internal to a single particle as the sample is structurally polydisperse (refer to part c). In this 
case, p(r) represents the volume fraction-weighted contribution from each subpopulation in the ensemble of protein 
structural states. φ, rotation angle; Dmax, maximum particle dimension; V, scattering volume.

Polydispersity
Systems containing a 
distribution of sizes, or 
displaying a level of 
non-uniformity of structural 
states. For example, a 
monomer–dimer particle 
equilibrium (a mixture of 
different molecular weights) or 
disordered polymers (that may 
have the same molecular 
weight but, when viewed as a 
population, sample different 
conformations in solution).
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(for example, Gaussian, Schulz or log-normal) and con-
volving it with the form factor for a shape that has to be 
assumed or known from observation, for example from 
microscopy imaging. Note that one cannot determine 
both size distribution and form factor at the same time 
as they are linked mathematically245. If the size distri-
bution is not known, one can use regularized free-form 
methods for determining it246,247. Indirect Fourier trans-
formation methods may also be employed to obtain 
the volume-weighted radius or particle size distribu-
tions from samples with varying degrees of polydisper-
sity, for example those of nanoparticles, micelles and 
microemulsions1,246,248,249.

When concentration effects are present in the SAS 
data, one can try to extrapolate the data to zero concentra-
tion using a Zimm approach250,251; however, it is sometimes 
necessary to include structure factors, S(q), in the analysis. 
Analytical expressions for S(q) that are easy to use in data 
fitting exist for some simple centrosymmetrical potentials, 
such as a hard-sphere potential, a screened Coulomb 
potential and a sticky hard-sphere potential239,252–254. The 
simplest is the hard-sphere potential, which only depends 
on the hard-sphere volume fraction and the hard-sphere 
interaction radius255. Similarly, if the particles aggregate 
and form clusters, this can also be included in the analy-
sis by including a structure factor49. The typical aggregate 
structures are linear, random flight, fractal and compact 
clusters.

For polymers or particles with attached polymers, 
there are model expressions taking into account the 
many conformational degrees of freedom of such mol-
ecules. The simplest is that of a polymer chain obeying 
Gaussian statistics, which has the form factor256:

P q
x x
x

( ) =
2(exp(− ) − 1 + ) , (12)2

where x q R= 2
g

2 and Rg
2 is the ensemble-average 

square of Rg. There are a large number of analytical 
form factor expressions available for star and branched  
polymers with Gaussian chains and also for block copoly-
mer micelle models with Gaussian chains257–259 and  
semi-flexible chains260. Similar models exist for cases 
where the polymers are self-avoiding; however, the 
expressions are only numerical in these cases259.

A classical tool to calculate form factors of complex 
structures is the Debye equation, which can be used  
for structures consisting of centrosymmetrical 
sub-particles (or atoms)261:
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∑P q f q f q

qd

qd
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where f q( )i
 are amplitude factors of the sub-particles, 

di j,  is the distance between the centres of the ith and the  
jth particle, and M is the number of sub-particles. 
The amplitude factors represent a Fourier transform 
of the radial scattering length density profile. When 
the sub-particles are identical, their form can be taken 
outside the double sum, which simplifies the calculation.

An alternative representation of the form factor uses 
spherical harmonics introduced to SAS by Stuhrmann54:
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Here, Ylm(Ω) are angular functions defined on the sur-
face of the unit sphere, Alm(q) are the multipole contribu-
tions to the scattering intensity and L defines the number 
of harmonics, which also represents the resolution. The 
functions Alm(q) are related by a Hankel transformation 
to radial functions in real space, which are computed 
from the Δρ(r) distribution. The spherical harmonics 
formalism allows for convenient representation and 
rapid computation of the scattering intensities, and this 
is used in many advanced analysis algorithms262–268.

Computation of intensities from known structures 
is frequently used to screen available models against 
the experimental data. In biological applications, SAS 
is often computed from atomic-resolution structures, 
for example those deposited in the Protein Data Bank 
(PDB)264,269–272. However, for the calculation of the sig-
nal for a protein in solution, one needs to consider that 
only the excess scattering contributes. The excess scat-
tering is usually obtained by subtracting the scattering 
of the displaced solvent, which is achieved by placing 
dummy Gaussian form factors on the position of the 
atoms so that the total volume matches that of the pro-
tein. Additionally, a well-defined layer of water molec-
ules with an effective density higher than that of bulk 
water must be included in the calculations271. There are 
numerous programs publicly available for calculating 
SAS intensities in this way that provide a simple way of 
checking whether the solution structure is the same as 
the crystal, NMR or high-resolution cryo transmission 
electron microscopy structure. Methods are available to 
determine the oligomeric or domain structure by per-
forming random searches268,273,274. Similarly, the structure 
of complexes of different proteins and nucleic acids can 
be determined when high-resolution structures of the 
constituent molecules are available. Restraints of con-
nectivity and known distances between various amino 
acids or nucleotides can be included in the optimiza-
tion as penalty functions added to the reduced χ2, to 
make the models physically reasonable and to agree 
with other available data. It is also possible to complete 
high-resolution structures using hybrid methods, where 
the missing parts are represented by dummy residues. 
These model calculation and modelling programs are 
listed in TABle 1 and online resources are provided in 
the Related Links.

Ab initio methods for SAS are applied for determin-
ing shapes when high-resolution models are not availa-
ble263,265,275. The structures are optimized by Monte Carlo 
or genetic algorithm-based approaches with the inclu-
sion of penalty functions that gives physically reasonable 
models. The shape determination methods do not give a 

Centrosymmetrical 
potentials
energy potentials that are 
distributed symmetrically with 
respect to a central point.
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unique model, although the solutions are biased towards  
physically reasonable models. Therefore, it is usual to 
perform a series of, for example, 10–20 repetitions, and 
compare and analyse these to get the most represent-
ative model and assess the variation of the models276. 
Biological complexes with internal flexibility pose par-
ticular problems as the SAS data cannot be fitted with a 
single structure262. The ensemble optimized method262,277 
has been developed for analysing data from such sys-
tems. In this method, a large set of structures are first 
generated and then structures are selected by a genetic 
algorithm for finding a subset/ensemble of structures, 
which together can fit the data. Further analyses of 
these structures are made to identify the main classes  
of structures that contribute to the ensemble.

Applications
SAS may be used in and of itself as a stand-alone appli-
cation to interrogate structures and changes in structures 
of materials. However, both SAXS and SANS can also be 
used in synergy with other methods and integrated into 
a diverse range of hybrid-methodological approaches 
such as combining high-resolution and low-resolution 
methods, spectroscopy, tomography, imaging, kinetics, 
thermodynamics, physical chemistry, molecular biology 
and so on. Here, we describe some general considera-
tions when using SAS for structural investigations and 
its application to structural biology, soft matter and the 
hard-matter sciences.

General issues should be considered when think-
ing of SAS applications. These include the physical 
condition of the sample (liquid or solid, diluted or 
concentrated, macro scopically homogeneous or hetero-
geneous), whether outer influences may change the  
condition of the sample (temperature, pressure, oxi-
dation), and whether structures in the sample change 
over time and at what rate. These and other consider-
ations should guide the selection of appropriate sample 
environ ment and SAS set-up. A selection of contempo-
rary SAS applications is outlined in TABle 2 that demon-
strates the utility of SAS for interrogating the structure, 
the organization and, in some cases, the evolving struc-
tural changes that occur in a wide variety of materials 
from biomolecules to polymers, gels, suspensions, 
microemulsions, surfactants, minerals, metals, clays, 
catalysts, nanoparticles, nanocrystallites, complex fluids 
and energy storage devices under a diverse array of sam-
ple environments spanning static measurements to shear, 
pressure, temperature, stretching and extrusion.

Four simulated transmission SAS results are shown 
in Fig. 9 to illustrate the scattering results for rod-like 
particles in different situations using a two-phase model. 
Here, the two different compounds are the surrounding 
matrix and nanometre-sized domains or particles. The 
domains can be single macromolecules, self-assembled 
molecules or other aggregates, colloids, atomic clusters, 
crystals, grains or pores in a material. Diluted scatter-
ing domains are independent from the position of their 
neighbouring domains and only scattering from the 
form factor P(q) appears. Higher concentrations lead 
to packing of the domains, producing the additional 
structure factor S(q). In the examples shown in Fig. 9, 

the cylinders have an aspect ratio of 1:5 and are either 
randomly distributed or oriented along the vertical axis. 
For oriented structures, the azimuthal distribution of the 
scattered intensity in the 2D pattern of the detector is not 
uniform, allowing the particle orientation in the sample 
to be determined.

Thin film layers, interfaces and buried structures 
close to surfaces are investigated using GISAS. GISAS 
can be also applied to liquids with a double-crystal 
deflector, where the beam is adjusted towards the sam-
ple surface, instead of tilting the sample surface towards 
the beam278,279. In addition, in situ structural investi-
gations under grazing incidence may be performed 
in a multitude of controlled sample environments to 
assess time-resolved changes in vacuum, air or other 
atmospheres.

Structural biology
Determining the structures of biological macromol-
ecules, such as proteins, polynucleotides, lipids and 
carbohydrates, and assessing their structural responses 
in the context of biological functions are necessary to 
understand life at the molecular level. SAXS and SANS 
investigations focus on extracting structural parameters 
such as Rg, Dmax, p(r) and molecular weight (Fig. 8) and 
developing models of biomacromolecules in solution 
(Fig. 10a). In the simplest case, a population of macromol-
ecules or a complex is purified under dilute conditions 
(0.5–10 mg ml–1) to minimize measurable interparti-
cle interactions. When a sample is pure, homogene-
ous, monodisperse and non-interacting, the scattering 
intensities are proportional to the concentration, the 
squared product of the contrast and particle volume 
and P(q) (Eq. 2). The background-corrected SAS pro-
file therefore reflects the size, shape and structure of the  
macromolecules in the sample.

A key strength of SAS for structural biology is that 
structural changes in biological macromolecules can be 
quantified in response to changing the sample environ-
ment. Adjusting the pH, ionic strength, pressure280,281, 
shear282 and temperature gives access to a wide array 
of structural information that includes conformation  
and structural perturbations or changes in oligomeric and  
other association states that are increasingly being eval-
uated using time-resolved studies spanning the micro-
second to second range105,283–285. The data are always 
measured from, and modelled in the context of, pop-
ulation states, and both SAXS and SANS are extremely 
sensitive towards detecting and quantifying the disposi-
tion of these populations. For example, if the oligomeric 
state of a macromolecule or complex is fixed as a stable 
population of monomers or dimers, and the conforma-
tional sampling of the population is very narrow, then 
the resulting scattering pattern from the sample may 
be interpreted in terms of a single particle in solution 
(be it as a stable monomer, dimer or a stable multicom-
ponent complex or higher-order assembly). However, 
biological systems may not always adopt single-state 
populations. For example, proteins may self-associate 
into a mixture of oligomers or undergo spontaneous 
self-assembly over time via intermediates into a final 
equilibrium state. In addition, the conformational 
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Table 2 | Selected SAS applications

Experiment Method Application Material Ref.

Time-resolved SAXS Microfluidics, molecular folding Protein Graceffa et al., 2013 (reF.105)

SANS Flow reactor, potentiometry Surfactant Hayward et al., 2018 (reF.330)

SAXS Microfluidics, shear-induced phase Block copolymer micelles With et al., 2014 (reF.447)

SAXS Stopped flow, phase transition Microgel Keidel et al., 2018 (reF.331)

USAXS Thermal treatment, crystallization Bulk polymer Konishi et al., 2018 (reF.448)

GISAXS Spin coating, laser interferometer Block copolymer solution Fleury et al., 2019 (reF.449)

SAXS Thermal treatment, release kinetics Silica-filled micelles Mable et al., 2017 (reF.450)

Temperature SAXS/SANS Phase diagram Polymer microemulsion Shim et al., 2019 (reF.451)

SAXS/WAXS FTIR, melt crystallization Bulk polymer Tashiro and Yamamoto, 2019 (reF.452)

GISAXS Heat zone annealing, orientation Block copolymer Samant et al., 2016 (reF.453)

GISAXS Laser heating, self-assembly Block copolymer Yu et al., 2020 (reF.454)

Flow SANS Microfluidics, orientation Complex fluid Lopez et al., 2015 (reF.455)

SAXS Microfluidics, scanning Protein fibrils Lutz-Bueno et al., 2016 (reF.88)

GISAXS Sorption, swelling Hydrogel Phillipp et al., 2015 (reF.456)

Shear SAXS Oscillatory shear, coherent scattering Self-healing hydrogel Lin et al., 2019 (reF.457)

SAXS/WAXS Flow-induced crystallization Polymer solution Dunderdale et al., 2020 (reF.458)

Extrusion SAXS Hollow fibre spinning Block copolymer solution Sankhala et al., 2019 (reF.332)

SAXS Micro liquid jet Block copolymer solution, 
gold nanorods, silica

Schlenk et al., 2018 (reF.459)

Stretch/strain SAXS/WAXS Uniaxial stretching, crystal orientation Bulk polymer Defebvin et al., 2016 (reF.460)

SAXS/WAXS Uniaxial stretching, phase transition Bulk polymer Pepin et al., 2019 (reF.461)

SAXS/WAXS Blown film Bulk polymer Zhao et al., 2018 (reF.462)

Porosity SAXS/SANS CO2 sequestration, oil exploration Minerals Cheshire et al., 2017 (reF.463)

Precipitation SANS Ageing under heat treatment Metals Coakley et al., 2015 (reF.464)

SAXS/SANS Alloy contrast variation, composition Metals Ohnuma et al., 2009 (reF.353)

SAXS/WAXS Ageing kinetics Metals Zhang et al., 2016 (reF.349)

Pressure SAXS Autoclave polymerization Block copolymer Alauhdin et al., 2019 (reF.465)

SANS CD4 contrast matching, porosity Minerals Bahadur et al., 2016 (reF.466)

Spatial mapping SAXS Tensor computed tomography (3D) Bone Liebi et al., 2015 (reF.337)

SAXS Computed tomography (3D) Bulk polymer Hu et al., 2020 (reF.467)

SAXS/WAXS Scanning (2D) Porous clay Leu et al., 2016 (reF.468)

SAXS/X-ray 
diffraction

Computed tomography (3D) Cardiomyocytes Reichardt et al., 2020 (reF.469)

Magnetic field SAXS Low field Block copolymer Gopinadhan et al., 2017 (reF.470)

SAXS Low to high field Block copolymer McCulloch et al., 2013 (reF.335)

UV radiation SAXS UV photoswitching Polymer network Gu et al., 2018 (reF.471)

SAXS/GISAXS UV photoreduction Silver colloids Harada and Katagiri, 2010 (reF.472)

Etching GISAXS Ion etching, lithography Silica masks, magnetic layers Meyer et al., 2017 (reF.340)

GISAXS Ion etching, ageing, self-assembly Semiconductor Bikondoa et al., 2013 (reF.473)

Solvent  
vapour/gas

GISAXS Gas sorption, chemiresistance Gold colloids Olichwer et al., 2016 (reF.474)

GISAXS Solvent vapour, self-assembly Triblock copolymer film Lee et al., 2019 (reF.339)

GISAXS Gas, sintering, in operando Catalyst Hejral et al., 2016 (reF.475)

SAXS Humidity, temperature Proton-conductive membrane Mochizuki et al., 2014 (reF.476)

Coating GISAXS Sputtering Metal on block copolymer Schwartzkopf et al., 2017 (reF.477)

GISAXS Spray Polymer colloid Zhang et al., 2016 (reF.478)

GISAXS Slot die printing Ion conducting polymers Dudenas and Kusoglu, 2019 (reF.479)

GISAXS Atomic layer deposition, X-ray 
fluorescence

Metals Dendooven et al., 2016 (reF.480)
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sampling of macromolecules may include structurally 
labile regions interspersed with structurally defined 
regions, such as in modular proteins with repeat motifs 
connected by flexible linkers. Finally, intrinsically dis-
ordered proteins exist as a structurally heterogeneous 
population with no definable structure. The oligomeric 
state or conformational sampling of macromolecules 
may be modelled from SAS profiles in terms of the 
volume fraction contribution of each individual com-
ponent to the final scattering intensities. Such analy-
ses include measuring concentration series data to 
yield concentration-dependent parameters such as Rg, 
molecular weight and so on that reflect changes in oligo-
meric state and may include extracting affinity constants 
between components. Intrinsically disordered or flexible 
macromolecules can be analysed in terms of ensembles.

The most common application of SAS in structural biol-
ogy is to build models that describe the structural state(s)  
of biomolecules in solution286,287. For monodisperse solu-
tions, the scattering can be modelled in terms of a single 
particle; for polydisperse samples, mixtures or ensem-
bles analysis is employed288,289. SAS is one of the few 
techniques capable of generating 3D population-state 
models to describe such systems262,277,290. The mod-
els may be calculated ab initio using volume-element 
bead modelling263,265,291 or, in the case of proteins, 
dummy amino acid modelling267,275 that can include 
stacked helical structures292. Atomistic modelling 
is also employed and incorporates high-resolution 
models from X-ray crystallography, NMR spectros-
copy293,294, electron microscopy, homology/molecular 
dynamic calculations267,268,295 or normal-mode analy-
sis266. Atomistic approaches are routinely used to eval-
uate differences between high-resolution structures 
and the solution state(s) of macromolecules that may 
or may not be coincident, such as the effect of crystal 
packing forces that may trap single states not present in 
solution, or build missing regions of mass268,274 other-
wise not accounted for in high-resolution structures 
due to intrinsic structural disorder. Electron density 
retrieval has been recently developed for SAXS296–298 and  
diverse approaches for modelling membrane protein 
and other constrained model systems are available299,300.  

More advanced analyses using principal compo-
nent analysis and singular value decomposition may 
yield additional insight into the theoretical minimum 
number of components in a polydisperse sample, and 
even in cases where intermediates in time-dependent 
assembly processes cannot be measured in isolation, 
low-resolution models of the intermediates can be 
directly derived from the data291.

Contrast variation can additionally probe the struc-
tures of individual components within large assem-
blies301. Different classes of biological macromolecules 
have different average electron density when measured 
with SAXS or different average nuclear isotope density 
(in particular, 1H per unit volume) when measured with 
SANS. By manipulating the scattering length density of 
the sample or the scattering length density of the sol-
vent, the component contributions can be selectively 
contrast-matched to obtain the location of individual 
components bound within an assembly44,302–304. SANS 
with contrast variation is of particular importance, and 
can be achieved either by isotopically substituting light 
hydrogen 1H for deuterium 2H in the solvent or by the 
isotopic labelling of non-exchangeable 2H in macro-
molecules. Combining SANS and SAXS offers scope 
for investigating a wide range of biological samples 
spanning the simple homogeneous case305,306 through to 
more complicated systems such as protein–protein and 
protein–polynucleotide complexes307–310, membrane pro-
teins311–313, nanodiscs314, macromolecular assemblies135,315 
and nano-conjugates316 as well as understanding phase 
transitions24,25, molecular crowding effects317,318, protein 
fibrillation and intermediate fibrillation processes319–321, 
self-association, ordering and crystallization pro-
cesses89 and intrinsic structural disorder322,323 in addi-
tion to tracking structural responses through time or 
through alterations to the chemical or physical sample 
environment324,325.

Soft matter
Dilute soft-matter systems may be analysed in a similar 
way to biological macromolecules in solution. Analysing 
the form factor P(q) during the self-assembly of mol-
ecules enables structural changes to be followed in 

Experiment Method Application Material Ref.

Electrochemistry SAXS Impedance spectroscopy Membrane/polyionic liquids Folkertsma et al., 2017 (reF.408)

GISAXS Electrode roughening Metal/electrolyte Ruge et al., 2014 (reF.481)

GISAXS Solar cell ageing Organic solar cell Schaffer et al., 2016 (reF.482)

SAXS/SANS Fuel cell conditioning Battery electrodes Kabir et al., 2019 (reF.483)

SANS In operando fuel cell Lithium ion battery Hattendorf et al., 2020 (reF.484)

SAXS Microstructure Solid oxide fuel cells Allen et al., 2014 (reF.485)

Ozonolysis SAXS/WAXS Raman spectroscopy Organic film Milsom et al., 2021 (reF.486)

Self-assembly GISAXS/grazing 
incidence WAXS

Liquid–air interface PbS nanocrystals Geuchies et al., 2016 (reF.487)

SAXS/SANS Particle size Catalyst ink Yang et al., 2017 (reF.488)

Laser irradiation GISAXS Laser-induced periodic structures Polymer film Rebollar et al., 2015 (reF.489)

FTIR, Fourier transform infrared; GISAXS, grazing incidence small-angle X-ray scattering; SANS, small-angle neutron scattering; SAS, small-angle scattering;  
SAXS, small-angle X-ray scattering; USAXS, ultra-small-angle X-ray scattering; WAXS, wide-angle X-ray scattering.

Table 2 (cont.) | Selected SAS applications
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response to variations in external conditions. For exam-
ple, aggregates evolve by covalent or physical attach-
ment of small units by polymerization or self-assembly; 
polymers form colloidal suspensions; and amphiphilic 
molecules such as tensides, phospholipids or block 
copolymers build stable micellar core–shell structures 
with different sizes and shapes such as spheres, cylin-
ders, vesicles or multilamellar structures. These evolu-
tion steps are typically investigated using microfluidic 
devices (Fig. 10c). Microfluidic devices may have sepa-
rate feeding channels for different compounds to create 
a mixing zone. By controlling continuous flow rates and 

concentrations into the mixing zone, the kinetics of a 
reaction or the dynamics of self-assembled structures 
can be determined on a molecular level with minute to 
second to sub-millisecond time resolutions105,326 by posi-
tioning the X-ray or neutron beam at various spots along 
the mixing zone. As an example, a millisecond temporal 
resolution was demonstrated for the formation process 
of block copolymer micelles327–329.

To avoid X-ray radiation damage in organic matter, 
time-resolved SANS can be used on high-flux neutron 
sources. One example is a continuous flow sample 
environment to study potentiometric titrations on an 
aqueous anionic surfactant solution330. Alternatively, a 
simpler approach involves a stop-flow cell where the 
reactants are injected stepwise into a vessel illuminated 
by the beam, which has been used to investigate the 
time-dependent structural evolution of a microgel331.  
In addition to varying the concentration, other para-
meters such as temperature, light or electric and magnetic  
fields can also be applied in a purpose-built reaction 
chamber. SANS with contrast variation employing 1H/2H 
isotopic substitution is also an invaluable tool across  
polymer sciences, as illustrated in Fig. 10e.

Depending on their attractive and repulsive forces, 
aggregates may form superstructures at higher con-
centrations and result in new phases with repeating 
and well-ordered distances, which causes the inter-
ference function S(q) to become significant. FigUre 9c 
shows the scattering pattern for hexagonally arranged 
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Fig. 9 | Schematic display of scattering patterns from 
rod-like cylindrical particles in different concentration 
regimes and orientations. a | Diluted, randomly oriented 
particles relative to the beam path result in isotropic form 
factor P(q) scattering. The azimuthal intensity for each q,φ 
(where φ is the azimuthal angle) is equal within statistical 
variance and can be averaged to achieve better estimates 
of I(q). b | Non-interacting but oriented particles in the 
beam path produce anisotropic scattering that can be 
analysed in terms of the dependence of I(q) and φ that may 
be used for determining the degree of orientation. Here, 
different 1D intensity profiles are shown calculated for  
qy corresponding to φ = 0 (yellow), which is dominated by 
scattering from across the oriented cylinder diameters 
(equatorial scattering), whereas at qz, φ = 90 (green), the 
scattering is dominated by the longer oriented cylinder 
lengths (meridian scattering). c | Concentrated hexagonal 
clusters of cylinders, where each cluster is randomly 
oriented in the beam path, produces isotropic scattering. 
The scattered intensity I(q) is now a function of both the 
form factor P(q) and the structure factor S(q). Isotropic 
between-cluster interactions as well as intra-cluster 
correlated repeat distances manifest in the scattering 
profile, in particular as Bragg reflections (strong peaks) 
caused by systematic ordering of the cylinders internal to 
each cluster. d | When the concentrated cylindrical clusters 
are oriented in the beam, the scattering distribution is  
as in the second case, that is, the bulk ordering within the 
sample produces anisotropic scattering. Bragg reflections 
of the hexagonal arrangement of cylinders within each 
cluster show along the equator (qy, yellow) whereas along 
the meridian (qz, green) systematic-repeat distances from 
between the clusters appear as strong peaks caused by the 
formation of correlated repeat distances of the stacked 
layers through the sample.
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cylinders with randomly oriented superstructures. The 
type of superstructure formed depends on parameters 
such as the molecular composition, molecular weight, 
blend ratio, concentration and solvent. The phases range 
from close-packed spherical structures to hexagonal or 
rectangular arranged cylinders, bicontinuous phases 
and various sheet and lamellar structures. One example 
is the use of in situ SAXS during solution-spinning of a 
block copolymer to characterize the different morphol-
ogies of the spun hollow fibre membranes332. The nano-
scale morphology of soft matter may also change under 
flow and impact material properties during or after 
fabrication; affected properties include fibre strength, 
long-range ordering of block copolymers or the optical 
properties of liquid crystals. For example, flow-induced 
crystallization of isotactic polypropylene was analysed 
with Rheo-SAXS and compared with other rheological 
measurements333 to obtain information on the mech-
anisms of polymer crystallization under flow for the 
development of new 3D-printing and micro-moulding 
materials.

Condensed soft matter, when considered as a bulk 
material, can be analysed using similar structural mech-
anisms to those described above. The only difference is 
that a rearrangement of the macromolecules inside the 
material is slow or even hindered when the material is 
below its glass transition temperature. Instead of the sol-
vent, one of the components of the material itself is now 
the matrix. In such systems, physical parameters such as 
temperature play a main role in inducing substructural 
rearrangements, phase transitions or molecular orien-
tations, in addition to mechanical forces such as pres-
sure, strain, shear, or melt flow, or electrical or magnetic 
fields (Fig. 9d). By analysing the azimuthal distribution of 
I(q), the orientation of substructures may be calculated. 
For example, the microstructural evolution during the 
step-cycle deformation of a poly(ether ester) elastomer 
was analysed in terms of the orientation and relaxation 
of the hard and soft segments of a semi-crystalline poly-
mer334. The dynamics of magnetic field-induced align-
ment of block copolymers was investigated using in situ 
SAXS to calculate orientation functions335.

In a blend, the composition, polydispersity, super-
structure, orientational order or distribution of a certain 
compound can be macroscopically heterogeneous. This 
appears especially in natural or synthetic hierarchical 
systems and can affect material properties such as stiff-
ness or elasticity. In addition, unwanted heterogeneity is 
often a problem for functional materials such as fibres, 
foils or building materials. 2D micro-scanning SAXS 
experiments and 3D SAXS–computed tomography 
allow spatial mapping of structure distributions inside 
materials. SAXS–computed tomography experiments 
using novel mathematical approaches demonstrated 
high-resolution orientational mapping of the structures 
in hierarchical systems such as bone and tooth336–338.

Self-assembly of block copolymers in thin films is 
important for many industrial applications, as block 
copolymers can act as lithographic templates for inor-
ganic materials or as coating materials. Self-assembled 
block copolymer films can reach an almost perfectly tai-
lored nanometre-sized structure over large areas, which 

depends on several parameters. GISAXS is a versatile 
tool for in situ studies of self-assembly processes under 
the influence of applied vapours339, fields or temperature 
(Fig. 10b) and for inorganic material transfer processes340.

Finally, the structure of hybrid materials with hard 
and soft matter can also be investigated using SAS. For 
example, SAXS was used to analyse superstructure for-
mation in 3D continuous networks of binary mixtures 
of metal nanoparticles with a triblock terpolymer341. SAS 
is an invaluable technique for nanoparticle research in 
general342 to interrogate particle sizes and formation, 
suspension343, dispersion344, ordering and crystallization 
processes220,345,346.

Hard matter
Applying SAXS to hard materials requires very thin sam-
ples or high X-ray energies for sufficient transmission 
through thick samples, and adds complexity in terms 
of hardware and sample to detector distances needed to 
achieve needed minimum q values. Although specialized 
instruments with energies over 50 keV are available at 
synchrotron sources, SANS is often preferred because of 
higher neutron penetration through most hard materials 
compared with X-rays. With SANS, magnetic samples 
may also be measured in a magnetic field to separate 
magnetic and nuclear scattering6 contributions and pro-
vide additional information about the sample magnetic 
structure.

Parasitic scattering subtraction can be challenging in 
hard materials. Surface defects on thin samples such as 
scratches, powder particles, boundaries and voids scat-
ter strongly and create unwanted background. Multiple 
scattering is also common for powders. However, because 
the scattering length density and subsequent contrasts 
are typically higher in solid materials than in soft matter, 
some of the sample-related parasitic scattering can be mit-
igated by sample preparation or selection. For example, 
parasitic surface scattering can be mitigated by polishing. 
Internal parasitic scattering such as that created by grain 
boundaries, however, may not typically be mitigated.

Precipitate size, shape and density are important in 
metals as they affect metal and metal alloy properties 
during manufacture347. Studies of precipitation behav-
iours in alloys are among the earliest applications of 
SAS348. Low-q USAXS scattering probes grain bound-
aries and other large features, whereas intermediate-q 
scattering from SAXS combined with high-q data from 
WAXS reveals information on precipitate growth and 
the ordered structure of small atom clusters in the 
γ-phases of aluminium alloys (Fig. 10d). By combin-
ing in situ SAXS and WAXS, the dissolution kinetics 
of different precipitate populations can be quantified 
together with their activation energies for computer 
simulations349. SANS is commonly used to analyse 
steels and nickel-based alloys350, and typically combined 
with transmission and scanning electron microscopy, 
atom probe tomography351 and other techniques352. 
Combining SAXS and SANS can also be used for 
simultaneous data analysis because X-ray and neutron 
contrasts are different for many elements and lead to ele-
mental composition quantification of nanosized oxide 
precipitates in alloys353.
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Porosity is another common feature of many natural 
materials such as rocks, shales, minerals, shells and soils. 
Pore size distribution, pore shape and pore connectivity 
are critically important as they determine functional 
properties as well as the behaviour of liquids such as oil 
or water in these materials. SANS/ultra-SANS and, to a 
lesser degree, SAXS/USAXS have been routinely applied 

to measure porosities354–357 because they are the only 
techniques that can access structural information at the 
nanometre level within bulk samples. SAS results are less 
sensitive to sample preparation and interrogate larger 
sample volumes that are more statistically representative 
compared with optical and electron imaging. In addi-
tion, SAS typically characterizes void sizes smaller than 
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the typical resolution of tomography techniques. SAS 
experiments using contrast matching with intrusion of 
liquid or gas can quantify individually open and closed 
pore populations and pore connectivity under various 
pressure conditions358.

Complex materials such as concrete may require 
a combination of contrast-matched SANS and SAXS 
to quantify all components359. Fresh concrete sets 
over 40 days at different rates, and understanding its 
microstructural evolution requires in situ or timed 
experiments360 and a combination of techniques includ-
ing contrast-matched SANS and SAXS, WAXS and 
imaging361.

To understand surface oxidation processes, in situ 
SAXS at temperatures up to 1,500 °C can be performed 
in a controlled atmosphere. For example, metallic  
glass powder particles annealed for up to 12 h form an 
oxide shell on a metallic core with surprisingly homo-
geneous shell thickness. Absolute calibrated SAXS data 
analysis yields the oxide weight fraction as a function of 
time and temperature362.

GISAS can probe catalyst efficiency and stability 
using custom-made chambers with temperature, gas 
composition controls and gas analysers to provide 
in-line chemical reaction monitoring363. Absorption 
spectroscopy can be added to monitor the electronic 
structure of catalysts in combination with SAS364.  

When interested in buried structures at the nanometre 
resolution, the use of standing waves for GISAXS can res-
olve both the in-plane correlation of the nanostructures  
and their buried depth information365.

Reproducibility and data deposition
Numerous ongoing initiatives across the SAS commu-
nity aim for SAS experiments to be findable, accessible, 
interoperable and reusable (FAIR). These initiatives 
focus on data reproducibility and standards, and include 
establishing reporting guidelines and tabulated data 
summaries as well as developing data repositories 
and data formats capturing relevant details of SAS 
experiments that encompass raw and processed data, 
modelling and the associated metadata linked to an 
experiment.

SAS standards in structural biology
For solution scattering experiments in structural biol-
ogy, reporting guidelines for SAXS and SANS have been 
set out by the International Union of Crystallography 
(IUCr) Commission on Small Angle Scattering and the 
SAS Validation Task Force (SASvtf)366. These guidelines 
are increasingly used across the structural biology com-
munity and the subsequent reporting tables have been 
adopted by numerous journals.

The guidelines encompass four main topics367: sam-
ple details; instrument details; experimentally deter-
mined structural parameters; and software/methods 
employed for data reduction, analysis and modelling. 
The sample details include the sample name (for pro-
teins, the protein name must be consistent with UniProt 
nomenclature), source organism, components of the 
supporting buffer and sample concentration. Any 
relevant prior assessment of the sample quality using 
alternative methods such as multi-angle laser light scat-
tering, analytical ultracentrifugation, dynamic light 
scattering, SEC, polyacrylamide gel electrophoresis 
and so on may be reported along with the type of SAS 
experiment that generated the published SAS data. The 
instrument that was used to measure the sample should 
be reported together with instrument parameters such 
as X-ray and neutron wavelength(s), exposure time(s), 
sample to detector distance(s), q range(s), intensity cali-
bration method and normalization. Structural param-
eters extracted from the data including parameters 
obtained from Guinier, p(r), Porod volume analyses 
and molecular weight estimates from the scattering data 
are necessary. The software and methods employed for 
data reduction, analysis and modelling should be listed. 
Where fitting the data is required, such as for data–data 
or data model fits, the assessment of the fit should be 
reported using the reduced χ2 test368 or correlation map 
P value242.

Small Angle Scattering Biological Databank
The Small Angle Scattering Biological Databank 
(SASBDB) is an open access repository for SAS data, 
metadata and models primarily from bioSAS experi-
ments369,370. The SASBDB allows the inclusion of com-
plementary biophysical characterization data related to 
a SAS experiment and tailored deposition options for 

Fig. 10 | Example applications. a | Probing the solution state of biomacromolecules 
using small-angle X-ray scattering (SAXS). A DAMMIN265 ab initio bead model 
(transparent grey spheres) and subsequent fit to the SAXS data (magenta line) are shown 
for the apoferritin protein assembly. A cut-through section of the assembly is also  
shown from an ab initio model calculated using GASBOR275, an alternative dummy amino 
acid modelling approach that includes a modelled hydration layer (small white spheres).  
A comparison with the high-resolution X-ray crystal structure of apoferritin is also 
displayed (magenta ribbons). Refer to the SASBDB369 entry SASDFN8 (reF.205). b | Grazing 
incidence small-angle X-ray scattering (GISAXS) patterns of the liquid crystalline block 
copolymer497 poly(dimethylsiloxane-b-11-(4′-cyanobiphenyl-4-yloxy)undecylmeth-
acrylate) and the structural microphase order to order evolution of the block copolymer 
films during thermal annealing from a smectic A phase through poorly oriented 
hexagonally packed cylinders and towards increased in-plane ordering and the 
formation of an isotropic phase at higher temperatures. c | Small-angle neutron 
scattering (SANS) data from a SDS/octanol/d-brine system using a microfluidic device389 
consisting of an entry port 2 mm wide funnelling into a constrained 100-μm path length, 
a chamber 2 mm long and subsequent exit. Example 2D SANS data measured from the 
fluid at various positions along the micro-cell and at various flow rates (v, millimetres 
per second) are displayed, providing information on lamellar formation and alignment 
upon entry, constriction and exit. The direction of the flow shown by an arrow455.  
d | Ultra-small-angle X-ray scattering (USAXS)–SAXS and wide-angle scattering  
(WAXS; inset) showing development of precipitate and ordered phases within a  
nickel–aluminium–silicon-based alloy as a function of temperature (25–1,100 °C)491,498. 
Precipitate size distribution and phase structure, that is, the development of 
intermetallic γ-phases, informs the development of precipitation-strengthened metal 
alloys. e | SANS with contrast variation measured from a block copolymer consisting of a 
deuterated polyacylate (dPA) linked to a the polyelectrolyte polystyrene sulfonate (PSS) 
in solutions containing different %v/v D2O in the presence of calcium. SANS shows 
significant changes in scattering intensity as the contrast is varied, illustrating the 
systematic ‘matching-in’ and ‘matching-out’ of the dPA and PSS scattering contributions. 
Detailed analysis of data shows that the block copolymer spontaneously forms a spherical 
micelle-like structure of a definable aggregation number and polydispersity, consisting  
of a solvated dPA core (right schematic, dark red) surrounded by a corona of self- 
avoiding PSS polymer chains (right schematic, light red)128. Part b is reprinted from 
reF.497, CC BY 3.0 (https://creativecommons.org/licenses/by/3.0/). Part c is adapted  
from reF.455, CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/). Part e is 
adapted from reF.128, CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

◀
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biological samples falling outside the ‘typical’ solution 
scattering format. Depositing the scattering experiment 
in the SASBDB includes four steps: defining the sam-
ple or the exact macromolecular sequence information  
and atomic composition of the buffer or solvent com-
ponents; uploading the scattering data obtained from 
the sample along with associated structural para-
meters; uploading instrument and experimental details;  
and uploading model and model fit files. Scattering data 
are uploaded as .dat, .txt or .pdh files in a three-column 
format for 1D reduced and background-corrected pro-
files listing q, I(q) and σI(q), where σI(q) are the errors 
on the scattering intensities. Models are uploaded in 
.pdb format. A full deposition guide is available through  
the SASBDB website and the steps and requirements 
for deposition, including data formats and what is often 
overlooked by depositors, are described in reF.369.

The data and metadata of each individual SASBDB 
entry are assessed by SASBDB curators for consistency 
and completeness with respect to the IUCr reporting 
guidelines. Any revisions or additional statements neces-
sary to clarify an individual entry are requested from the 
depositor prior to acceptance. Importantly, interpreting 
data, drawing conclusions or policing data quality are 
not in the remit of the SASBDB and are left to the peer 
review process and the scientific community.

To impartially assess SASBDB entries, a set of report-
ing tables, data displays and metric validation tools are 
populated automatically during deposition and shown 
on each SASBDB entry page. These plots and tables 
include a display of the primary scattering data, a com-
parison of the expected molecular weight calculated 
from sequence/atomic composition with the experi-
mental molecular weight, a comparison between the 
Rg obtained from the Guinier approximation and that 
extracted from the p(r) profile — with correspond-
ing plots of both — in addition to the dimensionless 
Kratky plot representation of the 1D scattering profile. 
Graphical sliders on each entry page provide a visual 
representation of where a SASBDB entry sits relative to 
all SASBDB entries, from red (‘worse’) to blue (‘better’). 
These sliders report whether the minimum q value of a 
data set is sufficient to encompass the reported maxi-
mum particle dimension as well as the quality of model 
fits to the data, including normalized residual plots 
that provide visual feedback to assess the quality of the 
model fits.

The preferred route for SAS project uploads is 
through the SASBDB website, which offers data and 
metadata deposition. Alternatively, structural biologists 
with X-ray or neutron diffraction, NMR spectroscopy 
or electron microscopy data and models can co-deposit 
SAS data into the SASBDB or link pre-existing SASBDB 
entries to the Worldwide Protein Data Bank (wwPDB) 
using its OneDep System.

The Protein Ensemble Database and PDB-Dev
For intrinsically disordered or denatured proteins, com-
bined NMR, SAS and other related data can be deposited 
in the Protein Ensemble Database371, including results 
and models obtained from molecular dynamic simula-
tions. The more recent PDB-Dev databank372 archives 

integrative/hybrid structure determination approaches 
for structural biology373,374. The PDB-Dev acts as an 
archiving hub and links with experimental databanks 
and techniques including the SASBDB, wwPDB, 
Electron Microscopy Data Bank (EMDB), Biological 
Magnetic Resonance Data Bank (BMRB) and Electron 
Microscopy Public Image Archive (EMPIAR), and ref-
erences mass spectrometry, Förster resonance energy 
transfer, chemical cross-linking, electron paramagnetic 
resonance and proteomics resources.

Data formats CIF and NeXus
The Crystallographic Information File (CIF)375 is the 
standardized file format for crystallographic diffraction 
data and has become part of the structural biology com-
munity, with mmCIF in macromolecular crystallogra-
phy376 and sasCIF for bioSAS377. The format is a machine 
and human readable Self-defining Text archive and 
Retrieval (STAR) system that utilizes standard diction-
ary and ontology definitions to facilitate interoperability 
between biological macromolecule-focused databanks 
such as the SASBDB and the wwPDB.

An important challenge for SAS investigations is how 
to appropriately capture and disseminate experimental 
results, modelling, instrument details and sample infor-
mation for increasingly complex experimental set-ups, 
sample environments and samples. Although the quan-
tifiable monodisperse or polydisperse state of biologi-
cal macromolecules makes them arguably unique with 
respect to developing a reporting framework, standardiz-
ing such workflows becomes increasingly difficult for the 
plethora of samples in the material sciences. For exam-
ple, what may be generally applied to the analysis of any  
dilute monodispersed protein sample may not be relevant 
to the temperature-dependent SAXS/USAXS/WAXS 
analysis of metal precipitate/crystalline phases, or to analy-
sing changes in the direction of liquid-flow densities in  
microfluidic devices.

To encapsulate numerous and often bespoke 
SAS projects, the canSAS initiative and the NeXus 
International Advisory Committee spearheaded the 
development of the NXcanSAS interoperable data 
model as a standard packaging system for any type of 
n-dimensional SAS data, from 1D I(q) profiles to 2D 
images and multimodal data sets such as TR-SAS, 
GISAS, (ToF) SANS and so on378,379. The NXcanSAS 
data packaging model integrates the machine-readable 
Hierarchical Data Format version 5 (HDF5), making it 
amenable to storing and retrieving large heterogeneous 
data sets and their metadata. Although at present there 
are no dedicated databanks for the deposition of SAS 
investigations for the material sciences, the NXcanSAS 
philosophy tackles the problem of systematically cap-
turing and packaging data, metadata and analyses for 
subsequent retrieval from experiments spanning simple 
to complex systems.

Limitations and optimizations
The processing and interpretation of SAS profiles are 
linked by several interdependent variables that must 
all be considered. These variables combine the phys-
ics of the scattering process itself with the quality and 
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reproducibility of the samples, the configurable param-
eters of the instrumental set-up and the applied data 
processing and standardization steps. In addition, SAS 
data provide limited low-resolution information about 
the specimen and the interpretation of the scattering 
profiles in terms of structural models may often be 
ambiguous. This limitation as well as common experi-
mental problems encountered for SAXS, SANS and SAS 
are discussed below.

Low resolution and the phase problem
Unlike single-crystal diffraction, SAS data cannot be 
used to locate the positions of individual atoms within 
a material or to provide high-resolution atomic struc-
tures. SAS emerges from the preserved spatial correla-
tions within and between contiguous regions of different 
average scattering length density in the sample where the 
sample may be conceptualized as a suspension — for 
example, liquid–liquid, liquid–solid, solid–solid, solid–
gas, solid–surface and so on — that lacks an ordered 
single-crystal lattice. The absence of such a lattice, which 
otherwise amplifies the scattering signal to wide angles 
as diffraction spots to provide atomic length scale infor-
mation, means that the coherent SAS amplitudes for 
most samples rapidly decrease with increasing scattering 
angle. The coherent portions of a SAS profile predom-
inantly capture the spatial information of long-range 
distance correlations between the density variations of 
the suspension. These variations go to define the extent, 
shape and surface morphology of any one region of 
averaged scattering length density, as opposed to defin-
ing each atomic position within the sample. SAS is by  
definition ‘low resolution’.

A common issue for SAXS, SANS, X-ray and neu-
tron crystallography is that the phase information of the 
scattered amplitudes is lost in the measured intensities. 
The loss of phase information means it is impossible to 
directly transform an individual scattering profile into 
a real-space structure, which requires both the ampli-
tudes and phases of the scattered waves. The experi-
mental scattering data are also measured over a limited 
momentum transfer range [qmin, qmax] with finite Δq 
intervals, making experimental SAS data discontinuous 
and incomplete because of instrument resolution and 
the limits of detector technology. Indirect methods are 
therefore usually employed to extract real-space infor-
mation such as distance distributions (refer to Results). 
The phase problem and the nature of the data cause an 
issue for SAS data interpretation. When developing 
real-space models, multiple distinct real-space objects 
can sometimes yield equivalent calculated scattering 
profiles380 that all provide an adequate description of, 
and fit, the experimental data. The inherent ambigu-
ity of an experimental scattering profile, where more 
than one model may fit the data, requires additional 
constraints or assumptions during data interpreta-
tion. These constraints may be based on the physical 
nature or chemistry of the sample, or the inclusion  
of additional information. The analysis of multiple  
sets of experimental data collected under different 
conditions, most notably SANS contrast variation, 
yields a set of interrelated scattering profiles that limit 

modelling outcomes. SAS is often used with other 
methods such as electron microscopy, NMR, Förster 
resonance energy transfer and so on, and the informa-
tion from these methods also allows further ambiguity 
reduction in SAS data interpretation.

Common experimental issues
SAXS. For some sample categories such as biological or 
soft materials, for example polymers and gels, sample 
damage may be caused by high radiation doses dur-
ing SAXS measurements. As X-rays primarily interact 
with electrons via absorption or scattering processes, 
they unavoidably form free radicals or break chemi-
cal bonds within the sample381. This effect becomes 
significant under high-flux synchrotron beams, where 
beam-induced sample heating may also occur. Detect-
ing and quantifying X-ray-induced damage382,383 by, 
for example, using on-the-fly comparative data analy-
sis during sample exposure242, and mitigating X-ray  
damage effects by, for example, altering the sam-
ple environment198,384–388 or measuring sample states 
prior to the onset of damage, are a critical component  
of SAXS.

SANS. Regular 1H dominates the isotopic composition of 
many biological and soft-matter samples used for SANS. 
The incoherent scattering length of 1H is extremely 
large compared with other isotopes and samples rich 
in 1H produce incoherent background that may require 
increasing sample concentration or sample exposure time 
to improve coherent scattering pattern measurements. 
Alternatively, the isotopic substitution of 1H for 2H by, 
for example, substituting 1H2O with 2H2O in a supporting 
solvent or the non-exchangeable deuteration of a mac-
romolecule alters the neutron contrast and decreases 
incoherent scattering contributions. However, the sub-
stitution of 1H for 2H may also decrease the solubility of 
a macromolecule or alter the binding affinity between 
components of a sample. In addition, as neutron beams 
are typically much larger in size than X-ray beams, SANS 
experiments also often require larger sample quantities 
(100s of microlitres to millilitres) than SAXS samples 
(10s to 100s of microlitres), especially during contrast 
variation experiments59. However, recent advances in 
hardware and neutron flux have seen decreases in sam-
ple exposure times and beam sizes that are useful for 
higher-contrast systems, even in microfluidic sample 
environments389.

Data analysis from ToF SANS instruments is more 
complicated compared with selectable single-wavelength 
SANS. Portions of the incident neutrons gain energy 
when interacting with hydrogen in the sample, leading 
to the incorrect estimation of the total ToF and, hence, 
the estimation of the neutron wavelengths, resulting 
in the rise of incoherent background. This issue gets 
compounded with ToF SANS as the background and 
transmission are also wavelength-dependent162,177,390,391. 
For hard-matter SANS experiments, the Bragg edge 
effect has to be considered392,393. In the Bragg edge effect, 
neutrons of certain wavelengths undergo full reflec-
tion, which leads to a dip in the transmission function 
and makes it impossible to obtain I(q) for a range of 
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neutron wavelengths, resulting in possible gaps in  
the data.

General SAS. When background scattering contributions 
must be subtracted, as is the case for structural analysis of  
dilute biomolecules or polymers, accurately measuring 
both the sample scattering and the background scatter-
ing is necessary60. For solutions, the background subtrac-
tion requires the supporting solvent of the sample to be 
matched exactly to the corresponding solvent blank59,394 
in terms of solvent X-ray or neutron scattering and 
absorption properties. Matching the sample solvent to 
the background solvent, for example by using dialysis, 
may be difficult if the sample is prone to self-association 
over time, especially as the sample concentration 
increases. The particles themselves occupy space within 
the sample that is not present in the pure solvent, mean-
ing the effective volume of solvent illuminated by an 
X-ray or neutron beam is always smaller for the sample 
than the solvent blank. Diluting the sample and perform-
ing a concentration series measurement will yield insight 
into background solvent mismatch or whether samples 
undergo concentration-dependent oligomerization.  
In the very dilute regime, the excluded-volume effect is 
typically of little consequence; for example, for protein 
samples less than 5–10 mg ml–1. However, for SANS, 
additional contributions from incoherent spin scatter-
ing from solvents rich in 1H may complicate sample sol-
vent background matching and decrease the accuracy 
of the subtraction process; isotopically, substitution 1H 
with 2H can mitigate the issue. It is also important that 
the experimental configuration of an instrument stays 
near identical between measurements so that the scat-
tering and absorption contributions by the instrument 
(for example, from optical devices, sample holders and 
so on) are taken into account during any data subtrac-
tion procedures. Modern instruments are manufactured 
to the highest levels of precision to ensure consistent 
instrument backgrounds are achieved.

The polydispersity of a sample also poses a challenge 
for data interpretation. The scattering profiles from these 
types of dilute polydisperse system represent a summed 
contribution from all components in the population 
Ik(q), weighted by their volume fractions, vk:

.∑I q v I q( ) = ( ) (15)
k

k k

As the distribution of states within in a population 
widens, it becomes increasingly difficult to delineate 
and quantify individual particle contributions within 
the dilute population245. This is especially the case with 
aggregate formation: as I(q) scales to the square of a 
kth component’s particle volume, even trace aggregate 
at low volume fraction can ruin a SAXS or SANS pro-
file. Measuring concentration series data to evaluate 
concentration-dependent parameters224,395 that reflect 
changes in oligomeric state and extracting affinity 
constants396 can yield insights into polydispersity.

The physical separation of mixture components prior  
to measurement has also become increasingly popu-
lar, for example via in-line SEC or ion-exchange 

chromatography199–202,204,205,387,397,398, although the 
results are not always trivial to analyse. Chromato-
graphic separation experiments require identification 
and correc tion for background scattering fluctua-
tions, which — especially for X-rays — can be caused 
by potential beam-induced deposition of the sample 
on the capillary/cell surface during the chromato-
graphy run (capillary fouling/radiation damage)386,387 
or the release of dissolved gasses as bubbles caused by 
beam-induced heating. The effectiveness of the chro-
matographic separation of the sample components must 
also be assessed to determine whether the elution has 
been successful or whether poorly separated species 
with overlapping peaks still require data analysis in 
terms of component mixtures398,399. Outside the dilute 
regime, more advanced data analysis and models are 
required to describe the size distribution and particle 
interactions252,400–403.

Another challenge for both SAXS and SANS is mul-
tiple scattering404–406, where some or most of the detected 
neutrons or X-rays represent more than one scattering 
event inside the sample129. Multiple scattering may occur 
when the mean-free path between two scattering events 
for each neutron or X-ray is comparable with or smaller 
than the sample thickness. Although multiple scattering 
theory has been developed407, some ways to mitigate this 
issue include studying thinner samples, decreasing the 
wavelength or changing contrast.

Challenges for SAS
The applicability of SAS across disciplines spanning 
biology, soft matter and hard matter effectively makes 
the technique universal. Going forwards, the challenge 
continues to be combining quality sample preparation 
and interpreting the data given the inherent ambigu-
ity of SAS data analysis. Here, prior assumptions from 
a priori knowledge or the inclusion of experimental 
results from alternative techniques are often indispen-
sable. For example, numerous assumptions help to guide 
the modelling outcomes during restoration of protein 
structural state(s) — assumptions such as proteins as 
single polymers not forming disconnected entities, 
not having hard geometric or spiked surfaces, being 
enantiomer-selective and not being branched poly-
mers8. Although these constraints significantly reduce 
unfeasible modelling outcomes, the scattering data may  
remain highly ambiguous380 and modelling results  
may be over-interpreted.

The difficulty of interpreting data increases as 
the complexity of a sample increases from isolated 
non-interacting dilute materials to higher-order inte-
grated systems. Understanding the physicality of the 
sample prior to an experiment and how it may be 
affected when exposed to radiation, and interpret-
ing potentially ambiguous data, are the fundamental 
challenge facing all SAS experiments. Structure factor 
contributions, polydispersity, heterogeneous contrast, 
multiple scattering events, orientation bias, susceptibility 
to radiation damage or simple ageing all have to be con-
sidered. Consequently, bespoke modelling approaches 
based on general SAS principles need to be tailored to 
interpret data from specific samples, and often invoke 

Mean-free path
The average distance travelled 
between successive collisions 
of an x-ray or neutron with  
the atoms of a material,  
which modifies the direction  
or energy of the x-rays or 
neutrons (for example, 
between multiple scattering 
events).
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information from various methods to support the  
conclusions drawn from the data.

Outlook
SAS is a highly dynamic field and new approaches are 
constantly being developed to tackle the intrinsic data 
ambiguity and complex sample conditions.

Novel approaches
At the hardware level, in situ complementary techniques 
enable one to condition and co-analyse the sample, 
whereas in operando measurements follow the struc-
tural changes correlated with the functional cycles of 
the sample. Examples of sample conditioning include 
illumination, temperature, humidity and the application 
of magnetic fields. On bioSAS instruments, SEC is rou-
tinely employed with additional light-scattering devices 
to ensure sample monodispersity205. In situ analysis tech-
niques available include UV–Vis absorbance and fluo-
rescence spectroscopies, dynamic light scattering and 
impedance spectroscopy408. Today, SAXS and SANS can 
also be measured simultaneously409. In operando systems 
that can correlate sample function to sample structural 
states are used to characterize electrical devices410–413 and 
improve technical processes in energy storage. The beam 
itself can also be adapted to the sample conditions or to 
reveal particular aspects of the sample. For instance, very 
high-intensity X-ray beams make it possible to meas-
ure aerosols under ambient conditions414. Reducing 
the beam size while keeping sufficient intensity ena-
bles scanning with high spatial resolution both using 
X-rays415 and neutrons416.

Recent advances in data analysis are aimed at devel-
oping new approaches to assess data quality and build 
structural models. For biological applications, some 
examples are a method to quantitatively estimate the 
information content in SAS data (SHANUM241), an iter-
ative procedure for density modelling (DENSS296–298) and 
an approach to reconstruct the shape of an intermedi-
ate for evolving mixtures (DAMMIX291). Several recent 
developments also include constraints inherited from 
complementary techniques273.

Looking forwards
In the experimental field, a priority for SAS over the 
next decade is to capitalize on next-generation and 
increasingly brilliant radiation sources to interrogate 
structure and dynamics in the solid, fluid and surface 
states, with a focus on very fast time-resolved pro-
cesses. Effective sample delivery modes such as liquid 
jets/sheets, microfluidic and raster ‘on-chip’ devices, 
tape drives and so on, as well as sample environments 
based on 3D printing, will play an important role. The 
effective use of high-brilliance sources will require very 
low-background instruments coupled to controllable 
beam parameters in terms of beam shape, size, energy 
and flux, and the inclusion of pump and probe beam 
cutter systems to deliver X-ray pulses in combination 
with sensitive high frame-rate detectors.

Future SAXS applications will require a synergic 
approach providing sample environments and X-ray 
instruments that can be tailored case by case as well as 

adaptable to standard, well-established experimental 
approaches. In line with these developments, understand-
ing and mitigating radiation damage will likely require 
further evaluation with respect to sample preparation 
and experimental planning as the X-ray flux density  
of new generation instruments continues to increase.

For SANS, radiation damage is much less of an issue. 
However, as SANS flux density is much lower than for 
SAXS, longer sample exposure times and larger sam-
ple quantities are typically required, which constrains 
time-resolved studies. Consequently, the priority for 
many existing and proposed neutron facilities is the 
optimization of neutron flux in step with reducing 
instrument background. For instance, the sample cell 
used for SEC–SANS measurements on the Institut 
Laue-Langevin (ILL) D22 instrument200 and for micro-
fluidic time-resolved applications389 has been optimized 
to make use of all of the sample volume and mask any 
source of background scatter to increase the accuracy and 
reproducibility of the measurements. This has allowed 
a lowering of the incident beam intensity and beam 
size required to obtain interpretable data. Such beam 
line and sample environment upgrades are expected to 
lower sample quantities, allow for shorter exposure times 
and allow for automated and higher-throughput sample 
delivery at SANS beam lines.

Instrument developments will also necessitate 
increasing computational power for data analysis, 
storage, interoperability and access. Future SAS inves-
tigations will likely generate terabytes of data per experi-
ment. There will therefore be a need for faster automated 
data processing as well as the systematic management of 
the raw and associated experimental metadata. This will 
likely include the development of interdisciplinary and 
mutually interpretable open access databanks. It is also 
expected that analysis and modelling methods will be 
developed further to capitalize on the rapidly increasing 
power of modern computers.

Looking beyond
As a near-universal technique for interrogating the 
structure and disposition of materials, SAS is well posi-
tioned to seamlessly integrate with diverse areas of 
research. The inclusion of parallel hybrid methods for 
SAS data interpretation is of paramount importance 
to build more complete and accurate descriptions of 
materials, materials properties and materials’ response 
to change. These associated methods include the 
co-analysis of SAXS and SANS data with atomic force 
microscopy, X-ray and neutron crystallography, solution 
and solid-state NMR spectroscopy, mass spectrometry, 
HDXMS (hydrogen–deuterium exchange coupled with 
mass spectroscopy), Förster resonance energy transfer, 
circular dichroism spectropolarimetry, and infrared, 
Raman scattering, static and dynamic laser light scat-
tering as well as computational molecular dynamics, 
modelling and data simulations. SAS may also be used 
together with X-ray powder diffraction to study colloidal 
crystal suspensions417 or with light refractive index meas-
urements to answer interesting optical questions such as 
the construction of spherical eye lenses418. The recent 
‘resolution revolution’ in cryo electron microscopy419,420 
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is poised to take advantage of SAS to complement the 
single, static-image representation of frozen biomol-
ecules with population-state processes that scattering 
experiments can access, such as self-association, assem-
bly, ensemble states, dynamics, crowding, equilibrium 
processes, kinetics and even the structure and dynam-
ics of water421. A very active subject today concerns 
the combined application of SAS with inelastic X-ray  
and neutron scattering, X-ray spectroscopy, reflectivity 

and NMR to further our understanding of water ‘in bulk’ 
(solid or liquid) or at surfaces422–426, which has implica-
tions across numerous industries, for example in phar-
maceutical manufacturing, food processing and so on, 
as well as providing fundamental science for chemistry, 
biology, geophysics, metallurgy, additive manufacturing, 
climate and the environment.
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RELAtEd Links
Argonne National Laboratory SAXS and USAXS packages (irena, 
Nika indra): https://usaxs.xray.aps.anl.gov/software-description
As low as reasonably achievable (ALArA): https://www.cdc.
gov/nceh/radiation/alara.html#::text=ALARA%20stands%20
for%20%E2%80%9Cas%20low,time%2C%20distance%2C%20
and%20shielding
BioXTAS rAW: https://bioxtas-raw.readthedocs.io/en/latest/
canSAS initiative: http://www.cansas.org
CCP-SAS web project: http://ccpsas.org/about.html
eSrF FiT2D home page: https://www.esrf.eu/computing/
scientific/FIT2D/
eSrF SAXS program package: https://www.esrf.eu/home/
UsersAndScience/Experiments/CBS/ID02/available_
software/saxs-program-package.html
eSrF SAXS software tools: https://www.esrf.eu/home/
UsersAndScience/Experiments/CBS/ID02/available_software.
html
eSrF Scatter program for data analysis: https://www.esrf.eu/
UsersAndScience/Experiments/CRG/BM26/SaxsWaxs/
DataAnalysis/Scatter
european molecular Biology Laboratory ATSAS data analysis 
software: https://www.embl-hamburg.de/biosaxs/software.html
european molecular Biology Laboratory ATSAS online and web 
services: https://www.embl-hamburg.de/biosaxs/online.html
foXS: https://modbase.compbio.ucsf.edu/foxs/
GiSAXS Community Website: http://gisaxs.com/index.php/
Main_Page
GiSAXS Community Website from the University  
of Hamburg: http://www.gisaxs.de/
GiSAXS Community Website table of contents: http:// 
gisaxs.com/index.php/Special:AllPages
GiXSGUi: https://www.aps.anl.gov/Science/Scientific- 
Software/GIXSGUI
HiPGiSAXS: https://hipgisaxs.github.io/
imageJ: https://imagej.nih.gov/ij/
institut Laue-Langevin (iLL) - GrASP SANS analysis and data 
reduction: https://www.ill.eu/users/support-labs-infrastructure/
software-scientific-tools/grasp

isGiSAXS: https://www.insp.upmc.fr/oxydes/IsGISAXS/
isgisaxs.htm
mantid: https://www.mantidproject.org/Main_Page
mULCh: modULes for the analysis of Contrast variation 
data: https://smb-research.smb.usyd.edu.au/NCVWeb/
NiST Neutron activation and scattering calculator: https://
www.ncnr.nist.gov/resources/activation/
NiST SANS and USANS data reduction and analysis software: 
https://www.nist.gov/ncnr/data-reduction-analysis/sans-software
NiST Scattering Length Density Calculator: https://www.
ncnr.nist.gov/resources/sldcalc.html
NiST XCOm: Photon Cross Sections Database: https://www.
nist.gov/pml/xcom-photon-cross-sections-database
NiST X-ray mass Attenuation Coefficients: https://www.nist.
gov/pml/x-ray-mass-attenuation-coefficients
OneDep System: https://deposit-2.wwpdb.org/
Paul Scherrer institute, PSi, SASfit package: https://www.psi.
ch/en/sinq/sansi/sasfit
PDB-Dev databank: https://pdb-dev.wwpdb.org/
Pepsi-SAXS: https://team.inria.fr/nano-d/software/pepsi-saxs/
Protein ensemble Database: https://proteinensemble.org
resources from the National institute of Standards and 
Technology: https://www.ncnr.nist.gov/resources/
SAS Portal: http://smallangle.org/
SASSie-web: https://sassie-web.chem.utk.edu/sassie2/
SasView: https://www.sasview.org/
Saxier SAS forum: https://www.saxier.org/forum/
SAXSmoW (SAXS molecular Weight): http://saxs.ifsc.usp.br/
ScÅtter, Lawrence Berkeley National Laboratory, Advanced 
Light Source: https://bl1231.als.lbl.gov/saxs_protocols/
SCATTer, eSrF: https://www.esrf.fr/UsersAndScience/
Experiments/CRG/BM26/SaxsWaxs/DataAnalysis/Scatter
Small Angle Scattering Biological Data Bank (SASBDB): 
https://www.sasbdb.org/
UniProt nomenclature: www.uniprot.org
US-SOmO: https://somo.aucsolutions.com/
WAXSiS: http://waxsis.uni-goettingen.de/
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